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Tauschen Sie die Schalter aus
Ersetzen Sie einen NetApp CN1610 Cluster Switch

Fuhren Sie diese Schritte aus, um einen defekten NetApp CN1610-Switch in einem
Cluster-Netzwerk auszutauschen. Dies ist ein unterbrechungsfreies Verfahren
(Nondisruptive Procedure, NDU).

Prufen Sie die Anforderungen

Bevor Sie beginnen

Bevor Sie den Switch austauschen, miissen die folgenden Bedingungen erfiillt sein, bevor Sie den Switch in
der aktuellen Umgebung und am Ersatz-Switch fiir das vorhandene Cluster und die Netzwerkinfrastruktur
austauschen:

* Das vorhandene Cluster muss mit mindestens einem vollstdndig verbundenen Cluster-Switch als voll
funktionsfahig verifiziert werden.

* Alle Cluster-Ports miissen up sein.

+ Alle logischen Cluster-Schnittstellen (LIFs) missen aktiviert sein und dirfen nicht migriert worden sein.

* Dem ONTAP Cluster ping-cluster -node nodel Befehl muss angeben, dass die grundlegende
Konnektivitat und die Kommunikation groRer als PMTU auf allen Pfaden erfolgreich ist.

Aktivieren Sie die Konsolenprotokollierung

NetApp empfiehlt dringend, die Konsolenprotokollierung auf den verwendeten Geraten zu aktivieren und beim
Austausch des Switches die folgenden MalRnahmen zu ergreifen:

* Lassen Sie AutoSupport wahrend der Wartung aktiviert.

» Losen Sie vor und nach der Wartung einen Wartungs-AutoSupport aus, um die Case-Erstellung fir die
Dauer der Wartung zu deaktivieren. Lesen Sie diesen Knowledge Base-Artikel "SU92: Unterdriicken der
automatischen Case-Erstellung wahrend geplanter Wartungsfenster" Entnehmen.

 Aktivieren Sie die Sitzungsprotokollierung fiir beliebige CLI-Sitzungen. Anweisungen zum Aktivieren der
Sitzungsprotokollierung finden Sie im Abschnitt ,,Protokollierung der Sitzungsausgabe® in diesem
Knowledge Base Artikel "So konfigurieren Sie PUTTY fur optimale Konnektivitat zu ONTAP-Systemen”.

Tauschen Sie den Schalter aus

Uber diese Aufgabe

Sie mussen den Befehl zum Migrieren einer Cluster-LIF von dem Node ausfiihren, auf dem die Cluster-LIF
gehostet wird.

In den Beispielen dieses Verfahrens wird die folgende Terminologie fiir Cluster-Switch und Node verwendet:

* Die Namen der beiden CN1610 Cluster-Switches lauten cs1 Und cs2.
* Der Name des zu ersetzenden CN1610-Schalters (der defekte Schalter) lautet o1d cs1.
* Der Name des neuen CN1610-Schalters (der Ersatzschalter) lautet new_cs1.

* Der Name des Partner-Switches, der nicht ersetzt wird, lautet cs2.


https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/How_to_configure_PuTTY_for_optimal_connectivity_to_ONTAP_systems

Schritte

1. Vergewissern Sie sich, dass die Startkonfigurationsdatei mit der ausgefiihrten Konfigurationsdatei
Ubereinstimmt. Sie missen diese Dateien lokal speichern, um sie wahrend des Austauschs verwenden zu
koénnen.

Die Konfigurationsbefehle im folgenden Beispiel gelten fir FASTPATH 1.2.0.7:

Beispiel anzeigen

(old csl)> enable
(0ld csl)# show running-config
(old csl)# show startup-config

2. Erstellen Sie eine Kopie der ausgefiihrten Konfigurationsdatei.
Der Befehl im folgenden Beispiel ist fir FASTPATH 1.2.0.7:

Beispiel anzeigen

(0ld csl)# show running-config filename.scr
Config script created successfully.

(D Sie konnen jeden Dateinamen aufller verwenden CN1610 CS RCF_v1.2.scr. Der Dateiname
muss die Erweiterung .SCR haben.

1. Speichern Sie die laufende Konfigurationsdatei des Switches auf einem externen Host, um den
Austausch vorzubereiten.

Beispiel anzeigen

(0ld csl)# copy nvram:script filename.scr
scp://<Username>@<remote IP address>/path_to_ file/filename.scr

2. Uberpriifen Sie, ob die Switch- und ONTAP-Versionen in der Kompatibilitdtsmatrix tibereinstimmen. Siehe
"NetApp CN1601 und CN1610 Switches" Fiir Details.

3. Von "Seite ,Software-Downloads" Wahlen Sie auf der NetApp Support Website NetApp Cluster Switches
aus, um die entsprechenden RCF- und FASTPATH-Versionen herunterzuladen.

4. Richten Sie einen TFTP-Server (Trivial File Transfer Protocol) mit DER FASTPATH-, RCF- und
gespeicherten Konfiguration ein . scr Datei zur Verwendung mit dem neuen Switch.

5. Verbinden Sie den seriellen Port (der RJ-45-Anschluss mit der Bezeichnung ,IOIOIOI* auf der rechten
Seite des Switches) mit einem verfligbaren Host mit Terminalemulation.

6. Stellen Sie auf dem Host die Einstellungen fir die serielle Terminalverbindung ein:


https://mysupport.netapp.com/site/info/netapp-cluster-switch
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/downloads-tab

a. 9600 Baud

b. 8 Datenbits
c. 1 Stoppbit

d. Paritat: Keine

e. Flusskontrolle: Keine

7. Verbinden Sie den Verwaltungsport (den RJ-45-Schraubenschlissel-Port auf der linken Seite des

10.

Switches) mit dem gleichen Netzwerk, in dem sich Ihr TFTP-Server befindet.

. Bereiten Sie sich auf die Netzwerkverbindung mit dem TFTP-Server vor.

Wenn Sie DHCP (Dynamic Host Configuration Protocol) verwenden, muissen Sie derzeit keine IP-Adresse
fur den Switch konfigurieren. Der Service-Port ist standardmafig auf DHCP eingestellt. Der
Netzwerkverwaltungsport ist fir die IPv4- und IPv6-Protokolleinstellungen auf none festgelegt. Wenn der
Schllsselport mit einem Netzwerk verbunden ist, das tber einen DHCP-Server verfligt, werden die
Servereinstellungen automatisch konfiguriert.

Um eine statische IP-Adresse festzulegen, sollten Sie die befehle serviceport-Protokoll, Netzwerkprotokoll
und serviceport ip verwenden.

Beispiel anzeigen

(new csl)# serviceport ip <ipaddr> <netmask> <gateway>

. Wenn sich der TFTP-Server auf einem Laptop befindet, schlieRen Sie den CN1610-Switch optional Gber

ein Standard-Ethernet-Kabel an den Laptop an, und konfigurieren Sie dann den Netzwerkanschluss im
gleichen Netzwerk mit einer alternativen |IP-Adresse.

Sie kénnen das verwenden ping Befehl zum Verifizieren der Adresse. Wenn Sie die Verbindung nicht
herstellen kdnnen, sollten Sie ein nicht geroutetes Netzwerk verwenden und den Service-Port mit IP
192.168.x oder 172.16.x konfigurieren Sie kénnen den Service-Port zu einem spateren Zeitpunkt auf die
Produktions-Management-IP-Adresse neu konfigurieren.

Uberpriifen und installieren Sie optional die entsprechenden Versionen der RCF- und FASTPATH-Software

fur den neuen Switch. Wenn Sie Uberprift haben, ob der neue Switch korrekt eingerichtet ist und keine
Updates fiir die RCF- und FASTPATH-Software erforderlich sind, fahren Sie mit Schritt 13 fort.

a. Uberpriifen Sie die neuen Schaltereinstellungen.

Beispiel anzeigen

(new _csl)> enable
(new csl)# show version

b. Laden Sie den RCF auf den neuen Switch herunter.



Beispiel anzeigen

(new csl)# copy tftp://<server ip address>/CN1610 CS RCF vl1.2.txt
nvram:script CN1610_CS RCF vl.2.scr

Mode. TETP

Set Server IP. 172.22.201.50

Path. /

Filename. @ v v ittt ittt ee s eeeeeeeneeesanaeneans
CN1610 CS RCF vl1.2.txt

L= o A 7 1 Config Script

Destination Filename.........tiiiiennnnnn..
CN1610 CS RCF vl.2.scr

File with same name already exists.

WARNING:Continuing with this command will overwrite the existing
file.

Management access will be blocked for the duration of the

transfer Are you sure you want to start? (y/n) y

File transfer in progress. Management access will be blocked for
the duration of the transfer. please wait...

Validating configuration script...

(the entire script is displayed line by line)

description "NetApp CN1610 Cluster Switch RCF v1.2 - 2015-01-13"

Configuration script validated.
File transfer operation completed successfully.

c. Stellen Sie sicher, dass der RCF auf den Switch heruntergeladen wurde.

Beispiel anzeigen

(new csl)# script list
Configuration Script Nam Size (Bytes)

CN1610 CS RCF vl.l.scr 2191
CN1610 CS RCF vl.2.scr 2240
latest config.scr 2356

4 configuration script(s) found.
2039 Kbytes free.



11. Den RCF auf den CN1610-Schalter auftragen.

Beispiel anzeigen

(new csl)# script apply CN1610 CS RCF vl.2.scr
Are you sure you want to apply the configuration script? (y/n) y

(the entire script is displayed line by line)

description "NetApp CN1610 Cluster Switch RCF v1.2 - 2015-01-13"
Configuration script 'CN1610 CS RCF vl.2.scr' applied. Note that the
script output will go to the console.

After the script is applied, those settings will be active in the
running-config file. To save them to the startup-config file, you

must use the write memory command, or if you used the reload answer

yes when asked if you want to save the changes.

a. Speichern Sie die laufende Konfigurationsdatei, damit sie beim Neustart des Switches zur
Startkonfigurationsdatei wird.

Beispiel anzeigen

(new csl)# write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

b. Laden Sie das Bild auf den Switch CN1610 herunter.



Beispiel anzeigen

(new csl)# copy
tftp://<server ip address>/NetApp CN1610 1.2.0.7.stk active
Mode. TETP

Set Server IP. tftp server ip address

Path. /

Fillename. «vu ittt ittt ettt ettt e et e

NetApp CN1610 1.2.0.7.stk

Data Type. Code

Destination Filename. active

Management access will be blocked for the duration of the

transfer
Are you sure you want to start? (y/n) y
TFTP Code transfer starting...

File transfer operation completed successfully.

c. Fihren Sie das neue aktive Startabbild durch, indem Sie den Switch neu starten.

Der Switch muss neu gestartet werden, damit der Befehl in Schritt 6 das neue Image widerspiegelt. Es
gibt zwei mogliche Ansichten flir eine Antwort, die Sie nach Eingabe des Befehls reload
moglicherweise sehen werden.

Beispiel anzeigen

(new_csl) # reload
The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved! System will now restart!

Cluster Interconnect Infrastructure

User:admin Password: (new csl) >*enable*



a. Kopieren Sie die gespeicherte Konfigurationsdatei vom alten Switch auf den neuen Switch.

Beispiel anzeigen

(new csl)# copy tftp://<server ip address>/<filename>.scr
nvram:script <filename>.scr

b. Wenden Sie die zuvor gespeicherte Konfiguration auf den neuen Switch an.

Beispiel anzeigen
(new csl)# script apply <filename>.scr
Are you sure you want to apply the configuration script? (y/n) y

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

c. Speichern Sie die laufende Konfigurationsdatei in der Startkonfigurationsdatei.

Beispiel anzeigen

(new csl)# write memory

12. Wenn AutoSupport in diesem Cluster aktiviert ist, unterdriicken Sie die automatische Erstellung eines Falls
durch Aufrufen einer AutoSupport Meldung: system node autosupport invoke -node * -type
all - message MAINT=xh

X ist die Dauer des Wartungsfensters in Stunden.

Die AutoSupport Meldung wird vom technischen Support dieser Wartungsaufgabe
benachrichtigt, damit die automatische Case-Erstellung wahrend des Wartungsfensters
unterdrickt wird.

13. Melden Sie sich beim neuen Switch New_cs1 als Admin-Benutzer an, und fahren Sie alle Ports herunter,
die mit den Node-Cluster-Schnittstellen (Ports 1 bis 12) verbunden sind.



Beispiel anzeigen

User:*admin*

Password:

(new csl)> enable

(new csl)#

(new csl)# config

(new csl) (config)# interface 0/1-0/12
(new csl) (interface 0/1-0/12)# shutdown
(new_csl) (interface 0/1-0/12)# exit
(new csl)# write memory

14. Migrieren Sie die Cluster-LIFs von den Ports, die mit dem Switch old_cs1 verbunden sind.

15.

16.

17.

Sie mussen jede LIF des Clusters von der Managementoberflache des aktuellen Node migrieren.

Beispiel anzeigen

cluster::> set -privilege advanced

cluster::> network interface migrate -vserver <vserver name> -1lif
<Cluster LIF to_be moved> - sourcenode <current node> -dest-node
<current node> -dest-port <cluster port that is UP>

Vergewissern Sie sich, dass alle Cluster-LIFs auf den entsprechenden Cluster-Port auf jedem Node
verschoben wurden.

Beispiel anzeigen

cluster::> network interface show -role cluster

Fahren Sie die Cluster-Ports herunter, die an den Switch angeschlossen sind, den Sie ausgetauscht
haben.

Beispiel anzeigen

cluster::*> network port modify -node <node_name> -port
<port to admin down> -up-admin false

Uberpriifen Sie den Systemzustand des Clusters.



Beispiel anzeigen

cluster::*> cluster show

18. Vergewissern Sie sich, dass die Ports ausgefallen sind.

Beispiel anzeigen

cluster::*> cluster ping-cluster -node <node name>

19. Fahren Sie auf dem Switch cs2 die ISL-Ports 13 bis 16 herunter.

Beispiel anzeigen

(cs2)# config

(cs2) (config)# interface 0/13-0/16
(cs2) (interface 0/13-0/16)# shutdown
(cs2)# show port-channel 3/1

20. Uberpriifen Sie, ob der Speicheradministrator fiir den Austausch des Switches bereit ist.

21. Entfernen Sie alle Kabel vom Switch old_cs1, und schliel3en Sie dann die Kabel an dieselben Ports am
Switch New_cs1 an.

22. Aktivieren Sie auf dem cs2-Switch die ISL-Ports 13 bis 16.

Beispiel anzeigen

(cs2)# config
(cs2) (config)# interface 0/13-0/16
(cs2) (interface 0/13-0/16)# no shutdown

23. Aktivieren Sie die Ports auf dem neuen Switch, der den Clusterknoten zugeordnet ist.

Beispiel anzeigen

(new _csl)# config
(new_csl) (config)# interface 0/1-0/12
(new csl) (interface 0/13-0/16)# no shutdown



24. Rufen Sie auf einem einzelnen Node den Clusterknoten-Port auf, der mit dem ausgetauschten Switch
verbunden ist, und bestatigen Sie anschliel3end, dass die Verbindung hergestellt ist.

Beispiel anzeigen

cluster::*> network port modify -node nodel -port
<port_ to be onlined> -up-admin true
cluster::*> network port show -role cluster

25. Setzen Sie die Cluster-LIFs zurlck, die dem Port in Schritt 25 auf demselben Node zugeordnet sind.

In diesem Beispiel werden die LIFs auf node1 erfolgreich zurlickgesetzt, wenn die Spalte ,is Home" den
Wert ,true” lautet.

Beispiel anzeigen

cluster::*> network interface revert -vserver nodel -1lif
<cluster 1lif to be reverted>
cluster::*> network interface show -role cluster

26. Wenn die Cluster-LIF des ersten Node hochgefahren ist und auf den Home Port zurlickgesetzt wird,
wiederholen Sie die Schritte 25 und 26, um die Cluster-Ports hochzuschalten und die Cluster-LIFs auf den
anderen Nodes im Cluster zurlickzusetzen.

27. Zeigt Informationen zu den Nodes im Cluster an.

Beispiel anzeigen

cluster::*> cluster show

28. Vergewissern Sie sich, dass die Startkonfigurationsdatei und die laufende Konfigurationsdatei auf dem
ersetzten Switch korrekt sind. Diese Konfigurationsdatei sollte mit der Ausgabe in Schritt 1
Ubereinstimmen.

Beispiel anzeigen

(new csl)> enable
(new csl)# show running-config
(new csl)# show startup-config

29. Wenn Sie die automatische Case-Erstellung unterdrickt haben, aktivieren Sie es erneut, indem Sie eine
AutoSupport Meldung aufrufen:

10



system node autosupport invoke -node * -type all -message MAINT=END

Ersetzen Sie NetApp CN1610 Cluster Switches durch
Verbindungen ohne Switches

Sie kdnnen von einem Cluster mit einem Switch-Cluster-Netzwerk zu einem migrieren,
mit dem zwei Nodes direkt fur ONTAP 9.3 und hoher verbunden sind.

Prifen Sie die Anforderungen

Richtlinien
Lesen Sie sich die folgenden Richtlinien durch:

 Die Migration auf eine Cluster-Konfiguration mit zwei Nodes ohne Switches ist ein unterbrechungsfreier
Betrieb. Die meisten Systeme verfligen auf jedem Node Uber zwei dedizierte Cluster Interconnect Ports,
jedoch konnen Sie dieses Verfahren auch fiir Systeme mit einer gréReren Anzahl an dedizierten Cluster
Interconnect Ports auf jedem Node verwenden, z. B. vier, sechs oder acht.

» Sie kdnnen die Cluster Interconnect-Funktion ohne Switches nicht mit mehr als zwei Nodes verwenden.

* Wenn Sie bereits Uber ein zwei-Node-Cluster mit Cluster Interconnect Switches verfligen und ONTAP 9.3
oder héher ausgefuhrt wird, kdnnen Sie die Switches durch direkte Back-to-Back-Verbindungen zwischen
den Nodes ersetzen.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

* Ein gesundes Cluster, das aus zwei durch Cluster-Switches verbundenen Nodes besteht. Auf den Nodes
muss dieselbe ONTAP Version ausgefuhrt werden.

» Jeder Node mit der erforderlichen Anzahl an dedizierten Cluster-Ports, die redundante Cluster
Interconnect-Verbindungen bereitstellen, um die Systemkonfiguration zu unterstiitzen. Beispielsweise gibt
es zwei redundante Ports fir ein System mit zwei dedizierten Cluster Interconnect Ports auf jedem Node.

Migrieren Sie die Switches

Uber diese Aufgabe

Durch das folgende Verfahren werden die Cluster-Switches in einem 2-Node-Cluster entfernt und jede
Verbindung zum Switch durch eine direkte Verbindung zum Partner-Node ersetzt.

11



Nodel ClusterSwitch1 Node?

{________________‘___J ClusterSwitch2 [::__————-———-—-—-—-—J

Zu den Beispielen

Die Beispiele in dem folgenden Verfahren zeigen Nodes, die ,e0a“ und ,e0b* als Cluster-Ports verwenden. |hre
Nodes verwenden mdglicherweise unterschiedliche Cluster-Ports, je nach System.

Schritt: Bereiten Sie sich auf die Migration vor

1. Andern Sie die Berechtigungsebene in erweitert, indem Sie eingeben y Wenn Sie dazu aufgefordert
werden, fortzufahren:

set -privilege advanced
Die erweiterte Eingabeaufforderung *> Angezeigt.

2. ONTAP 9.3 und hoher unterstitzt die automatische Erkennung von Clustern ohne Switches, die
standardmafig aktiviert sind.

Sie kénnen Uberprifen, ob die Erkennung von Clustern ohne Switch durch Ausfilhren des Befehls
»<Advanced Privilege" aktiviert ist:

network options detect-switchless-cluster show

Beispiel anzeigen

Die folgende Beispielausgabe zeigt, ob die Option aktiviert ist.

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

Wenn ,Switch less Cluster Detection aktivieren® lautet false, Wen Sie sich an den NetApp Support.

3. Wenn AutoSupport in diesem Cluster aktiviert ist, unterdriicken Sie die automatische Erstellung eines Falls
durch Aufrufen einer AutoSupport Meldung:

12



system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

Wo h Dies ist die Dauer des Wartungsfensters von Stunden. Die Meldung wird vom technischen Support
dieser Wartungsaufgabe benachrichtigt, damit die automatische Case-Erstellung wahrend des
Wartungsfensters unterdriickt werden kann.

Im folgenden Beispiel unterdriickt der Befehl die automatische Case-Erstellung flr zwei Stunden:

Beispiel anzeigen

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

Schritt: Ports und Verkabelung konfigurieren

1. Ordnen Sie die Cluster-Ports an jedem Switch in Gruppen, so dass die Cluster-Ports in grop1 zu Cluster-
Switch 1 wechseln und die Cluster-Ports in grop2 zu Cluster-Switch 2 wechseln. Diese Gruppen sind
spater im Verfahren erforderlich.

2. Ermitteln der Cluster-Ports und Uberpriifen von Verbindungsstatus und Systemzustand:
network port show -ipspace Cluster
Im folgenden Beispiel fur Knoten mit Cluster-Ports ,e0a“ und ,,e0b“ wird eine Gruppe als ,node1:e0a“ und

,node2:e0a“ und die andere Gruppe als ,node1:e0b*“ und ,node2:e0b*” identifiziert. lnre Nodes verwenden
moglicherweise unterschiedliche Cluster-Ports, da diese je nach System variieren.

Nodel ClustErSwilcm Node2

ClusterSwitch2 L’\AI

>

Uberpriifen Sie, ob die Ports einen Wert von haben up Fiir die Spalte ,Link“ und einen Wert von healthy
Fir die Spalte ,Integritatsstatus”.

13



Beispiel anzeigen

cluster::> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port
Status

IPspace

Node: node2

Ignore
Health

Port
Status

IPspace

Cluster

Broadcast Domain Link

MTU

Speed (Mbps)

Admin/Oper

Health

Status

Cluster up

Cluster up

Broadcast Domain Link

9000

9000

MTU

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

healthy

healthy

Health

Status

Cluster up

Cluster up

4 entries were displayed.

9000

9000

auto/10000

auto/10000

3. Vergewissern Sie sich, dass alle Cluster-LIFs auf ihren Home-Ports sind.

healthy

healthy

Vergewissern Sie sich, dass die Spalte ,ist-Home" angezeigt wird t rue FUr jedes der Cluster-LIFs:

network interface show -vserver Cluster -fields is-home

14



Beispiel anzeigen

cluster::*> net int show -vserver Cluster -fields is-home
(network interface show)

vserver 1if is-home

Cluster nodel clusl true
Cluster nodel clus2 true
Cluster node2 clusl true
Cluster node2 clus2 true
4 entries were displayed.

Wenn Cluster-LIFs sich nicht auf ihren Home-Ports befinden, setzen Sie die LIFs auf ihre Home-Ports
zuruck:

network interface revert -vserver Cluster -1if *
. Deaktivieren Sie die automatische Zurticksetzung fiir die Cluster-LIFs:
network interface modify -vserver Cluster -1if * -auto-revert false

. Vergewissern Sie sich, dass alle im vorherigen Schritt aufgefihrten Ports mit einem Netzwerk-Switch
verbunden sind:

network device-discovery show -port cluster port
Die Spalte ,ermittelte Gerate“ sollte der Name des Cluster-Switch sein, mit dem der Port verbunden ist.

Beispiel anzeigen

Das folgende Beispiel zeigt, dass Cluster-Ports ,e0a“ und ,e0b“ korrekt mit Cluster-Switches ,cs1”
und ,cs2“ verbunden sind.

cluster::> network device-discovery show -port ela|e0b
(network device-discovery show)

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/cdp
ela csl 0/11 BES-53248
eOb cs2 0/12 BES-53248
node?2/cdp
ela csl 0/9 BES-53248
e0b cs?2 0/9 BES-53248

4 entries were displayed.



6. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:

16



ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl ausfiihren show, um die Details
anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Sie kdnnen fiir alle ONTAP Versionen auch den verwenden cluster ping-cluster -node <name>
Befehl zum Uberpriifen der Konnektivitét:

cluster ping-cluster -node <name>



1.

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183
= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293
atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)
tus:

up, O paths down (tcp check)

up, 0 paths down (udp check)

Uberpriifen Sie, ob das Cluster ordnungsgema ist:

cluster ring show

Alle Einheiten missen entweder Master oder sekundar sein.

2. Richten Sie die Konfiguration ohne Switches fir die Ports in Gruppe 1 ein.
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®

a. Ziehen

Im folgenden Beispiel werden die Kabel von Port ,e0a“ auf jeden Node getrennt, und der Cluster-Traffic

Um mogliche Netzwerkprobleme zu vermeiden, mussen Sie die Ports von group1 trennen
und sie so schnell wie moglich wieder zurtickverbinden, z. B. in weniger als 20 Sekunden.

Sie alle Kabel gleichzeitig von den Anschlissen in Groupp1 ab.

wird auf jedem Node durch den Switch und Port ,e0b® fortgesetzt:



Nodel

ClusterSwitch1

Node2

ola

>

alb

ClusterSwitch2

eda

— -

aln

b. Schlieen Sie die Anschlisse in der Gruppe p1 zuriick an die Rickseite an.

Im folgenden Beispiel ist ,e0a“ auf node1 mit ,e0a“ auf node2 verbunden:

Nodel

alla

alb

ClusterSwitch2

Node2

>

3. Die Cluster-Netzwerkoption ohne Switches wechselt von false Bis true. Dies kann bis zu 45 Sekunden

dauern. Vergewissern Sie sich, dass die Option ,ohne Switch* auf eingestellt ist t rue:

network options switchless-cluster show

Das folgende Beispiel zeigt, dass das Cluster ohne Switches aktiviert ist:

cluster::*> network options switchless-cluster show
Enable Switchless Cluster:

4. Uberprifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:

true
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ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl ausfiihren show, um die Details
anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Sie kdnnen fiir alle ONTAP Versionen auch den verwenden cluster ping-cluster -node <name>
Befehl zum Uberpriifen der Konnektivitét:

cluster ping-cluster -node <name>



1.

cluster
Host is
Getting
Cluster

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a

Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293
Ping status:
Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:
2 paths up, 0 paths down (tcp check)
2 paths up, 0 paths down (udp check)
@ Bevor Sie mit dem nachsten Schritt fortfahren, missen Sie mindestens zwei Minuten warten,
um eine funktionierende Back-to-Back-Verbindung fiir Gruppe 1 zu bestatigen.

richten Sie die Konfiguration ohne Switches flir die Ports in Gruppe 2 ein.

®

a. Ziehen

Um mogliche Netzwerkprobleme zu vermeiden, missen Sie die Ports von groerp2 trennen
und sie so schnell wie méglich wieder zurtickverbinden, z. B. in weniger als 20 Sekunden.

Sie alle Kabel gleichzeitig von den Anschlissen in Groupp2 ab.

Im folgenden Beispiel werden die Kabel von Port ,,e0b“ auf jedem Node getrennt, und der Cluster-
Datenverkehr wird durch die direkte Verbindung zwischen den ,e0a“-Ports fortgesetzt:

21



Nodel MNode2

ela ala

o0b ClusterSwitch2 a0b

=

b. Verkabeln Sie die Anschlisse in der Rickfiihrung von Group2.

Im folgenden Beispiel wird ,e0a“ auf node1 mit ,e0a“ auf node2 verbunden und ,e0b* auf node1 ist mit
,e0b“ auf node2 verbunden:

MNodel Node2

ela ela

elb alb

Schritt 3: Uberpriifen Sie die Konfiguration

1. Vergewissern Sie sich, dass die Ports auf beiden Nodes ordnungsgemal verbunden sind:

network device-discovery show -port cluster port
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Beispiel anzeigen

Das folgende Beispiel zeigt, dass Cluster-Ports ,e0a“ und ,e0b“ korrekt mit dem entsprechenden Port
auf dem Cluster-Partner verbunden sind:

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 elb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

e0b node?2 (00:a0:98:da:16:44) e0b =
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) ela =
e0b nodel (00:a0:98:da:87:49) eOb —
8 entries were displayed.

2. Aktivieren Sie die automatische Zurlicksetzung fir die Cluster-LIFs erneut:
network interface modify -vserver Cluster -1if * -auto-revert true
3. Vergewissern Sie sich, dass alle LIFs Zuhause sind. Dies kann einige Sekunden dauern.

network interface show -vserver Cluster -1if 1if name
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Beispiel anzeigen

Die LIFs wurden zuriickgesetzt, wenn die Spalte ,ist Home" lautet t rue, Wie gezeigt fur
nodel clus2 Und node2 clus2 Im folgenden Beispiel:

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster nodeZ clusl ela true
Cluster node2Z clus2 eOb true

4 entries were displayed.

Wenn Cluster-LIFS nicht an die Home Ports zurlickgegeben haben, setzen Sie sie manuell vom lokalen
Node zurlick:

network interface revert -vserver Cluster -1if 1if name
4. Uberpriifen Sie den Cluster-Status der Nodes von der Systemkonsole eines der beiden Nodes:
cluster show

Beispiel anzeigen

Das folgende Beispiel zeigt das Epsilon auf beiden Knoten false:

Node Health Eligibility Epsilon

nodel true true false
node2 true true false
2 entries were displayed.

5. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl ausfiihren show, um die Details
anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Sie kdnnen fiir alle ONTAP Versionen auch den verwenden cluster ping-cluster -node <name>
Befehl zum Uberpriifen der Konnektivitét:

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. Wenn Sie die automatische Fallerstellung unterdriickt haben, aktivieren Sie sie erneut, indem Sie eine
AutoSupport-Meldung aufrufen:

system node autosupport invoke -node * -type all -message MAINT=END

Weitere Informationen finden Sie unter "NetApp KB Artikel 1010449: Wie kann die automatische Case-
Erstellung wahrend geplanter Wartungszeiten unterdriickt werden".

2. Andern Sie die Berechtigungsebene zuriick in den Administrator:

set -privilege admin
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