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Schalter austauschen

Ersetzen Sie einen Cisco Nexus 3232C Cluster-Switch

Befolgen Sie diese Schritte, um einen defekten Cisco Nexus 3232C Switch in einem
Cluster auszutauschen. Dies ist ein unterbrechungsfreies Verfahren.

Uberpriifungsanforderungen

Was du brauchst

Stellen Sie sicher, dass die bestehende Cluster- und Netzwerkkonfiguration die folgenden Eigenschaften
aufweist:

* Die Nexus 3232C Cluster-Infrastruktur ist redundant und auf beiden Switches voll funktionsfahig.

Auf der Cisco Ethernet Switches-Seite finden Sie die neuesten RCF- und NX-OS-Versionen fir Ihre
Switches.

* Alle Cluster-Ports missen sich im Status up befinden.

» Die Management-Konnektivitdt muss auf beiden Switches vorhanden sein.

« Alle logischen Schnittstellen (LIFs) des Clusters befinden sich im Status up und wurden nicht migriert.
Der Ersatz-Switch Cisco Nexus 3232C weist folgende Merkmale auf:

* Die Managementnetzwerkanbindung ist funktionsfahig.
* Der Konsolenzugriff auf den Ersatzschalter ist eingerichtet.
» Das entsprechende RCF- und NX-OS-Betriebssystemabbild wird auf den Switch geladen.

* Die erste Konfiguration des Schalters ist abgeschlossen.

Weitere Informationen

Siehe Folgendes:

» "Cisco Ethernet-Switches"
» "Hardware Universe"

* "Welche zusatzlichen Informationen bendtige ich fur die Installation meiner Gerate, die nicht in HWU
enthalten sind?"

Konsolenprotokollierung aktivieren

NetApp empfiehlt dringend, die Konsolenprotokollierung auf den verwendeten Geraten zu aktivieren und beim
Austausch Ihres Switches die folgenden MalRnahmen zu ergreifen:

» Lassen Sie AutoSupport wahrend der Wartungsarbeiten aktiviert.

» Loésen Sie vor und nach der Wartung einen Wartungs AutoSupport aus, um die Fallerstellung fir die Dauer
der Wartung zu deaktivieren. Siehe diesen Wissensdatenbankartikel"SU92: Wie man die automatische
Fallerstellung wahrend geplanter Wartungsfenster unterdriickt” fir weitere Einzelheiten.

« Aktivieren Sie die Sitzungsprotokollierung fiir alle CLI-Sitzungen. Anweisungen zum Aktivieren der
Sitzungsprotokollierung finden Sie im Abschnitt ,Protokollierung der Sitzungsausgabe“ in diesem


https://mysupport.netapp.com/site/info/cisco-ethernet-switch
http://hwu.netapp.com
https://kb.netapp.com/Support/General_Support/What_additional_information_do_I_need_to_install_my_equipment_that_is_not_in_HWU
https://kb.netapp.com/Support/General_Support/What_additional_information_do_I_need_to_install_my_equipment_that_is_not_in_HWU
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92

Wissensdatenbankartikel."\Wie konfiguriert man PuTTY flr eine optimale Verbindung zu ONTAP
-Systemen?" Die

Tauschen Sie den Schalter aus.

Informationen zu diesem Vorgang
Dieses Austauschverfahren beschreibt folgendes Szenario:

* Der Cluster besteht anfanglich aus vier Knoten, die mit zwei Nexus 3232C Cluster-Switches, CL1 und CL2,
verbunden sind.
 Sie planen, den Cluster-Schalter CL2 durch C2 zu ersetzen (Schritte 1 bis 21):

o Auf jedem Knoten migrieren Sie die mit dem Cluster-Switch CL2 verbundenen Cluster-LIFs zu den mit
dem Cluster-Switch CL1 verbundenen Cluster-Ports.

o Sie trennen die Verkabelung von allen Ports des Cluster-Switches CL2 und schlieRen die Verkabelung
an die gleichen Ports des Ersatz-Cluster-Switches C2 an.

o Sie stellen die migrierten Cluster-LIFs auf jedem Knoten wieder her.

Zu den Beispielen

Bei diesem Austauschverfahren wird der zweite Nexus 3232C Cluster-Switch CL2 durch den neuen 3232C
Switch C2 ersetzt.

Die Beispiele in diesem Verfahren verwenden die folgende Schalter- und Knotennomenklatur:

 Die vier Knoten sind n1, n2, n3 und n4.

* n1_clus1 ist die erste logische Clusterschnittstelle (LIF), die mit dem Cluster-Switch C1 fir Knoten n1
verbunden ist.

* n1_clus2 ist der erste Cluster-LIF, der mit dem Cluster-Switch CL2 oder C2 fur Knoten n1 verbunden ist.
* n1_clus3 ist die zweite LIF, die mit dem Cluster-Switch C2 fir Knoten n1 verbunden ist.
* n1_clus4 ist die zweite LIF, die mit dem Cluster-Switch CL1 fir Knoten n1 verbunden ist.

Die Anzahl der 10-GbE- und 40/100-GbE-Ports ist in den Referenzkonfigurationsdateien (RCFs) definiert, die
unter [URL] verfugbar sind."Cisco Cluster-Netzwerk-Switch-Referenzkonfigurationsdatei herunterladen” Die

Die Beispiele in diesem Ersetzungsverfahren verwenden vier Knoten. Zwei der Knoten nutzen vier 10-GB-
Cluster-Interconnect-Ports: e0a, e0b, eOc und e0d. Die anderen beiden Knoten verwenden zwei 40-GB-
Cluster-Interconnect-Ports: e4a und e4e. Siehe die"Hardware Universe" um die korrekten Cluster-Ports fir Ihre
Plattform zu Uberprifen.

Schritt 1: Cluster-Ports anzeigen und auf den Switch migrieren

1. Wenn AutoSupport auf diesem Cluster aktiviert ist, unterdriicken Sie die automatische Fallerstellung durch
Aufruf einer AutoSupport -Nachricht:

system node autosupport invoke -node * -type all - message MAINT=xh

x ist die Dauer des Wartungsfensters in Stunden.

Die AutoSupport Meldung benachrichtigt den technischen Support (iber diese
Wartungsaufgabe, sodass die automatische Fallerstellung wahrend des Wartungsfensters
unterdrickt wird.


https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/How_to_configure_PuTTY_for_optimal_connectivity_to_ONTAP_systems
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/How_to_configure_PuTTY_for_optimal_connectivity_to_ONTAP_systems
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://hwu.netapp.com

2. Informationen zu den Geréten in Ihrer Konfiguration anzeigen:

network device-discovery show

Beispiel anzeigen

cluster::> network device-discovery show

Local
Node Port

n2 /cdp
ela
elb
elc
e0d

n3 /cdp
eda
ede

n4 /cdp
eda
ede

3. Ermitteln Sie den administrativen oder operativen Status jeder Clusterschnittstelle.

Discovered

Device

CL1
CL2
CL2
CL1

CL1
CL2
CL2
CL1

CL1
CL2

CL1
CL2

a. Netzwerkportattribute anzeigen:

network port show -role cluster

Interface

Ethernetl/1/1
Ethernetl/1/1
Ethernetl/1/2
Ethernetl/1/2

Ethernetl/1/3
Ethernetl/1/3
Ethernetl/1/4
Ethernetl/1/4

Ethernetl/7
Ethernetl/7

Ethernetl/8
Ethernetl/8

Platform

N3K-C3232C
N3K-C3232C
N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C
N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C



Beispiel anzeigen

cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore
Health

Port
Status

Node: n2
Ignore
Health

Port
Status

Health
IPspace
Status

Cluster
Cluster
Cluster
Cluster

Health
IPspace
Status

Broadcast Domain Link MTU

Cluster
Cluster
Cluster
Cluster

up
up
up
up

9000
9000
9000
9000

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

Node: n3

Ignore

Health

Cluster
Cluster
Cluster
Cluster

Health

Cluster
Cluster
Cluster
Cluster

up
up
up
up

9000
9000
9000
9000

Broadcast Domain Link MTU

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster

Cluster

up

up

9000

9000

auto/40000

auto/40000



Node: n4

Ignore

Health

Port
Status

Health
IPspace Broadcast Domain Link MTU
Status
Cluster Cluster up 9000
Cluster Cluster up 9000

b. Informationen zu den logischen Schnittstellen (LIFs) anzeigen:

network interface show -role cluster

Speed (Mbps)

Admin/Oper

auto/40000
auto/40000



Beispiel anzeigen

cluster::*> network interface show -role cluster

Logical Status Network Current

Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
ela true

n3 clus2 up/up 10.10.0.10/24 n3
ele true

n4 clusl up/up 10.10.0.11/24 n4
ela true

n4 clus2 up/up 10.10.0.12/24 n4
ele true

c. Die gefundenen Cluster-Switches anzeigen:

system cluster-switch show



Beispiel anzeigen

Das folgende Ausgabebeispiel zeigt die Cluster-Switches an:

cluster::> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX3232C

Serial Number: FOX000001
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0(3)I6 (1)
Version Source: CDP

CL2 cluster-network 10.10.1.102
NX3232C
Serial Number: FOX000002
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0(3)I6 (1)
Version Source: CDP

4. Uberpriifen Sie, ob die entsprechende RCF-Datei und das Image auf dem neuen Nexus 3232C-Switch
installiert sind und nehmen Sie alle erforderlichen Standortanpassungen vor.

a. Besuchen Sie die NetApp Supportseite.
"mysupport.netapp.com”

b. Rufen Sie die Seite * Cisco Ethernet Switches * auf und notieren Sie sich die erforderlichen
Softwareversionen in der Tabelle.

"Cisco Ethernet-Switches"

c. Laden Sie die passende Version der RCF herunter.

d. Klicken Sie auf der Seite Beschreibung auf WEITER, akzeptieren Sie die Lizenzvereinbarung und
navigieren Sie dann zur Seite Download.

e. Laden Sie die richtige Version der Image-Software von der Seite * Cisco® Cluster and Management
Network Switch Reference Configuration File Download* herunter.

"Cisco Cluster- und Management-Netzwerk-Switch-Referenzkonfigurationsdatei herunterladen"

5. Migrieren Sie die Cluster-LIFs auf die physischen Knotenports, die mit dem Ersatzswitch C2 verbunden


http://mysupport.netapp.com/
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab

sind:

network interface migrate -vserver vserver-name -1if 1lif-name -source-node

node-name -destination-node node-name -destination-port port-name

Beispiel anzeigen

Sie mussen alle Cluster-LIFs einzeln migrieren, wie im folgenden Beispiel gezeigt:

cluster::*> network interface
-source-node nl -destination-
node nl -destination-port e0a
cluster::*> network interface
-source-node nl -destination-
node nl -destination-port e0Od
cluster::*> network interface
-source-node n2 -destination-
node n2 -destination-port e0a
cluster::*> network interface
-source-node n2 -destination-
node n2 -destination-port eOd
cluster::*> network interface
-source-node n3 -destination-
node n3 -destination-port eda
cluster::*> network interface
-source-node n4 -destination-
node n4 -destination-port eda

migrate

migrate

migrate

migrate

migrate

migrate

network interface show -role cluster

—vserver

—vserver

—vserver

—vserver

-vserver

-vserver

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

6. Uberpriifen Sie den Status der Cluster-Ports und deren Home-Zuordnungen:

-1lif

-1lif

-1lif

-1if

-1if

-1if

nl clus2

nl clus3

n2 clus2

n2 clus3

n3 clus2

n4 clus2



Beispiel anzeigen

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
ela false

nl clus3 up/up 10.10.0.3/24 nl
e0d false

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
ela false

n2 clus3 up/up 10.10.0.7/24 n2
e0d false

n2 clus4 up/up 10.10.0.8/24 n2
eld true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
eda false

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus2 up/up 10.10.0.12/24 n4
eda false

7. Schalten Sie die Cluster-Verbindungsports ab, die physisch mit dem urspringlichen Switch CL2 verbunden
sind:

network port modify -node node-name -port port-name -up-admin false



Beispiel anzeigen

Das folgende Beispiel zeigt, dass die Cluster-Verbindungsports auf allen Knoten deaktiviert sind:

cluster:
cluster::
cluster:
cluster::
cluster:
cluster:

QWD

WS

WD

x>

x>
S

network
network
network
network
network
network

port
port
port
port
port
port

modify
modify
modify
modify
modify
modify

-node
-node
-node
-node
-node
-node

nl
nl
n2
n2
n3
n4

-port
-port
-port
-port
-port
-port

8. Uberprifen Sie die Konnektivitadt der Remote-Cluster-Schnittstellen:

10

eOb
elc
e0b
elc
ede
ede

-up-admin
-up-admin
-up-admin
-up-admin
-up-admin
-up-admin

false
false
false
false
false
false



ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2-clusl
none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2
none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl
none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2
none
n3
.n4

Alle ONTAP Versionen

Fir alle ONTAP Versionen konnen Sie auch die cluster ping-cluster -node <name> Befehl zum
Uberpriifen der Verbindung:

11



cluster ping-cluster -node <name>

clusterl::*> cluster ping-cluster -node local
Host is nl
Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl eOb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2 clusl n2 ela 10.10.0.5
Cluster n2Z2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8
Cluster n3 clusl n4 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 ela 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11

10.10.0.12 Cluster Vserver Id = 4294967293 Ping status:

Basic connectivity succeeds on 32 path(s)

Basic connectivity fails on 0 path(s) ................

Detected 9000 byte MTU on 32 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

.10
11
.12
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Local 10.10.0.3 to Remote 10.10.0.10
Local 10.10.0.3 to Remote 10.10.0.11
Local 10.10.0.3 to Remote 10.10.0.12
Local 10.10.0.4 to Remote 10.10.0.5
Local 10.10.0.4 to Remote 10.10.0.6
Local 10.10.0.4 to Remote 10.10.0.7
Local 10.10.0.4 to Remote 10.10.0.8
Local 10.10.0.4 to Remote 10.10.0.9
Local 10.10.0.4 to Remote 10.10.0.10
Local 10.10.0.4 to Remote 10.10.0.11
Local 10.10.0.4 to Remote 10.10.0.12

Larger than PMTU communication succeeds on 32 path(s) RPC status:
8 paths up, 0 paths down (tcp check)
8 paths up, 0 paths down (udp check)

Schritt 2: ISLs migrieren, um CL1 und C2 zu verschalten

1. Schalten Sie die Ports 1/31 und 1/32 am Cluster-Switch CL1 ab.

Weitere Informationen zu Cisco -Befehlen finden Sie in den in der folgenden Liste aufgefihrten
Anleitungen: "Cisco Nexus 3000 Serie NX-OS Befehlsreferenzen" Die

Beispiel anzeigen

(CL1) # configure

(CL1) (Config)# interface el/31-32
(CL1) (config-if-range) # shutdown
(CL1) (config-if-range) # exit
(CL1) (Config) # exit

(CL1) #

2. Entfernen Sie alle Kabel, die am Cluster-Switch CL2 angeschlossen sind, und verbinden Sie sie flur alle
Knoten mit dem Ersatz-Switch C2.

3. Entfernen Sie die Inter-Switch-Link-Kabel (ISL) von den Ports e1/31 und e1/32 des Cluster-Switches CL2
und schlieflen Sie sie an die gleichen Ports des Ersatz-Switches C2 an.

4. Aktivieren Sie die ISL-Ports 1/31 und 1/32 am Cluster-Switch CL1.

Weitere Informationen zu Cisco -Befehlen finden Sie in den in der folgenden Liste aufgeflhrten
Anleitungen: "Cisco Nexus 3000 Serie NX-OS Befehlsreferenzen" Die

13
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5.

6.

14

Beispiel anzeigen

(CL1) # configure

(CL1) (Config)# interface el/31-32
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

Uberpriifen Sie, ob die ISLs auf CL1 aktiv sind.

Weitere Informationen zu Cisco -Befehlen finden Sie in den in der folgenden Liste aufgefihrten
Anleitungen: "Cisco Nexus 3000 Serie NX-OS Befehlsreferenzen" Die

Die Ports Eth1/31 und Eth1/32 sollten anzeigen (P) Das bedeutet, dass die ISL-Ports im Portkanal aktiv
sind:

Beispiel anzeigen

CL1# show port-channel summary
Flags: D - Down - Up in port-channel (members)

P
- Individual H - Hot-standby (LACP only)
r

I

s — Suspended - Module-removed
S - Switched R - Routed

U - Up (port-channel)

M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl1/32 (P)

Uberpriifen Sie, ob die ISLs auf dem Cluster-Switch C2 aktiv sind.

Weitere Informationen zu Cisco -Befehlen finden Sie in den in der folgenden Liste aufgefihrten
Anleitungen: "Cisco Nexus 3000 Serie NX-OS Befehlsreferenzen" Die


https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html

Beispiel anzeigen

Die Ports Eth1/31 und Eth1/32 sollten (P) anzeigen, was bedeutet, dass beide ISL-Ports im Port-
Channel aktiv sind.

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only) s -
Suspended r - Module-removed

S - Switched R - Routed

U - Up (port-channel)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

7. Aktivieren Sie auf allen Knoten alle Cluster-Verbindungsports, die mit dem Ersatz-Switch C2 verbunden
sind:

network port modify -node node-name -port port-name -up-admin true

Beispiel anzeigen

cluster::*> network port modify -node nl -port eOb -up-admin true
cluster::*> network port modify -node nl -port eOc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true
cluster::*> network port modify -node n2 -port eOc -up-admin true
cluster::*> network port modify -node n3 -port ede -up-admin true
cluster::*> network port modify -node n4 -port ede -up-admin true

Schritt 3: Alle LIFs auf die urspriinglich zugewiesenen Ports zuriicksetzen

1. Alle migrierten Cluster-Interconnect-LIFs auf allen Knoten zurlicksetzen:

network interface revert -vserver cluster -1if 1lif-name



2. Uberpriifen Sie, ob die Cluster-Verbindungsports nun wieder auf ihre Ausgangsposition zuriickgesetzt sind:

16

Beispiel anzeigen

cluster:
cluster:
cluster::
cluster::
Cluster::

Cluster::*>

x>
F>

*>
x>
WD

network
network
network
network
network
network

network interface show

interface
interface
interface
interface
interface
interface

revert
revert
revert
revert
revert
revert

—vserver
—-vserver
-vserver
—vserver
—-vserver
-vserver

cluster
cluster
cluster
cluster
cluster
cluster

-1if
-1if
-1if
-1if
-1if
-1if

Sie mussen alle Cluster-Interconnect-LIFs einzeln zurlicksetzen, wie im folgenden Beispiel gezeigt:

nl clus2
nl clus3
n2_ clus2
n2 clus3
n3_clus2
n4 clus2



Beispiel anzeigen

Das folgende Beispiel zeigt, dass alle LIFs erfolgreich zurtickgesetzt wurden, da die unter dem
Eintrag aufgeflihrten Ports Current Port Spalte haben den Status true im Is Home Spalte.
Wenn ein Port den Wert hat false Der LIF wurde nicht riickgangig gemacht.

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus?2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus?2 up/up 10.10.0.10/24 n3
ede true

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus2 up/up 10.10.0.12/24 n4
ede true

3. Uberpriifen Sie, ob die Cluster-Ports verbunden sind:

network port show -role cluster
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Beispiel anzeigen

cluster::*> network port show -role cluster

(network port show)

Node: nl

Ignore

Health

Port
Status

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

Node: n2

Ignore

Health

Port
Status

Node: n3

Ignore

Health

Port
Status

Cluster
Cluster
Cluster
Cluster

Cluster
Cluster
Cluster
Cluster

Cluster
Cluster
Cluster
Cluster

Broadcast Domain

Cluster
Cluster
Cluster
Cluster

Broadcast Domain

up
up
up
up

Link

up
up
up
up

9000
9000
9000
9000

MTU

9000
9000
9000
9000

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

Cluster
Cluster

Cluster
Cluster

up
up

9000
9000

auto/40000
auto/40000

Health

Status

Health

Status

Health

Status



Ignore
Speed (Mbps) Health

Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 -

4. Uberprifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2-clusl
none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2
none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl
none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2
none
n3
.n4

Alle ONTAP Versionen

Fir alle ONTAP Versionen konnen Sie auch die cluster ping-cluster -node <name> Befehl zum
Uberpriifen der Verbindung:
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cluster ping-cluster -node <name>

clusterl::*> cluster ping-cluster -node local
Host is nl
Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl eOb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2 clusl n2 ela 10.10.0.5
Cluster n2Z2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8
Cluster n3 clusl n4 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 ela 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11

10.10.0.12 Cluster Vserver Id = 4294967293 Ping status:

Basic connectivity succeeds on 32 path(s)

Basic connectivity fails on 0 path(s) ................

Detected 9000 byte MTU on 32 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

.10
11
.12

O O O O O O O O O O O O o o o o o o o o

W W W w w NN DD NN~ PR

O O O O O O O O O O O O O o o o o o o o o
~J

O O J o



Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.

to Remote 10.10.
to Remote 10.10.
to Remote 10.10.
to Remote 10.10.
to Remote 10.10.
to Remote 10.10.
to Remote 10.10.
to Remote 10.10.
to Remote 10.10.0.10

Local 10.10. to Remote 10.10.0.11

Local 10.10.0.4 to Remote 10.10.0.12
Larger than PMTU communication succeeds on 32 path(s) RPC status:

.10
.11
.12

.8
.9

O O O O O O o o o o o
S T N Y N O N S I U I OV
O O 0O 0O O O o0 O o O

=J

8 paths up, 0 paths down (tcp check)
8 paths up, 0 paths down (udp check)

Schritt 4: Uberpriifen Sie, ob alle Ports und LIF korrekt migriert wurden.

1. Die Informationen zu den Geraten in lhrer Konfiguration kénnen Sie mit den folgenden Befehlen anzeigen:
Sie kénnen die folgenden Befehle in beliebiger Reihenfolge ausflihren:

° network device-discovery show
° network port show -role cluster
° network interface show -role cluster

° system cluster-switch show
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Beispiel anzeigen

cluster::> network device-discovery show

Local
Node Port

eld
n2 /cdp
ela
eOb
elc
e0d
n3 /cdp
eda
ede

n4 /cdp
eda

ede

Discovered

Device

Cl
C2
C2
Cl

Cl
C2
C2
Cl

Cl

C2

Cl
C2

cluster::*> network port show -role cluster

(network port show)

Broadcast Domain Link MTU

Node: nl

Ignore

Health

Port IPspace
Status

ela Cluster
e0b Cluster
elc Cluster
e0d Cluster
Node: n2

Ignore

Health

Cluster
Cluster
Cluster
Cluster

Interface Platform
Ethernetl/1/1 N3K-C3232C
Ethernetl/1/1 N3K-C3232C
Ethernetl/1/2 N3K-C3232C
Ethernetl/1/2 N3K-C3232C
Ethernetl/1/3 N3K-C3232C
Ethernetl/1/3 N3K-C3232C
Ethernetl/1/4 N3K-C3232C
Ethernetl/1/4 N3K-C3232C
Ethernetl/7 N3K-C3232C
Ethernetl/7 N3K-C3232C
Ethernetl/8 N3K-C3232C
Ethernetl/8 N3K-C3232C

Speed (Mbps) Health
Admin/Oper Status

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -
Speed (Mbps) Health
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Broadcast Domain Link MTU Admin/Oper

Status

Cluster
Cluster
Cluster
Cluster

up 9000
up 9000
up 9000
up 9000

Broadcast Domain Link MTU

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps) Health

Admin/Oper Status

Cluster
Cluster

up 9000
up 9000

Broadcast Domain Link MTU

auto/40000
auto/40000

Speed (Mbps) Health

Admin/Oper Status

Port IPspace
Status

ela Cluster
e0b Cluster
elc Cluster
e0d Cluster
Node: n3

Ignore

Health

Port IPspace
Status

eda Cluster
elde Cluster
Node: ni4

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster

cluster::*> network interface show

Logical
Current Is
Vserver Interface

Port

Cluster
Cluster

Status

up 9000
up 9000

-role cluster

Network

Admin/Oper Address/Mask

auto/40000 -
auto/40000 -

Current

Node

nml clusl
ela true

nl clus2
e0b true

up/up

up/up

10.10.0.1/24

10.10.0.2/24

nl

nl



elc

e0d

ela

eOb

elc

el0d

eda

ede

eda

ede

nl clus3
true

nl clus4
true

n2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clusé4
true

n3 clusl
true

n3 clus2
true

n4 clusl
true

n4 clus2

true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

cluster::*> system cluster-switch show

Type

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

nl

nl

n2

n2

n2

n2

n3

n3

n4

cluster—-network

FOX000001
true

None

Cisco Nexus Operating

CDP

cluster-network

Switch
Model
CL1
NX3232C
Serial Number:
Is Monitored:
Reason:
Software Version:
Software, Version 7.0 (3)I6 (1)
Version Source:
CL2
NX3232C

Software,

C2
NX3232C

Serial Number:

Is Monitored:

Reason:

Software Version:

Version Source:

Serial Number:

FOX000002
true
None

Cisco Nexus Operating
Version 7.0(3)I6 (1)

CDP

cluster—-network

FOX000003

10.

10.

10.

10.1.101

System

(NX-08)

10.1.102

System

(NX-08S)

10.1.103
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Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0(3)I6 (1)
Version Source: CDP 3 entries were displayed.

2. Loéschen Sie den ausgetauschten Cluster-Schalter CL2, falls er nicht automatisch entfernt wurde:
system cluster-switch delete -device cluster-switch-name

3. Stellen Sie sicher, dass die richtigen Cluster-Switches Uberwacht werden:
system cluster-switch show

Beispiel anzeigen

Das folgende Beispiel zeigt, dass die Cluster-Switches Gberwacht werden, weil die Ts Monitored
Der Zustand ist true Die

cluster::> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX3232C

Serial Number: FOX000001
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S3)
Software, Version 7.0 (3)I6 (1)
Version Source: CDP

C2 cluster-network 10.10.1.103
NX3232C
Serial Number: FOX000002
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0 (3)I6 (1)
Version Source: CDP

4. Wenn Sie die automatische Fallerstellung unterdriickt haben, kdnnen Sie sie durch Aufruf einer
AutoSupport Nachricht wieder aktivieren:
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system node autosupport invoke -node * -type all -message MAINT=END

Wie geht es weiter?

Nachdem Sie Ihren Schalter ausgetauscht haben, kdénnen Sie"Konfigurieren der Switch-
Integritatstiberwachung" Die

Ersetzen Sie Cisco Nexus 3232C Cluster-Switches durch
switchlose Verbindungen.

Fur ONTAP 9.3 und hoher kdnnen Sie von einem Cluster mit einem Switched-Cluster-
Netzwerk zu einem Cluster migrieren, in dem zwei Knoten direkt miteinander verbunden
sind.

Uberpriifungsanforderungen

Richtlinien
Bitte beachten Sie die folgenden Richtlinien:

 Die Migration zu einer Zwei-Knoten-Clusterkonfiguration ohne Switches ist ein unterbrechungsfreier
Vorgang. Die meisten Systeme verfligen Uber zwei dedizierte Cluster-Interconnect-Ports pro Knoten.
Dieses Verfahren kann aber auch fir Systeme mit einer gréReren Anzahl dedizierter Cluster-Interconnect-
Ports pro Knoten angewendet werden, beispielsweise vier, sechs oder acht.

» Die Funktion ,Switchless Cluster Interconnect kann nicht mit mehr als zwei Knoten verwendet werden.

* Wenn Sie Uber einen bestehenden Zwei-Knoten-Cluster verfiigen, der Cluster-Interconnect-Switches
verwendet und auf dem ONTAP 9.3 oder hoher lauft, konnen Sie die Switches durch direkte Back-to-Back-
Verbindungen zwischen den Knoten ersetzen.

Bevor Sie beginnen
Bitte stellen Sie sicher, dass Sie Folgendes haben:

 Ein gesunder Cluster, der aus zwei Knoten besteht, die tUber Cluster-Switches verbunden sind. Auf den
Knoten muss die gleiche ONTAP Version laufen.

« Jeder Knoten verflgt Uber die erforderliche Anzahl dedizierter Cluster-Ports, die redundante Cluster-
Verbindungen bereitstellen, um lhre Systemkonfiguration zu unterstiitzen. Beispielsweise gibt es zwei
redundante Ports fir ein System mit zwei dedizierten Cluster-Verbindungsports auf jedem Knoten.

Migrieren Sie die Schalter

Informationen zu diesem Vorgang

Das folgende Verfahren entfernt die Cluster-Switches in einem Zwei-Knoten-Cluster und ersetzt jede
Verbindung zum Switch durch eine direkte Verbindung zum Partnerknoten.
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../switch-cshm/config-overview.html
../switch-cshm/config-overview.html

Nodel ClusterSwitch1 Node?

{________________‘___J ClusterSwitch2 [::__————-———-—-—-—-—J

Zu den Beispielen

Die Beispiele im folgenden Verfahren zeigen Knoten, die "e0a" und "e0Ob" als Cluster-Ports verwenden. lhre
Knoten verwenden maglicherweise unterschiedliche Cluster-Ports, da diese je nach System variieren.

Schritt 1: Vorbereitung auf die Migration

1. Andern Sie die Berechtigungsstufe auf ,Erweitert, indem Sie Folgendes eingeben y wenn Sie aufgefordert
werden, fortzufahren:

set -privilege advanced
Die erweiterte Aufforderung *> erscheint.

2. ONTAP 9.3 und hdéher unterstitzt die automatische Erkennung von switchlosen Clustern, die
standardmalig aktiviert ist.

Sie kdénnen Uberpriifen, ob die Erkennung von Clustern ohne Switch aktiviert ist, indem Sie den Befehl mit
erweiterten Berechtigungen ausfihren:

network options detect-switchless-cluster show

Beispiel anzeigen

Die folgende Beispielausgabe zeigt, ob die Option aktiviert ist.

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

Wenn "Schalterlose Clustererkennung aktivieren" false Wenden Sie sich an den NetApp Support.

3. Wenn AutoSupport auf diesem Cluster aktiviert ist, unterdriicken Sie die automatische Fallerstellung durch
Aufruf einer AutoSupport -Nachricht:
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system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

Wo h ist die Dauer des Wartungsfensters in Stunden. Die Meldung informiert den technischen Support
Uber diese Wartungsaufgabe, damit dieser die automatische Fallerstellung wahrend des Wartungsfensters
unterdriicken kann.

Im folgenden Beispiel unterdriickt der Befehl die automatische Fallerstellung fiur zwei Stunden:

Beispiel anzeigen

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

Schritt 2: Anschliisse und Verkabelung konfigurieren

1. Ordnen Sie die Cluster-Ports an jedem Switch in Gruppen ein, sodass die Cluster-Ports in Gruppe 1 an
Cluster-Switch 1 und die Cluster-Ports in Gruppe 2 an Cluster-Switch 2 angeschlossen werden. Diese
Gruppen werden im weiteren Verlauf des Verfahrens benétigt.

2. Identifizieren Sie die Cluster-Ports und Uberprifen Sie den Verbindungsstatus und die Integritat:
network port show -ipspace Cluster
Im folgenden Beispiel fur Knoten mit Cluster-Ports ,e0a“ und ,,e0b“ wird eine Gruppe als ,node1:e0a“ und

,node2:e0a“ und die andere Gruppe als ,node1:e0b*“ und ,node2:e0b” identifiziert. Inre Knoten verwenden
moglicherweise unterschiedliche Cluster-Ports, da diese je nach System variieren.

Nodel ClustErSwilcm Node2

ClusterSwitch2 L’\AI

>

Uberpriifen Sie, ob die Ports den Wert haben. up fiir die Spalte ,Link“ und einen Wert von healthy fir die
Spalte ,Gesundheitszustand®.
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Beispiel anzeigen

cluster::> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port
Status

IPspace

Node: node2

Ignore
Health

Port
Status

IPspace

Cluster

Broadcast Domain Link

MTU

Speed (Mbps)

Admin/Oper

Health

Status

Cluster up

Cluster up

Broadcast Domain Link

9000

9000

MTU

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

healthy

healthy

Health

Status

Cluster up

Cluster up

4 entries were displayed.

9000

9000

auto/10000

auto/10000

healthy

healthy

3. Vergewissern Sie sich, dass alle Cluster-LIFs an ihren jeweiligen Heimatports angeschlossen sind.

30

Uberpriifen Sie, ob die Spalte ,is-home* t rue fiir jeden der Cluster-LIFs:

network interface show -vserver Cluster -fields is-home



Beispiel anzeigen

cluster::
(network
vserver
Cluster
Cluster
Cluster
Cluster

*> net int show -vserver Cluster

interface show)

1if

nodel clusl
nodel clus2
node2 clusl
node2 clus2

is-home

true

4 entries were displayed.

—-fields is-home

Falls Cluster-LIFs vorhanden sind, die sich nicht auf ihren Heimatports befinden, werden diese LIFs wieder

auf ihre Heimatports zurlickgesetzt:

network interface revert
4. Automatische Wiederherstellung der Cluster-LIFs deaktivieren:

network interface modify -vserver Cluster -1if * -auto-revert false

5. Uberpriifen Sie, ob alle im vorherigen Schritt aufgefiihrten Ports mit einem Netzwerk-Switch verbunden

sind:

network device-discovery show -port cluster port

-vserver Cluster -1if *

In der Spalte ,Erkanntes Gerat* sollte der Name des Cluster-Switches stehen, mit dem der Port verbunden

ist.
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Beispiel anzeigen

Das folgende Beispiel zeigt, dass die Cluster-Ports "e0a" und "e0b" korrekt mit den Cluster-Switches
"cs1" und "cs2" verbunden sind.

cluster::> network device-discovery show -port ela|eOb
(network device-discovery show)

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/cdp
ela csl 0/11 BES-53248
elb cs?2 0/12 BES-53248
node2/cdp
ela csl 0/9 BES-53248
e0b cs2 0/9 BES-53248

4 entries were displayed.

6. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>
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cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183

= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293

atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)
tus:

up, O paths down (tcp check)

up, 0 paths down (udp check)

1. [[Schritt 7]] Uberpriifen Sie, ob der Cluster fehlerfrei funktioniert:

cluster ring show

Alle Einheiten missen entweder Master- oder Sekundareinheiten sein.

2. Richten Sie die switchlose Konfiguration fir die Ports in Gruppe 1 ein.

34

Um mogliche Netzwerkprobleme zu vermeiden, missen Sie die Ports von Gruppe trennen
und sie so schnell wie moglich wieder direkt miteinander verbinden, zum Beispiel in
weniger als 20 Sekunden.

a. Trennen Sie gleichzeitig alle Kabel von den Anschlissen in Gruppe 1.

Im folgenden Beispiel werden die Kabel an Port ,,e0a“ auf jedem Knoten getrennt, und der Cluster-
Datenverkehr wird weiterhin tber den Switch und Port ,,e0b* auf jedem Knoten abgewickelt:



Nodel

ClusterSwitch1

Node2

ola

>

alb

ClusterSwitch2

eda

— -

aln

b. Verbinden Sie die Ports in Gruppe 1 Riicken an Ricken.

Im folgenden Beispiel ist "e0a" auf Knoten 1 mit "e0a" auf Knoten 2 verbunden:

Nodel

alla

alb

ClusterSwitch2

Node2

>

3. Die Option fir ein schalterloses Clusternetzwerk wechselt von false Zu true Die Dies kann bis zu 45
Sekunden dauern. Vergewissern Sie sich, dass die Option ,Schalterlos” aktiviert ist. true :

network options switchless-cluster show

Das folgende Beispiel zeigt, dass der switchlose Cluster aktiviert ist:

cluster::*> network options switchless-cluster show
Enable Switchless Cluster:

4. Uberprifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:

true
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>



1.

cluster
Host is
Getting
Cluster

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a

Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293
Ping status:
Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:
2 paths up, 0 paths down (tcp check)
2 paths up, 0 paths down (udp check)
@ Bevor Sie mit dem nachsten Schritt fortfahren, missen Sie mindestens zwei Minuten warten,
um eine funktionierende Back-to-Back-Verbindung in Gruppe 1 zu bestatigen.

Richten Sie die switchlose Konfiguration fur die Ports in Gruppe 2 ein.

Um mogliche Netzwerkprobleme zu vermeiden, mussen Sie die Ports von Gruppe 2 trennen
und sie so schnell wie moglich wieder direkt miteinander verbinden, zum Beispiel in
weniger als 20 Sekunden.

a. Trennen Sie gleichzeitig alle Kabel von den Anschlissen in Gruppe 2.

Im folgenden Beispiel werden die Kabel von Port "eOb" an jedem Knoten getrennt, und der Cluster-
Datenverkehr wird tber die direkte Verbindung zwischen den Ports "e0a" fortgesetzt:
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Nodel MNode2

ela ala

o0b ClusterSwitch2 a0b

=

b. Verbinden Sie die Ports in Gruppe 2 Riicken an Ricken.

Im folgenden Beispiel ist "e0a" auf Knoten 1 mit "e0a" auf Knoten 2 verbunden und "e0b" auf Knoten 1
ist mit "eOb" auf Knoten 2 verbunden:

MNodel Node2

ela ela

elb alb

Schritt 3: Konfiguration tberprifen

1. Uberpriifen Sie, ob die Ports an beiden Knoten korrekt verbunden sind:

network device-discovery show -port cluster port
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Beispiel anzeigen

Das folgende Beispiel zeigt, dass die Cluster-Ports ,e0a“ und ,e0b“ korrekt mit dem entsprechenden
Port des Cluster-Partners verbunden sind:

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 elb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

e0b node?2 (00:a0:98:da:16:44) e0b =
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) ela =
e0b nodel (00:a0:98:da:87:49) eOb —
8 entries were displayed.

2. Automatische Rulcksetzung fir die Cluster-LIFs wieder aktivieren:
network interface modify -vserver Cluster -1if * -auto-revert true
3. Uberpriifen Sie, ob alle LIFs zu Hause sind. Dies kann einige Sekunden dauern.

network interface show -vserver Cluster -1if 1if name



5.
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Beispiel anzeigen

Die LIFs wurden zuriickgesetzt, wenn die Spalte ,Ist zu Hause" den Wert ,Ist zu Hause" aufweist.
true , wie gezeigt fir nodel clus2 Und node2 clus2 im folgenden Beispiel:

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster node2 clusl ela true
Cluster node2 clus2 e0b true

4 entries were displayed.

Falls Cluster-LIFS nicht zu ihren Heimatports zurtickgekehrt sind, setzen Sie sie manuell vom lokalen
Knoten aus zurlck:

network interface revert -vserver Cluster -1if 1if name

. Uberprifen Sie den Clusterstatus der Knoten (iber die Systemkonsole eines der beiden Knoten:

cluster show

Beispiel anzeigen

Das folgende Beispiel zeigt, dass epsilon an beiden Knoten gleich ist. false:

Node Health Eligibility Epsilon

nodel true true false
node?2 true true false
2 entries were displayed.

Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:



ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>

41



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1.  Falls Sie die automatische Fallerstellung unterdriickt haben, aktivieren Sie sie wieder, indem Sie eine
AutoSupport Nachricht aufrufen:

system node autosupport invoke -node * -type all -message MAINT=END

Weitere Informationen finden Sie unter "NetApp KB-Artikel 1010449: So unterdricken Sie die automatische
Fallerstellung wahrend geplanter Wartungsfenster".

2. Andern Sie die Berechtigungsstufe wieder auf Administrator:

set -privilege admin
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