Fehlerbehebung

Upgrade controllers

NetApp
February 19, 2026

This PDF was generated from https://docs.netapp.com/de-de/ontap-systems-upgrade/upgrade-arl-auto-
in-chassis/aggregate-relocation-failures.html on February 19, 2026. Always check docs.netapp.com for

the latest.



Inhalt

Fehlerbehebung

Fehler bei der Aggregatverschiebung
Prifen Sie, ob Aggregate Relocation Failure vorhanden sind
Aggregate, die urspriinglich auf node1 verwendet wurden, sind nach Abschluss des Upgrades
Eigentum von node2

Neustarts, Panikspiele oder Energiezyklen
Neustarts, Panikzugange oder Energiezyklen wahrend der Vorprifphase
Neustarts, Panikzugange oder Energiezyklen wahrend der ersten Ressourcenfreigabephase
Startet wahrend der ersten Verifikationsphase neu, erzeugt eine Panik oder schaltet die
Stromversorgung aus
Neustarts, Panikzucken oder Energiezyklen wahrend der ersten Ressourcen-Wiederholen-Phase
Neustarts, Panikspiele oder Energiezyklen wahrend der Nachprifphase
Neustarts, Panikzucken oder Energiezyklen wahrend der zweiten Ressourcenfreigabephase
Startet wahrend der zweiten Verifikationsphase neu, erzeugt eine Panik oder schaltet die
Stromversorgung aus

Probleme, die in mehreren Phasen des Verfahrens auftreten kénnen
Unerwartete Ausgabe des ,Storage Failover show“-Befehls

Fehler bei der LIF-Migration

W NN -

a o b~ b

N O O O



Fehlerbehebung

Fehler bei der Aggregatverschiebung

Bei der Aggregatverschiebung (ARL, Aggregate Relocation) fallen wahrend des
Upgrades moglicherweise an verschiedenen Punkten aus.

Prifen Sie, ob Aggregate Relocation Failure vorhanden sind
Wahrend des Verfahrens kann ARL in Phase 2, Phase 3 oder Phase 5 fehlschlagen.

Schritte
1. Geben Sie den folgenden Befehl ein und Uberprifen Sie die Ausgabe:

storage aggregate relocation show

Der storage aggregate relocation show Der Befehl zeigt Ihnen, welche Aggregate erfolgreich
umgezogen wurden und welche nicht, zusammen mit den Ursachen des Ausfalls.

2. Uberpriifen Sie die Konsole auf EMS-Nachrichten.

3. Fuhren Sie eine der folgenden Aktionen durch:

° Fuhren Sie die entsprechenden KorrekturmafRnahmen durch, je nach der Ausgabe des storage
aggregate relocation show Befehl und Ausgabe der EMS-Nachricht.

° Erzwingen Sie das verlagern des Aggregats oder der Aggregate mit dem override-vetoes Oder die
Option override-destination-checks Option des storage aggregate relocation start
Befehl.

Ausflhrliche Informationen zum storage aggregate relocation start, override-vetoes, und
override-destination-checks Optionen finden Sie unter "Quellen" Link zu den Befehlen ONTAP 9:
Manual Page Reference.

Aggregate, die ursprunglich auf node1 verwendet wurden, sind nach Abschluss
des Upgrades Eigentum von node2

Beim Ende des Upgrade-Verfahrens sollte die Knoten1 der neue Home-Node von Aggregaten sein, die
ursprunglich als Home-Node node1 verwendet wurden. Sie kdnnen sie nach dem Upgrade verschieben.

Uber diese Aufgabe

Falls Aggregate nicht korrekt verschoben werden kdnnen, d. h. Node 2 statt Knoten 1, wird unter den
folgenden Umstanden als Home Node verwendet:

 In Phase 3, wenn Aggregate von node2 auf node1 verschoben werden.
Einige der verlagerten Aggregate haben die Nr. 1 als Home-Node. Ein solches Aggregat kénnte zum
Beispiel ,aggr_Node_1“ heilten. Wenn die Verlagerung von aggr_Node_1 wahrend Phase 3 fehlschlagt
und eine Verlagerung nicht erzwungen werden kann, dann bleibt das Aggregat auf node2 zurtck.

* Nach Phase 4, wenn node2 durch die neuen Systemmodule ersetzt wird.

Wenn node2 ersetzt wird, kommt aggr Node_ 1 mit node1 als Home-Node statt node2 online.


https://docs.netapp.com/de-de/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/other_references.html

Nach Phase 6 kénnen Sie das falsche Eigentimerproblem beheben, nachdem Sie das Storage-Failover
aktiviert haben, indem Sie die folgenden Schritte durchfiihren:

Schritte
1. Erhalten Sie eine Liste von Aggregaten:

storage aggregate show -nodes node2 -is-home true
Informationen zur Identifizierung von Aggregaten, die nicht korrekt verschoben wurden, finden Sie in der
Liste der Aggregate mit dem Home-Inhaber von node1, die Sie im Abschnitt erhalten haben "Bereiten Sie
die Knoten fur ein Upgrade vor" Und vergleichen Sie ihn mit der Ausgabe des obigen Befehls.

2. Vergleichen Sie die Ausgabe von Schritt 1 mit der Ausgabe, die Sie fur Knoten 1 im Abschnitt

aufgenommen haben "Bereiten Sie die Knoten fur ein Upgrade vor" Und beachten Sie alle Aggregate, die
nicht korrekt verschoben wurden.

3. Verschiebung der Aggregate links hinter Knoten2:

storage aggregate relocation start —-node node2 -aggr aggr node 1 -destination
nodel

Verwenden Sie wahrend dieser Verschiebung keinen Parameter fiir -ndo-Controller-Upgrade.

4. Vergewissern Sie sich, dass node1 jetzt der Haupteigentimer der Aggregate ist:
storage aggregate show -aggregate aggrl,aggr2,aggr3.. —fields home-name
aggrl,aggr2,aggr3.. Ist die Liste der Aggregate, die node1 als urspranglichen Besitzer hatten.

Aggregate, die nicht den Knoten1 als Hausbesitzer haben, kbnnen mit dem gleichen Relocation-Befehl in
Schritt 3 auf node1 umgezogen werden.

Neustarts, Panikspiele oder Energiezyklen

Das System kann in verschiedenen Phasen des Upgrades abstlrzt, z. B. neu gebootet,
Panik oder ein aus- und Wiedereinschalten durchlaufen.

Die L6sung dieser Probleme hangt davon ab, wann sie auftreten.

Neustarts, Panikzugange oder Energiezyklen wahrend der Vorprufphase

Node1 oder node2 stiirzt vor der Pre-Check-Phase ab, wahrend das HA-Paar noch aktiviert ist

Wenn node1 oder node2 vor der Pre-Check-Phase abstlrzt, wurden noch keine Aggregate verschoben und
die HA-Paar-Konfiguration ist noch aktiviert.

Uber diese Aufgabe
Takeover und Giveback kénnen normal fortgesetzt werden.

Schritte

1. Uberprifen Sie die Konsole auf EMS-Meldungen, die das System méglicherweise ausgegeben hat, und
ergreifen Sie die empfohlenen KorrekturmaflRnahmen.


https://docs.netapp.com/de-de/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/prepare_nodes_for_upgrade.html
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2. Fahren Sie mit dem Upgrade des Node-Paars fort.

Neustarts, Panikzugange oder Energiezyklen wahrend der ersten
Ressourcenfreigabephase

Node1 stiirzt wihrend der ersten Resource-Release-Phase ab, wahrend das HA-Paar noch aktiviert ist

Einige oder alle Aggregate wurden von node1 in node2 verschoben und das HA-Paar ist noch aktiviert. Node2
Ubernimmt das Root-Volume von node1 und alle nicht-Root-Aggregate, die nicht verschoben wurden.

Uber diese Aufgabe

Eigentum an Aggregaten, die verschoben wurden, sehen genauso aus wie das Eigentum von nicht-Root-
Aggregaten, die ibernommen wurden, da sich der Home-Eigentimer nicht geandert hat.

Wenn node1 in den eintritt waiting for giveback Status, node2 gibt alle node1 nicht-Root-Aggregate
zurlck.

Schritte

1. Nachdem node1 gestartet wurde, sind alle nicht-Root-Aggregate von node1 zuriick in node1 verschoben.
Sie mussen eine manuelle Aggregatverschiebung der Aggregate von node1 nach node2 durchfihren:
storage aggregate relocation start -node nodel -destination node2 -aggregate
-list * -ndocontroller-upgrade true

2. Fahren Sie mit dem Upgrade des Node-Paars fort.

Node1 stiirzt wahrend der ersten Ressourcen-Release-Phase ab, wahrend das HA-Paar deaktiviert ist

Node2 ubernimmt nicht, aber es stellt immer noch Daten aus allen nicht-Root-Aggregaten bereit.

Schritte
1. Knoten 1 aufbring.

2. Fahren Sie mit dem Upgrade des Node-Paars fort.

Node2 schlagt wiahrend der ersten Phase der Ressourcenfreigabe fehl, wihrend das HA-Paar noch
aktiviert ist

Node1 hat einige oder alle seine Aggregate in node2 verschoben. Das HA-Paar ist aktiviert.

Uber diese Aufgabe

Node1 Ubernimmt alle node2 Aggregate sowie jedes seiner eigenen Aggregate, die auf node2 verschoben
wurden. Beim Booten von node2 wird die Aggregatverschiebung automatisch abgeschlossen.

Schritte
1. Knoten 2 aufbring.

2. Fahren Sie mit dem Upgrade des Node-Paars fort.
Node2 stiirzt wahrend der ersten Resource-Release-Phase ab und nachdem HA-Paar deaktiviert ist

Node1 Gbernimmt nicht.

Schritte
1. Knoten 2 aufbring.



Ein Client-Ausfall tritt fir alle Aggregate auf, wahrend node2 gestartet wird.

2. Setzen Sie den mit dem Rest des Upgrade-Vorgangs fur das Node-Paar fort.

Startet wahrend der ersten Verifikationsphase neu, erzeugt eine Panik oder schaltet
die Stromversorgung aus

Node2 stiirzt in der ersten Uberpriifungsphase ab, wobei das HA-Paar deaktiviert ist
Node1 Ubernimmt nicht nach einem Absturz nach node2, da das HA-Paar bereits deaktiviert ist.

Schritte
1. Knoten 2 aufbring.

Ein Client-Ausfall tritt fir alle Aggregate auf, wahrend node2 gestartet wird.

2. Fahren Sie mit dem Upgrade des Node-Paars fort.

Node1 stiirzt in der ersten Uberpriifungsphase ab, wobei das HA-Paar deaktiviert ist
Node2 tbernimmt nicht, aber es stellt immer noch Daten aus allen nicht-Root-Aggregaten bereit.

Schritte
1. Knoten 1 aufbring.

2. Fahren Sie mit dem Upgrade des Node-Paars fort.

Neustarts, Panikzucken oder Energiezyklen wahrend der ersten Ressourcen-
Wiederholen-Phase

Knoten 2 stiirzt wahrend der ersten Ressourcen-Wiederholen Phase wahrend der Aggregat-
Verschiebung ab

Node2 hat einige oder alle seine Aggregate von node1 in node1 verschoben. Node1 liefert Daten von
Aggregaten, die verschoben wurden. Das HA-Paar ist deaktiviert und somit gibt es keine Ubernahme.

Uber diese Aufgabe

Es gibt einen Client-Ausfall fir Aggregate, die nicht verschoben wurden. Beim Booten von node2 werden die
Aggregate von node1 auf node1 verschoben.

Schritte
1. Knoten 2 aufbring.

2. Fahren Sie mit dem Upgrade des Node-Paars fort.

Knoten 1 stiirzt wahrend der ersten Ressourcen-Wiederholen Phase wahrend der Aggregat-
Verschiebung ab

Wenn node1 abstlrzt, wahrend node2 Aggregate zu node1 verschoben wird, wird die Aufgabe nach dem
Booten von node1 fortgesetzt.

Uber diese Aufgabe

Node2 dient weiterhin verbleibenden Aggregaten, aber Aggregate, die bereits in Knoten 1 verlagert wurden,
begegnen ein Client-Ausfall, wahrend node1 gebootet wird.



Schritte
1. Knoten 1 aufbring.

2. Fihren Sie das Controller-Upgrade fort.

Neustarts, Panikspiele oder Energiezyklen wahrend der Nachprifphase

Node1 oder node2 stiirzt wahrend der Nachpriifphase ab

Das HA-Paar ist deaktiviert, damit dies keine Ubernahme ist. Es gibt einen Client-Ausfall fir Aggregate, die
zum neu gebooteten Node gehoren.

Schritte
1. Bringen Sie den Node hoch.

2. Fahren Sie mit dem Upgrade des Node-Paars fort.

Neustarts, Panikzucken oder Energiezyklen wahrend der zweiten
Ressourcenfreigabephase

Node1 stiirzt wahrend der zweiten Resource-Release-Phase ab

Wenn node1 abstlrzt, wahrend node2 Aggregate verschoben wird, wird die Aufgabe nach dem Booten von
node1 fortgesetzt.

Uber diese Aufgabe

Node2 dient weiterhin verbleibenden Aggregaten, aber Aggregate, die bereits in Node1 verlagert wurden und
Node1 eigene Aggregate, begegnen Client-Ausfallen, wahrend node1 gebootet wird.

Schritte
1. Knoten 1 aufbring.

2. Fahren Sie mit dem Controller-Upgrade fort.

Node2 stiirzt wahrend der zweiten Resource-Release-Phase ab

Wenn node2 wahrend der Aggregatverschiebung abstirzt, wird node2 nicht ibernommen.

Uber diese Aufgabe

Node1 dient weiterhin den Aggregaten, die verschoben wurden, aber die Aggregate von node2 stofl3en auf
Client-Ausfalle.

Schritte
1. Knoten 2 aufbring.

2. Fahren Sie mit dem Controller-Upgrade fort.

Startet wahrend der zweiten Verifikationsphase neu, erzeugt eine Panik oder
schaltet die Stromversorgung aus

Node1 stiirzt wahrend der zweiten Verifikationsphase ab

Wenn wahrend dieser Phase node1 abstiirzt, wird die Ubernahme nicht ausgefiihrt, da das HA-Paar bereits
deaktiviert ist.



Uber diese Aufgabe
Es gibt einen Client-Ausfall fir alle Aggregate, bis node1 neu gebootet wird.

Schritte
1. Knoten 1 aufbring.

2. Fahren Sie mit dem Upgrade des Node-Paars fort.

Node2 stiirzt wahrend der zweiten Verifikationsphase ab

Wenn wahrend dieser Phase node?2 abstiirzt, wird die Ubernahme nicht durchgefiihrt. Node1 dient Daten aus
den Aggregaten.

Uber diese Aufgabe

Es gibt einen Ausfall fir nicht-Root-Aggregate, die bereits so lange verschoben wurden bis nach einem
Neustart von node2.

Schritte
1. Knoten 2 aufbring.

2. Fahren Sie mit dem Upgrade des Node-Paars fort.

Probleme, die in mehreren Phasen des Verfahrens auftreten
konnen

Einige Probleme kdnnen in verschiedenen Phasen des Verfahrens auftreten.

Unerwartete Ausgabe des ,,Storage Failover show*“-Befehls

Wenn wahrend der Prozedur der Node, der alle Daten hostet, ,Panik und“ oder versehentlich neu gebootet
wird, wird moglicherweise die unerwartete Ausgabe flur den angezeigt storage failover show Befehl vor
und nach dem Neubooten, Panic oder aus- und Wiedereinschalten.

Uber diese Aufgabe

Méglicherweise wird eine unerwartete Ausgabe von der angezeigt storage failover show Befehlin
Phase 2, Stufe 3, Stufe 4 oder Stufe 5.

Das folgende Beispiel zeigt die erwartete Ausgabe von storage failover show Befehl, wenn auf dem
Node, der alle Datenaggregate hostet, kein Neubooten oder ,Panic* erfolgt:

cluster::> storage failover show

Takeover
Node Partner Possible State Description
nodel node? false Unknown
node?2 nodel false Node owns partner aggregates as part of the

non-disruptive head upgrade procedure. Takeover is not possible: Storage
failover is disabled.



Das folgende Beispiel zeigt die Ausgabe von storage failover show Befehl nach einem Neubooten oder
Panic:

cluster::> storage failover show

Takeover
Node Partner Possible State Description
nodel node? = Unknown
node?2 nodel false Waiting for nodel, Partial giveback, Takeover

is not possible: Storage failover is disabled
Obwohl die Ausgabe sagt, dass sich ein Node im teilweise Giveback befindet und der Storage-Failover
deaktiviert ist, kdnnen Sie diese Meldung ignorieren.

Schritte

Es ist keine Aktion erforderlich. Fahren Sie mit dem Upgrade des Node-Paars fort.

Fehler bei der LIF-Migration

Nach der Migration der LIFs sind diese nach der Migration in Phase 2, Phase 3 oder
Phase 5 moglicherweise nicht online.

Schritte
1. Vergewissern Sie sich, dass die MTU-Port-GroRRe mit der Grofie des Quell-Nodes identisch ist.

Wenn beispielsweise die MTU-GréRe des Cluster-Ports am Quell-Node 9000 ist, sollte sie auf dem Ziel-
Node 9000 sein.

2. Uberpriifen Sie die physische Konnektivitat des Netzwerkkabels, wenn der physische Status des Ports
lautet down.
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