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Chassis
Ubersicht iiber den Austausch des Gehiauses - ASA A150

Um das Gehause zu ersetzen, mussen Sie die Netzteile, Festplatten und Controller-
Module oder Module vom beeintrachtigten Gehause in das neue Gehause verlegen und
das beeintrachtigte Gehause aus dem Geraterrack oder dem Systemschrank durch das
neue Gehause des gleichen Modells wie das beeintrachtigte Gehause auswechseln.

Alle anderen Komponenten des Systems missen ordnungsgemal funktionieren. Falls nicht, miissen Sie sich
an den technischen Support wenden.

» Sie kdnnen dieses Verfahren bei allen Versionen von ONTAP verwenden, die von lhrem System unterstitzt

werden.

* Hierbei wird angenommen, dass Sie alle Laufwerke und Controller-Module bzw. -Module in das neue
Chassis verschieben und dass es sich um eine neue Komponente von NetApp handelt.

* Dieser Vorgang ist stérend. Fur ein Cluster mit zwei Controllern kommt es zu einem vollstandigen Service-
Ausfall und zu einem teilweisen Ausfall in einem Cluster mit mehreren Nodes.

Fahren Sie die Controller herunter - ASA A150

Fahren Sie den Controller mit eingeschrankter Konfiguration herunter oder ubernehmen
Sie ihn entsprechend.

Option 1: Die meisten Konfigurationen

Dieses Verfahren gilt fir Systeme mit zwei-Knoten-Konfigurationen. Weitere Informationen tber das
ordnungsgemales Herunterfahren beim Warten eines Clusters finden Sie unter "Anleitung zur Problemlésung
fir das Speichersystem — NetApp Knowledge Base".

Bevor Sie beginnen
« Stellen Sie sicher, dass Sie Uber die erforderlichen Berechtigungen und Anmeldeinformationen verfugen:

o Lokale Administratoranmeldeinformationen fir ONTAP.

o BMC-Zugriff fir jeden Controller.
« Stellen Sie sicher, dass Sie Uber die erforderlichen Werkzeuge und Gerate flr den Austausch verfigen.
* Als Best Practice vor dem Herunterfahren sollten Sie:

o Zuséatzliche Durchfihrung "Zustandsberichte zu Systemen”.

o Fuhren Sie ein Upgrade von ONTAP auf eine empfohlene Version fir das System durch.

o Losen Sie alle "Active |1Q Wellness-Alarme und Risiken". Notieren Sie sich alle derzeit auftretenden

Fehler im System, z. B. LEDs an den Systemkomponenten.

Schritte

1. Melden Sie sich Uber SSH beim Cluster an oder von einem beliebigen Node im Cluster mit einem lokalen
Konsolenkabel und einem Laptop/einer Konsole an.

2. Stoppen Sie den Zugriff aller Clients/Hosts auf Daten auf dem NetApp System.


https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://activeiq.netapp.com/

3. Externe Sicherungsauftrage werden angehalten.

10.

. Wenn AutoSupport aktiviert ist, unterdriicken Sie die Case-Erstellung und geben Sie an, wie lange Sie das

System voraussichtlich offline sein werden:

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

. Ermitteln Sie die SP/BMC-Adresse aller Cluster-Nodes:

system service-processor show -node * -fields address

. Beenden Sie die Cluster-Shell:

exit

. Melden Sie sich Uber SSH bei SP/BMC an und verwenden Sie dabei die IP-Adresse eines der in der

Ausgabe des vorherigen Schritts aufgeflihrten Nodes, um den Fortschritt zu Gberwachen.

Wenn Sie eine Konsole oder einen Laptop verwenden, melden Sie sich mit den gleichen Cluster-
Administrator-Anmeldedaten am Controller an.

. Halten Sie die beiden Nodes im beeintrachtigten Chassis an:

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

Bei Clustern mit SnapMirror Synchronous-Betrieb im StructSync-Modus: system node

(:) halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown true
-ignore-quorum-warnings true -inhibit-takeover true -ignore-strict
-sync-warnings true

. Geben Sie y fiur jeden Controller im Cluster ein, wenn Folgendes angezeigt wird:

Warning: Are you sure you want to halt node <node name>? {y|n}:

Warten Sie, bis die einzelnen Controller angehalten sind, und zeigen Sie die LOADER-
Eingabeaufforderung an.

Option 2: Controller befindet sich in einer MetroCluster-Konfiguration

@ Verwenden Sie dieses Verfahren nicht, wenn sich lhr System in einer MetroCluster-
Konfiguration mit zwei Knoten befindet.

Um den beeintrachtigten Controller herunterzufahren, missen Sie den Status des Controllers bestimmen und
gegebenenfalls den Controller Gbernehmen, damit der gesunde Controller weiterhin Daten aus dem
beeintrachtigten Reglerspeicher bereitstellen kann.

* Wenn Sie Uber ein Cluster mit mehr als zwei Nodes verfligen, muss es sich im Quorum befinden. Wenn

sich das Cluster nicht im Quorum befindet oder ein gesunder Controller FALSE anzeigt, um die
Berechtigung und den Zustand zu erhalten, missen Sie das Problem korrigieren, bevor Sie den
beeintrachtigten Controller herunterfahren; siehe "Synchronisieren eines Node mit dem Cluster".

* Wenn Sie Uber eine MetroCluster-Konfiguration verfiigen, missen Sie bestatigt haben, dass der


https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

MetroCluster-Konfigurationsstatus konfiguriert ist und dass die Nodes in einem aktivierten und normalen
Zustand vorliegen (metrocluster node show).

Schritte

1. Wenn AutoSupport aktiviert ist, unterdriicken Sie die automatische Erstellung eines Cases durch Aufrufen
einer AutoSupport Meldung: system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

Die folgende AutoSupport Meldung unterdriickt die automatische Erstellung von Cases fir zwei Stunden:
clusterl:*> system node autosupport invoke -node * -type all -message MAINT=2h

2. Deaktivieren Sie das automatische Giveback von der Konsole des gesunden Controllers: storage
failover modify —-node local -auto-giveback false

3. Nehmen Sie den beeintrachtigten Controller zur LOADER-Eingabeaufforderung:
Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Die LOADER- Fahren Sie mit dem nachsten Schritt fort.
Eingabeaufforderung

Warten auf Giveback... Dricken Sie Strg-C, und antworten Sie dann y Wenn Sie dazu
aufgefordert werden.

Eingabeaufforderung des Ubernehmen oder stoppen Sie den beeintrachtigten Regler von der
Systems oder Passwort gesunden Steuerung: storage failover takeover -ofnode
(Systempasswort eingeben) impaired node name

Wenn der Regler ,beeintrachtigt auf Zurtickgeben wartet... anzeigt,
driicken Sie Strg-C, und antworten Sie dann y.

Ersetzen Sie das Gehause - ASA A150

Stellen Sie die Netzteile, Festplatten und Controller-Module oder Module vom
beeintrachtigten Gehause in das neue Gehause und tauschen Sie das beeintrachtigte
Gehause aus dem Geraterrack oder Systemschrank durch das neue Gehause des
gleichen Modells aus wie das beeintrachtigte Gehause.

Schritt 1: Ein Netzteil bewegen

Wenn Sie ein Netzteil beim Austausch eines Gehauses herausziehen, missen Sie das Netzteil aus dem alten
Gehause ausschalten, trennen und entfernen. AulRerdem muissen Sie es am Ersatzgehause installieren und
anschliel3en.
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.
2. Schalten Sie das Netzteil aus und trennen Sie die Netzkabel:
a. Schalten Sie den Netzschalter am Netzteil aus.

b. Offnen Sie die Netzkabelhalterung, und ziehen Sie dann das Netzkabel vom Netzteil ab.



c. Ziehen Sie das Netzkabel von der Stromversorgung ab.

3. Driicken Sie die Verriegelung am Handgriff der Stromversorgungs-Nockenwelle, und 6ffnen Sie dann den
Nockengriff, um das Netzteil vollstandig von der Mittelebene zu l6sen.

4. Schieben Sie die Stromversorgung mit dem Nockengriff aus dem System heraus.

@ Wenn Sie ein Netzteil entfernen, verwenden Sie immer zwei Hande, um sein Gewicht zu
stitzen.

5. Wiederholen Sie die vorherigen Schritte fur alle weiteren Netzteile.
6. Halten und richten Sie die Kanten des Netzteils mit beiden Handen an der Offnung im Systemgehause
aus, und drucken Sie dann vorsichtig das Netzteil mithilfe des Nockengriffs in das Gehause.

Die Netzteile sind codiert und konnen nur auf eine Weise installiert werden.

@ Beim Einschieben des Netzteils in das System keine Ubermalige Kraft verwenden. Sie
kénnen den Anschluss beschadigen.

7. SchlieRen Sie den Nockengriff, so dass die Verriegelung in die verriegelte Position einrastet und das
Netzteil vollstandig eingesetzt ist.

8. SchlielRen Sie das Netzkabel wieder an, und befestigen Sie es mithilfe des Verriegelungsmechanismus fur
Netzkabel am Netzteil.

@ SchlieRen Sie das Netzkabel nur an das Netzteil an. SchlieRen Sie das Netzkabel derzeit
nicht an eine Stromquelle an.

Schritt 2: Entfernen Sie das Controller-Modul

Entfernen Sie das Controller-Modul oder die Module aus dem alten Gehause.

1. Lésen Sie den Haken- und Schlaufenriemen, mit dem die Kabel am Kabelfiihrungsgerat befestigt sind, und
ziehen Sie dann die Systemkabel und SFPs (falls erforderlich) vom Controller-Modul ab, um zu verfolgen,
wo die Kabel angeschlossen waren.

Lassen Sie die Kabel im Kabelverwaltungs-Gerat so, dass bei der Neuinstallation des
Kabelverwaltungsgerats die Kabel organisiert sind.

2. Entfernen Sie die Kabelfihrungsgerate von der linken und rechten Seite des Controller-Moduls und stellen
Sie sie zur Seite.

3. Driicken Sie die Verriegelung am Nockengriff, bis sie loslasst, 6ffnen Sie den Nockengriff vollstandig, um
das Controller-Modul aus der Mittelplatine zu I6sen, und ziehen Sie das Controller-Modul anschliefend mit
zwei Handen aus dem Gehause heraus.
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4. Stellen Sie das Controller-Modul an einer sicheren Stelle beiseite, und wiederholen Sie diese Schritte,
wenn Sie ein weiteres Controller-Modul im Chassis haben.

Schritt 3: Fahren Sie die Laufwerke in das neue Gehause

Sie mussen die Laufwerke von jeder Schachtoffnung im alten Chassis auf dieselbe Schachtéffnung im neuen
Chassis verschieben.

1. Entfernen Sie vorsichtig die Blende von der Vorderseite des Systems.

2. Entfernen Sie die Laufwerke:

a. Dricken Sie die Entriegelungstaste oben auf der Tragerseite unter den LEDs.

b. Ziehen Sie den Nockengriff in die vollstandig gedffnete Position, um den Antrieb von der Mittelplatine
zu l8sen, und schieben Sie ihn dann vorsichtig aus dem Chassis heraus.

Das Laufwerk sollte aus dem Gehause heraus einriicken und so das Gehause frei schieben.

@ Wenn Sie ein Laufwerk entfernen, verwenden Sie immer zwei Hande, um sein Gewicht
zu stlutzen.

@ Laufwerke sind zerbrechlich. Behandeln Sie sie so wenig wie mdglich, um Schaden an
ihnen zu vermeiden.

3. Richten Sie das Laufwerk aus dem alten Gehause an der gleichen Schachtoffnung im neuen Gehause
aus.

4. Schieben Sie das Laufwerk vorsichtig so weit wie mdglich in das Gehause.
Der Nockengriff greift ein und beginnt, sich nach oben zu drehen.

5. Schieben Sie den Antrieb den Rest des Weges fest in das Gehause und verriegeln Sie dann den
Nockengriff, indem Sie ihn nach oben und gegen den Laufwerkhalter schieben.



SchlielRen Sie den Nockengriff langsam, damit er korrekt an der Vorderseite des Laufwerktragers
ausgerichtet ist. Klicken Sie auf, wenn es sicher ist.

6. Wiederholen Sie den Vorgang fir die tUbrigen Laufwerke im System.

Schritt 4: Ersetzen Sie ein Chassis aus dem Rack oder Systemschrank der
Ausrustung

Sie mussen das vorhandene Chassis aus dem Rack oder dem Systemschrank entfernen, bevor Sie das
Ersatzgehause installieren kénnen.
1. Entfernen Sie die Schrauben von den Montagepunkten des Gehauses.

2. Schieben Sie mit Hilfe von zwei oder drei Personen das alte Chassis in einem Systemschrank oder L
-Halterungen in einem Gerateriickel von den Rack-Schienen und legen Sie es dann beiseite.

3. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

4. Installieren Sie das Ersatzgehause mithilfe von zwei oder drei Personen in das Rack oder den

Systemschrank des Geréats, indem Sie das Chassis an die Rack-Schienen in einem Systemschrank oder L

-Halterungen in einem Rack fUhren.

5. Schieben Sie das Chassis vollstandig in das Rack oder den Systemschrank der Ausristung.

6. Befestigen Sie die Vorderseite des Chassis mit den Schrauben, die Sie vom alten Chassis entfernt haben,

am Rack oder am Systemschrank des Gerats.

7. Falls noch nicht geschehen, befestigen Sie die Blende.

Schritt 5: Installieren Sie den Controller

Nachdem Sie das Controller-Modul und alle anderen Komponenten im neuen Gehause installiert haben,
starten Sie es.

Bei HA-Paaren mit zwei Controller-Modulen im selben Chassis ist die Sequenz, in der Sie das Controller-
Modul installieren, besonders wichtig, da sie versucht, neu zu booten, sobald Sie es vollstandig im Chassis
einsetzen.

1. Richten Sie das Ende des Controller-Moduls an der Offnung im Geh&use aus, und driicken Sie dann
vorsichtig das Controller-Modul zur Halfte in das System.

@ Setzen Sie das Controller-Modul erst dann vollstandig in das Chassis ein, wenn Sie dazu
aufgefordert werden.

2. Flhren Sie die Konsole wieder mit dem Controller-Modul aus, und schliefsen Sie den Management-Port
wieder an.

3. Wiederholen Sie die vorherigen Schritte, wenn ein zweiter Controller im neuen Chassis installiert werden
muss.

4. SchlielRen Sie die Installation des Controller-Moduls ab:



lhr System befindet sich in... Fiihren Sie dann folgende Schritte aus...

Ein HA-Paar a.

Eine eigenstandige Konfiguration

o

Schieben Sie das Steuermodul fest in die offene Position, bis es
auf die Mittelebene trifft und vollstéandig sitzt, und schliel3en Sie
dann den Nockengriff in die verriegelte Position.

Beim Einschieben des Controller-Moduls in das
@ Gehause keine UbermaRige Kraft verwenden, um
Schéaden an den Anschliissen zu vermeiden.

Wenn Sie dies noch nicht getan haben, installieren Sie das
Kabelverwaltungsgerat neu.

Verbinden Sie die Kabel mit dem Haken- und Schlaufenband mit
dem Kabelmanagement-Gerat.

Wiederholen Sie die vorherigen Schritte flr das zweite Controller-
Modul im neuen Chassis.

Schieben Sie das Steuermodul fest in die offene Position, bis es
auf die Mittelebene trifft und vollstéandig sitzt, und schliel3en Sie
dann den Nockengriff in die verriegelte Position.

Beim Einschieben des Controller-Moduls in das
@ Gehause keine UibermaRige Kraft verwenden, um
Schéaden an den Anschliissen zu vermeiden.

Wenn Sie dies noch nicht getan haben, installieren Sie das
Kabelverwaltungsgerat neu.

Verbinden Sie die Kabel mit dem Haken- und Schlaufenband mit
dem Kabelmanagement-Gerat.

Installieren Sie die Blindplatte wieder, und fahren Sie mit dem
nachsten Schritt fort.

5. SchlieRen Sie die Netzteile an verschiedene Stromquellen an, und schalten Sie sie dann ein.

6. Booten jedes Controllers in den Wartungsmodus:

a. Drucken Sie, wenn der Boot-Vorgang von jedem Controller gestartet wird Ctr1-C Um den
Bootvorgang zu unterbrechen, wenn die Meldung angezeigt wird Press Ctrl-C for Boot Menu.

Wenn die Eingabeaufforderung nicht angezeigt wird und die Controller-Module beim

@ ONTAP booten, geben Sie ein halt, Und geben Sie an der LOADER-
Eingabeaufforderung ein boot ontap, Driicken Sie Ctr1-C Wenn Sie dazu
aufgefordert werden, und wiederholen Sie diesen Schritt.

b. Wahlen Sie im Startmenu die Option Wartungsmodus aus.



Stellen Sie die Konfiguration wieder her und uberprufen Sie
sie — ASA A150

Sie mussen den HA-Status des Chassis Uberprufen, die Aggregate zurickwechseln und
das fehlerhafte Teil gemal den dem Kit beiliegenden RMA-Anweisungen an NetApp
zurucksenden.

Schritt: Uberpriifen Sie den HA-Status des Chassis und legen Sie diesen fest

Sie mussen den HA-Status des Chassis Uberprifen und gegebenenfalls den Status entsprechend lhrer
Systemkonfiguration aktualisieren.

1. Zeigen Sie im Wartungsmodus von einem der Controller-Module aus den HA-Status des lokalen
Controller-Moduls und des Chassis an: ha-config show

Der HA-Status sollte fir alle Komponenten identisch sein.

2. Wenn der angezeigte Systemzustand flir das Chassis nicht mit der Systemkonfiguration Gbereinstimmt:

a. Legen Sie fur das Chassis den HA-Status fest: ha-config modify chassis HA-state
Fur den HA-Status kann einer der folgenden Werte vorliegen:

" ha
" mcc
" mcc-2n
" mccip
" non-ha
b. Bestéatigen Sie, dass sich die Einstellung geadndert hat: ha-config show
3. Falls Sie dies noch nicht getan haben, kénnen Sie den Rest Ihres Systems erneut verwenden.

4. Starten Sie das System neu.

Schritt 2: Switch zuriick zu Aggregaten in einer MetroCluster Konfiguration mit
zwei Nodes

Dieser Task gilt nur fiir MetroCluster-Konfigurationen mit zwei Nodes.

Schritte

1. Vergewissern Sie sich, dass sich alle Nodes im befinden enabled Bundesland: metrocluster node
show



cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Uberpriifen Sie, ob die Neusynchronisierung auf allen SVMs abgeschlossen ist: metrocluster
vserver show

3. Uberpriifen Sie, ob die automatischen LIF-Migrationen durch die heilenden Vorgange erfolgreich
abgeschlossen wurden: metrocluster check 1if show

4. Fihren Sie den Wechsel zuriick mit dem aus metrocluster switchback Befehl von einem beliebigen
Node im verbleibenden Cluster

5. Stellen Sie sicher, dass der Umkehrvorgang abgeschlossen ist: metrocluster show

Der Vorgang zum zurlckwechseln wird weiterhin ausgefiihrt, wenn sich ein Cluster im befindet waiting-
for-switchback Bundesland:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

Der Vorgang zum zurlickwechseln ist abgeschlossen, wenn sich die Cluster im befinden normal
Bundesland:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Wenn ein Wechsel eine lange Zeit in Anspruch nimmt, kdnnen Sie den Status der in-progress-Basisplane
Uber die Uberprifen metrocluster config-replication resync-status show Befehl.



6. Wiederherstellung beliebiger SnapMirror oder SnapVault Konfigurationen

Schritt 3: Senden Sie das fehlgeschlagene Teil an NetApp zurick

Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an NetApp
zurlck. "Ruckgabe und Austausch von Teilen"Weitere Informationen finden Sie auf der Seite.
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