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Controller

Ersetzen Sie das Controller-Modul - ASA A900

Um das beeintrachtigte Controller-Modul auszutauschen, missen Sie den
beeintrachtigten Controller herunterfahren, die internen Komponenten in das
Ersatzcontrollermodul verschieben, das Ersatzcontrollermodul installieren und den
Ersatz-Controller neu starten.

Bevor Sie beginnen

Sie mussen die Voraussetzungen fiir den Austausch prifen und die richtige fur lhre Version des ONTAP
Betriebssystems auswahlen.

Alle Festplatten-Shelfs missen ordnungsgemaf funktionieren.

Wenn |hr System Uber eine V_StorageAttach-Lizenz verfiigt, missen Sie vor dem Ausflihren dieses
Verfahrens die zusatzlich erforderlichen Schritte beachten.

Wenn sich lhr System in einem HA-Paar befindet, muss der gesunde Controller in der Lage sein, den zu
ersetzenden Controller zu Ubernehmen (in diesem Verfahren als ,eingeschrédnkter Controller”
bezeichnet).

Wenn sich lhr System in einer MetroCluster-Konfiguration befindet, miissen Sie den Abschnitt Uberpriifen
"Auswahl des richtigen Wiederherstellungsverfahrens" Um zu bestimmen, ob Sie dieses Verfahren
verwenden sollten.

Beachten Sie, dass das Verfahren zum Austausch des Controllers bei einem Controller in einer
MetroCluster Konfiguration mit vier oder acht Nodes mit dem bei einem HA-Paar identisch ist. Es sind
keine MetroCluster-spezifischen Schritte erforderlich, da der Ausfall auf ein HA-Paar beschrankt ist und
Storage Failover-Befehle zur unterbrechungsfreien Ausflihrung wahrend des Austauschs genutzt werden
koénnen.

Sie mussen die fehlerhafte Komponente durch eine vom Anbieter empfangene Ersatz-FRU-Komponente
ersetzen.

Sie mussen ein Controller-Modul durch ein Controller-Modul desselben Modelltyps ersetzen. Sie kénnen
kein System-Upgrade durch einen Austausch des Controller-Moduls durchftihren.

Im Rahmen dieses Verfahrens konnen Laufwerke oder Laufwerk-Shelfs nicht geandert werden.

In diesem Verfahren wird das Startgerat vom beeintrachtigten Controller auf den Ersatzcontroller
verschoben, so dass der Ersatzcontroller in derselben ONTAP-Version wie das alte Controller-Modul
hochstartet.

Es ist wichtig, dass Sie die Befehle in diesen Schritten auf die richtigen Systeme anwenden:
> Die beeintrachtigte Steuerung ist die Steuerung, die ausgetauscht wird.
o Der Ersatz-Controller ist der neue Regler, der die beeintrachtigte Steuerung ersetzt.
> Der gesunde Controller ist der tberlebende Controller.

Sie mussen die Konsolenausgabe der Controller immer in einer Textdatei erfassen.

Auf diese Weise erhalten Sie eine Aufzeichnung des Verfahrens, damit Sie Probleme beheben kénnen, die
wahrend des Austauschvorgangs auftreten kdnnen.


https://docs.netapp.com/us-en/ontap-metrocluster/disaster-recovery/concept_choosing_the_correct_recovery_procedure_parent_concept.html

Schalten Sie den auBer Betrieb genommenen Controller -
ASA A900 aus

Fahren Sie den Regler herunter oder ubernehmen Sie ihn mit einer der folgenden
Optionen.



Option 1: Die meisten Systeme

Um den beeintrachtigten Controller herunterzufahren, missen Sie den Status des Controllers bestimmen
und gegebenenfalls den Controller tbernehmen, damit der gesunde Controller weiterhin Daten aus dem
beeintrachtigten Reglerspeicher bereitstellen kann.

Uber diese Aufgabe

* Wenn Sie Uber ein SAN-System verfligen, missen Sie Event-Meldungen ) flr den beeintrachtigten
Controller SCSI Blade Uberpriift haben cluster kernel-service show. Mitdem cluster
kernel-service show Befehl (im erweiterten Modus von priv) werden der Knotenname, der Node,
der Verfugbarkeitsstatus dieses Node und der Betriebsstatus dieses Node angezeigt"Quorum-Status”.

Jeder Prozess des SCSI-Blades sollte sich im Quorum mit den anderen Nodes im Cluster befinden.
Probleme missen behoben werden, bevor Sie mit dem Austausch fortfahren.

» Wenn Sie uber ein Cluster mit mehr als zwei Nodes verfligen, muss es sich im Quorum befinden.
Wenn sich das Cluster nicht im Quorum befindet oder ein gesunder Controller FALSE anzeigt, um die
Berechtigung und den Zustand zu erhalten, miissen Sie das Problem korrigieren, bevor Sie den
beeintrachtigten Controller herunterfahren; siehe "Synchronisieren eines Node mit dem Cluster".

Schritte

1. Wenn AutoSupport aktiviert ist, unterdriicken Sie die automatische Erstellung eines Cases durch
Aufrufen einer AutoSupport Meldung:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

Die folgende AutoSupport Meldung unterdriickt die automatische Erstellung von Cases flr zwei
Stunden:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h
2. Automatische Rickgabe deaktivieren:

a. Geben Sie den folgenden Befehl von der Konsole des fehlerfreien Controllers ein:
storage failover modify -node impaired node name -auto-giveback false

b. Eingeben y wenn die Eingabeaufforderung Méchten Sie die automatische Riickgabe
deaktivieren? angezeigt wird

3. Nehmen Sie den beeintrachtigten Controller zur LOADER-Eingabeaufforderung:
Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Die LOADER- Fahren Sie mit dem nachsten Schritt fort.
Eingabeaufforderung

Warten auf Giveback... Driicken Sie Strg-C, und antworten Sie dann y Wenn Sie dazu
aufgefordert werden.


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Eingabeaufforderung fir das Ubernehmen oder stoppen Sie den beeintréachtigten Regler von
System oder Passwort der gesunden Steuerung:

storage failover takeover -ofnode
impaired node name -halt true

Der Parameter -stop true fihrt Sie zur Loader-
Eingabeaufforderung.

Option 2: Controller befindet sich in einem MetroCluster

@ Verwenden Sie dieses Verfahren nicht, wenn sich lhr System in einer MetroCluster-
Konfiguration mit zwei Knoten befindet.

Um den beeintrachtigten Controller herunterzufahren, missen Sie den Status des Controllers bestimmen

und gegebenenfalls den Controller Gbernehmen, damit der gesunde Controller weiterhin Daten aus dem
beeintrachtigten Reglerspeicher bereitstellen kann.

» Wenn Sie uber ein Cluster mit mehr als zwei Nodes verfliigen, muss es sich im Quorum befinden.
Wenn sich das Cluster nicht im Quorum befindet oder ein gesunder Controller FALSE anzeigt, um die
Berechtigung und den Zustand zu erhalten, missen Sie das Problem korrigieren, bevor Sie den
beeintrachtigten Controller herunterfahren; siehe "Synchronisieren eines Node mit dem Cluster".

» Wenn Sie uber eine MetroCluster-Konfiguration verfligen, miissen Sie bestatigt haben, dass der
MetroCluster-Konfigurationsstatus konfiguriert ist und dass die Nodes in einem aktivierten und
normalen Zustand vorliegen (metrocluster node show).

Schritte

1. Wenn AutoSupport aktiviert ist, unterdriicken Sie die automatische Erstellung eines Cases durch
Aufrufen einer AutoSupport Meldung: system node autosupport invoke -node * -type
all -message MAINT=number of hours downh

Die folgende AutoSupport Meldung unterdriickt die automatische Erstellung von Cases fur zwei

Stunden: clusterl:*> system node autosupport invoke -node * -type all
-message MAINT=2h

2. Deaktivieren Sie das automatische Giveback von der Konsole des gesunden Controllers: storage
failover modify —-node local -auto-giveback false

3. Nehmen Sie den beeintrachtigten Controller zur LOADER-Eingabeaufforderung:

Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Die LOADER- Fahren Sie mit dem nachsten Schritt fort.
Eingabeaufforderung

Warten auf Giveback... Driicken Sie Strg-C, und antworten Sie dann y Wenn Sie dazu

aufgefordert werden.


https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Eingabeaufforderung des Ubernehmen oder stoppen Sie den beeintréachtigten Regler von
Systems oder Passwort der gesunden Steuerung: storage failover takeover
(Systempasswort eingeben) -ofnode impaired node name

Wenn der Regler ,beeintrachtigt* auf Zurlickgeben wartet...
anzeigt, driicken Sie Strg-C, und antworten Sie dann y.

Ersetzen Sie die Hardware des Controller-Moduls — ASA
A900

Um die Hardware des Controller-Moduls zu ersetzen, mussen Sie den beeintrachtigten
Controller entfernen, die FRU-Komponenten in das Ersatzcontrollermodul verschieben,
das Ersatzcontrollermodul im Gehause installieren und das System dann in den
Wartungsmodus booten.

Die folgende Animation zeigt den gesamten Prozess der Bewegung von Komponenten vom beeintrachtigten
zum Ersatzcontroller.

Animation - Bewegen Sie Komponenten auf Ersatz-Controller

Schritt 1: Entfernen Sie das Controller-Modul

Um auf Komponenten innerhalb des Controllers zuzugreifen, missen Sie zuerst das Controller-Modul aus dem
System entfernen und dann die Abdeckung am Controller-Modul entfernen.
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Ziehen Sie die Kabel vom beeintrachtigten Controller-Modul ab, und verfolgen Sie, wo die Kabel
angeschlossen waren.

3. Schieben Sie die Terrakotta-Taste am Nockengriff nach unten, bis sie entsperrt wird.

Animation - Entfernen Sie den Controller


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=30337552-b10f-4146-9bdb-adf2000df5bd
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=256721fd-4c2e-40b3-841a-adf2000df5fa
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e CAM-Giriff

4. Drehen Sie den Nockengriff so, dass er das Controller-Modul vollstandig aus dem Gehause herausriickt,
und schieben Sie dann das Controller-Modul aus dem Gehause.

Stellen Sie sicher, dass Sie die Unterseite des Controller-Moduls unterstiitzen, wahrend Sie es aus dem
Gehause schieben.

5. Setzen Sie die Abdeckung des Controller-Moduls auf eine stabile, flache Oberflache, driicken Sie die blaue
Taste auf der Abdeckung, schieben Sie die Abdeckung auf die Riickseite des Controller-Moduls, und
schwenken Sie sie dann nach oben und heben Sie sie vom Controller-Modul ab.



o Verriegelungstaste fir die Controllermodulabdeckung

Schritt 2: Verschieben Sie die Startmedien

Sie mussen das Bootmedium ausfindig machen und die Anweisungen befolgen, um es aus dem alten
Controller zu entfernen und in den neuen Controller einzufiigen.

1. Suchen Sie das Boot-Medium mithilfe der folgenden Abbildung oder der FRU-Zuordnung auf dem
Controller-Modul:

o Driicken Sie die Freigabelasche



e Boot-Medien

2. Driicken Sie die blaue Taste am Startmediengehause, um die Startmedien aus dem Gehause zu |6sen,
und ziehen Sie sie vorsichtig gerade aus der Buchse des Boot-Mediums heraus.

@ Drehen oder ziehen Sie die Boot-Medien nicht gerade nach oben, da dadurch der Sockel
oder das Boot-Medium beschadigt werden kann.

3. Bewegen Sie die Startmedien auf das neue Controller-Modul, richten Sie die Kanten des Startmediums am
Buchsengehause aus, und schieben Sie sie dann vorsichtig in die Buchse.

4. Uberprifen Sie die Startmedien, um sicherzustellen, dass sie ganz und ganz in der Steckdose sitzt.
Entfernen Sie gegebenenfalls die Startmedien, und setzen Sie sie wieder in den Sockel ein.

5. Dricken Sie die Startmedien nach unten, um die Verriegelungstaste am Startmediengehause zu betatigen.

Schritt 3: Verschieben Sie die System-DIMMs

Um die DIMMs zu bewegen, suchen und bewegen Sie sie vom alten Controller in den Ersatz-Controller und
befolgen Sie die entsprechenden Schritte.

Der VER2-Controller hat weniger DIMM-Sockel. Die Anzahl der unterstiitzten DIMMs wird nicht
reduziert oder die DIMM-Sockel-Nummerierung wird nicht geandert. Wenn Sie die DIMMs auf

@ das neue Controller-Modul verschieben, installieren Sie die DIMMs an derselben
Sockennummer/-Position wie das Controller-Modul fur beeintrachtigte Module. Informationen
zur Position des DIMM-Sockels finden Sie im FRU-Kartendiagramm auf dem VER2-Controller-
Modul.

1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.
2. Suchen Sie die DIMMs auf dem Controller-Modul.

3. Beachten Sie die Ausrichtung des DIMM-Moduls in den Sockel, damit Sie das DIMM-Modul in die richtige
Ausrichtung einsetzen kénnen.

4. Werfen Sie das DIMM aus dem Steckplatz, indem Sie die beiden DIMM-Auswerferlaschen auf beiden
Seiten des DIMM langsam auseinander dricken und dann das DIMM aus dem Steckplatz schieben.

@ Halten Sie das DIMM vorsichtig an den Randern, um Druck auf die Komponenten auf der
DIMM-Leiterplatte zu vermeiden.



° DIMM-Auswerferlaschen

9 DIMM

5. Suchen Sie den Steckplatz, in dem Sie das DIMM installieren.

6. Vergewissern Sie sich, dass sich die DIMM-Auswerferlaschen am Anschluss in der gedffneten Position
befinden und setzen Sie das DIMM-Auswerfer anschlieRend in den Steckplatz ein.

Das DIMM passt eng in den Steckplatz, sollte aber leicht einpassen. Falls nicht, richten Sie das DIMM-
Modul mit dem Steckplatz aus und setzen Sie es wieder ein.

(D Prifen Sie das DIMM visuell, um sicherzustellen, dass es gleichmafig ausgerichtet und
vollstandig in den Steckplatz eingesetzt ist.

7. Setzen Sie das DIMM-Modul in den Steckplatz ein.

Das DIMM passt eng in den Steckplatz, sollte aber leicht einpassen. Falls nicht, richten Sie das DIMM-
Modul mit dem Steckplatz aus und setzen Sie es wieder ein.

(D Prufen Sie das DIMM visuell, um sicherzustellen, dass es gleichmaRig ausgerichtet und
vollstdndig in den Steckplatz eingesetzt ist.

8. Driicken Sie vorsichtig, aber fest auf die Oberseite des DIMM, bis die Auswurfklammern tber den Kerben
an den Enden des DIMM einrasten.

9. Wiederholen Sie diese Schritte fur die Gbrigen DIMMs.

Schritt 4: Installieren Sie den Controller

Nachdem Sie die Komponenten in das Ersatzcontroller-Modul installiert haben, missen Sie das
Ersatzcontrollermodul im Systemgehause installieren und das Betriebssystem booten.



Bei HA-Paaren mit zwei Controller-Modulen im selben Chassis ist die Sequenz, in der Sie das Controller-

Modul installieren, besonders wichtig, da sie versucht, neu zu booten, sobald Sie es vollstandig im Chassis
einsetzen.

Moglicherweise wird die System-Firmware beim Booten des Systems aktualisiert. Diesen

Vorgang nicht abbrechen. Das Verfahren erfordert, dass Sie den Bootvorgang unterbrechen,

@ den Sie in der Regel jederzeit nach der entsprechenden Aufforderung durchfiihren kdnnen.
Wenn das System jedoch beim Booten der System die System-Firmware aktualisiert, miissen
Sie nach Abschluss der Aktualisierung warten, bevor Sie den Bootvorgang unterbrechen.

1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Wenn dies noch nicht geschehen ist, bringen Sie die Abdeckung am Controller-Modul wieder an.

3. Richten Sie das Ende des Controller-Moduls an der Offnung im Gehéuse aus, und driicken Sie dann
vorsichtig das Controller-Modul zur Hélfte in das System.

Animation - Controller installieren
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@ Setzen Sie das Controller-Modul erst dann vollstandig in das Chassis ein, wenn Sie dazu
aufgefordert werden.

4. Verkabeln Sie nur die Management- und Konsolen-Ports, sodass Sie auf das System zugreifen kénnen,
um die Aufgaben in den folgenden Abschnitten auszufihren.

10


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=099237f3-d7f2-4749-86e2-adf2000df53c

@ Sie schliel3en die Ubrigen Kabel spater in diesem Verfahren an das Controller-Modul an.

5. Fuhren Sie die Neuinstallation des Controller-Moduls durch:

a. Wenn Sie dies noch nicht getan haben, installieren Sie das Kabelverwaltungsgerat neu.

b. Driicken Sie das Controller-Modul fest in das Gehause, bis es auf die Mittelebene trifft und vollstandig
sitzt.

@ Beim Einschieben des Controller-Moduls in das Gehause keine tbermalige Kraft
verwenden, um Schaden an den Anschliissen zu vermeiden.

Das Controller-Modul beginnt zu booten, sobald es vollstandig im Gehause sitzt. Bereiten Sie sich darauf
vor, den Bootvorgang zu unterbrechen.

a. Drehen Sie den Kurvengriff des Steuermoduls in die verriegelte Position.

b. Unterbrechen Sie den Bootvorgang, indem Sie auf driicken Ctr1-C Wenn Sie sehen, driicken Sie
Strg-C flr das Startmend.

c. Wahlen Sie die Option zum Booten in LOADER aus.

Stellen Sie die Systemkonfiguration wieder her und
uberprifen Sie sie — ASA A900

Nach dem Austausch der Hardware Uberprufen Sie die Low-Level-Systemkonfiguration
des Ersatz-Controllers und konfigurieren das System nach Bedarf neu.

Schritt 1: Stellen Sie die Systemzeit ein und uberprifen Sie sie

Sie sollten die Uhrzeit und das Datum auf dem Ersatzcontroller-Modul gegen das gesunde Controller-Modul in
einem HA-Paar oder gegen einen zuverladssigen Zeitserver in einer eigenstandigen Konfiguration Gberprifen.
Wenn Zeit und Datum nicht Ubereinstimmen, missen Sie sie auf dem Ersatzcontroller-Modul zurlicksetzen, um
mogliche Ausfalle auf Clients aufgrund von Zeitunterschieden zu verhindern.

Uber diese Aufgabe
Es ist wichtig, dass Sie die Befehle in den Schritten auf den richtigen Systemen anwenden:

» Der Node Replacement ist der neue Node, der den beeintrachtigten Knoten im Rahmen dieses Verfahrens
ersetzt.

* Der Node Healthy ist der HA-Partner des Node Replacement.

Schritte

1. Wenn sich der Node Replacement nicht an der LOADER-Eingabeaufforderung befindet, halten Sie das
System an der LOADER-Eingabeaufforderung an.

2. Uberpriifen Sie auf dem Node Healthy die Systemzeit: cluster date show
Datum und Uhrzeit basieren auf der konfigurierten Zeitzone.

3. Prifen Sie an der LOADER-Eingabeaufforderung Datum und Uhrzeit auf dem Node Replacement: show
date

11



Datum und Uhrzeit werden in GMT angegeben.

4. Legen Sie bei Bedarf das Datum in GMT auf dem Ersatzknoten fest: set date mm/dd/yyyy
5. Stellen Sie bei Bedarf die Zeit in GMT auf dem Ersatzknoten ein: set time hh:mm:ss

6. Bestatigen Sie an der LOADER-Eingabeaufforderung Datum und Uhrzeit am Node Replacement: show
date

Datum und Uhrzeit werden in GMT angegeben.

Schritt 2: Uberpriifen und Einstellen des HA-Status des Controllers

Sie mussen die Uberprifen HA Status des Controller-Moduls und, falls erforderlich, aktualisieren Sie den Status
entsprechend lhrer Systemkonfiguration.

1. Uberpriifen Sie im Wartungsmodus des Ersatz-Controller-Moduls, ob alle Komponenten gleich angezeigt
werden HA Bundesland: ha-config show

lhr System befindet sich in... Der HA-Status fiir alle Komponenten solite...

Ein HA-Paar Hochverfligbarkeit

MetroCluster FC-Konfiguration mit mcc
vier oder mehr Nodes

Eine MetroCluster IP- Mccip
Konfiguration

2. Wenn der angezeigte Systemzustand des Controller-Moduls nicht mit der Systemkonfiguration
Ubereinstimmt, setzen Sie das ein HA Status fir das Controller-Modul: ha-config modify controller
ha-state

3. Wenn der angezeigte Systemzustand des Gehauses nicht mit der Systemkonfiguration Ubereinstimmt,
legen Sie den fest HA Status fiir das Chassis: ha-config modify chassis ha-state

Das System wieder auffinden - ASA A900

Setzen Sie das Ersatzverfahren fort, indem Sie die Speicher- und
Netzwerkkonsignationen neu verkabeln.

Schritt 1: Das System erneut einsetzen

Sie mussen die Speicher- und Netzwerkverbindungen des Controller-Moduls neu aufbauen.

Schritte
1. Das System neu auffiihren.

2. Uberpriifen Sie anhand von, ob die Verkabelung korrekt ist "Active 1Q Config Advisor".
a. Laden Sie Config Advisor herunter und installieren Sie es.

b. Geben Sie die Informationen fir das Zielsystem ein, und klicken Sie auf Daten erfassen.

12


https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor

c. Klicken Sie auf die Registerkarte Verkabelung, und tGberprifen Sie die Ausgabe. Stellen Sie sicher,
dass alle Festplatten-Shelfs angezeigt werden und alle Festplatten in der Ausgabe angezeigt werden.
So beheben Sie mogliche Verkabelungsprobleme.

d. Uberpriifen Sie die andere Verkabelung, indem Sie auf die entsprechende Registerkarte klicken und
dann die Ausgabe von Config Advisor Uberprufen.

Die Informationen zur System-ID und Festplattenzuordnung befinden sich im NVRAM-Modul,
@ das sich getrennt vom Controller-Modul in einem Modul befindet und vom Austausch des
Controller-Moduls nicht betroffen ist.

Schritt 2: Festplatten neu zuweisen

Wenn sich das Storage-System in einem HA-Paar befindet, wird die System-ID des neuen Controller-Moduls
automatisch den Festplatten zugewiesen, wenn die Riickgabe am Ende des Verfahrens stattfindet. Sie
mussen die Anderung der System-ID beim Booten des Controllers Replacement bestatigen und anschlieRend
tUberpriifen, ob die Anderung implementiert wurde.

Diese Vorgehensweise gilt nur fur Systeme, auf denen ONTAP in einem HA-Paar ausgefuhrt wird.

1. Wenn sich der Controller Replacement im Wartungsmodus befindet (zeigt das an *>
Eingabeaufforderung), beenden Sie den Wartungsmodus und gehen Sie zur LOADER-
Eingabeaufforderung: halt

2. Booten Sie an der LOADER-Eingabeaufforderung am Replacement-Controller den Controller, und geben
Sie ein y Wenn Sie aufgrund einer nicht Gbereinstimmenden System-ID aufgefordert werden, die System-
ID auBer Kraft zu setzen:boot ontap

3. Warten Sie, bis der waiting for giveback.. Die Meldung wird auf der Controller-Konsole
.Replacement‘ angezeigt und Uberpriifen Sie anschlieend vom gesunden Controller, ob die neue Partner-
System-ID automatisch zugewiesen wurde: storage failover show

In der Befehlsausgabe sollte eine Meldung angezeigt werden, dass sich die System-ID auf dem

beeintrachtigten Controller geéndert hat und die korrekten alten und neuen IDs angezeigt werden. Im
folgenden Beispiel wurde node2 ersetzt und hat eine neue System-ID von 151759706.

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node2 false System ID changed on

partner (0Old:

151759755, New:
151759706), In takeover

node?2 nodel = Waiting for giveback
(HA mailboxes)

4. Vergewissern Sie sich beim ordnungsgemalfen Controller, dass alle Corestapy gespeichert sind:

a. Andern Sie die erweiterte Berechtigungsebene: set -privilege advanced
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Sie kdnnen antworten Y Wenn Sie aufgefordert werden, den erweiterten Modus fortzusetzen. Die
Eingabeaufforderung fiir den erweiterten Modus wird angezeigt (*>).

b. Speichern von CoreDumps: system node run -node local-node-name partner savecore

c. Warten Sie, bis der Befehl savecore abgeschlossen ist, bevor Sie das Giveback ausgeben.

Sie kénnen den folgenden Befehl eingeben, um den Fortschritt des Befehls savecore zu tiberwachen:
system node run -node local-node-name partner savecore -s

d. Zuriick zur Administratorberechtigungsebene: set -privilege admin

5. Wenn lhr Storage- oder Volume Encryption-System konfiguriert ist, missen Sie die Funktionen flr Storage
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oder Volume Encryption mithilfe eines der folgenden Verfahren wiederherstellen: Je nachdem, ob Sie
integriertes oder externes Verschlisselungsmanagement verwenden:

o "Wiederherstellung der integrierten Verschllsselungsschlissel fur das Verschlisselungsmanagement”

o "Wiederherstellung der externen Verschlisselungsschlussel fur das Verschlisselungsmanagement”

. Geben Sie den Controller zurtick:

a. Geben Sie von dem ordnungsgemafen Controller den Storage des ersetzten Controllers wieder:
storage failover giveback -ofnode replacement node name

Der Replacement -Controller nimmt den Storage wieder in Anspruch und fihrt den Startvorgang durch.

Wenn Sie aufgrund einer nicht Ubereinstimmenden System-ID aufgefordert werden, die System-ID
aulder Kraft zu setzen, sollten Sie eingeben v.

@ Wenn das Ruckibertragung ein Vetorecht ist, kdnnen Sie erwagen, das Vetos aulRer
Kraft zu setzen.

Weitere Informationen finden Sie im "Manuelle Giveback-Befehle" Thema, um das Veto zu Uberschreiben.

a. Nachdem das Giveback abgeschlossen ist, bestatigen Sie, dass das HA-Paar sich gesund befindet
und ein Takeover moglich ist: storage failover show

Die Ausgabe von der storage failover show Befehl sollte nicht die in der Partnernachricht
geanderte System-ID enthalten.

. Uberpriifen Sie, ob die Festplatten ordnungsgemaR zugewiesen wurden: storage disk show

-ownership

Die Festplatten, die zum Controller Replacement gehoren, sollten die neue System-ID anzeigen. Im
folgenden Beispiel zeigen die Festplatten von node1 jetzt die neue System-ID, 1873775277:


https://docs.netapp.com/us-en/ontap/encryption-at-rest/restore-onboard-key-management-encryption-keys-task.html
https://docs.netapp.com/us-en/ontap/encryption-at-rest/restore-external-encryption-keys-93-later-task.html
https://docs.netapp.com/us-en/ontap/high-availability/ha_manual_giveback.html#if-giveback-is-interrupted

nodel> “storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0O 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0_ 1 nodel nodel 1873775277 1873775277 -

1873775277 Pool0

8. Wenn sich das System in einer MetroCluster-Konfiguration befindet, iberwachen Sie den Status des

10.

Controllers: metrocluster node show

Die MetroCluster-Konfiguration dauert einige Minuten nach dem Austausch und kehrt in den normalen
Zustand zuriick. Zu diesem Zeitpunkt zeigt jeder Controller einen konfigurierten Status mit aktivierter DR-
Spiegelung und einem normalen Modus an. In der Befehlsausgabe des Befehls ,MetroCluster Node
show -fields Node-systemid” wird die alte System-ID angezeigt, bis die MetroCluster-Konfiguration
in den normalen Zustand zurtickkehrt.

. Wenn der Controller in einer MetroCluster-Konfiguration befindet, Gberprifen Sie abhangig vom Status des

MetroCluster, ob im Feld fir die DR-Home-ID der urspriingliche Eigentiimer der Festplatte angezeigt wird,
wenn der urspriingliche Eigentiimer ein Controller am Disaster-Standort ist.

Dies ist erforderlich, wenn beide der folgenden Werte erflillt sind:

> Die MetroCluster Konfiguration befindet sich in einem Switchover-Zustand.

o Der Controller Replacement ist der aktuelle Besitzer der Festplatten am Notfallstandort.

Weitere Informationen finden Sie unter "Anderungen am Festplattenbesitz wahrend HA Takeover und
MetroCluster Switchover in einer MetroCluster Konfiguration mit vier Nodes" Thema:

Wenn sich das System in einer MetroCluster-Konfiguration befindet, vergewissern Sie sich, dass jeder
Controller konfiguriert ist: metrocluster node show - fields configuration-state
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https://docs.netapp.com/us-en/ontap-metrocluster/manage/concept_understanding_mcc_data_protection_and_disaster_recovery.html#disk-ownership-changes-during-ha-takeover-and-metrocluster-switchover-in-a-four-node-metrocluster-configuration
https://docs.netapp.com/us-en/ontap-metrocluster/manage/concept_understanding_mcc_data_protection_and_disaster_recovery.html#disk-ownership-changes-during-ha-takeover-and-metrocluster-switchover-in-a-four-node-metrocluster-configuration

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

11. Vergewissern Sie sich, dass die erwarteten Volumes fiir jeden Controller vorhanden sind: vol show
-node node-name

12. Wenn Sie die automatische Ubernahme beim Neustart deaktiviert haben, aktivieren Sie sie vom gesunden
Controller: storage failover modify -node replacement-node-name -onreboot true

Vollstandige Systemwiederherstellung - ASA A900

Um den Ersatzvorgang abzuschlie3en und den Betrieb des Systems wiederherzustellen,
mussen Sie den Storage erneut herstellen, die NetApp Storage Encryption Konfiguration
(falls erforderlich) wiederherstellen und die Lizenzen fur den neuen Controller installieren.
Vor der Wiederherstellung des Systembetriebs mussen Sie eine Reihe von Aufgaben
ausfuhren.

Schritt 1: Installieren Sie die Lizenzen fiir den neuen Controller

Sie mussen neue Lizenzen fur den Node Replacement installieren, wenn der beeintrachtigte Knoten ONTAP-
Funktionen verwendete, die eine Standard-Lizenz (Node-locked) erfordern. Bei Standardlizenzen sollte jeder
Node im Cluster Uber seinen eigenen Schlussel fur die Funktion verfiigen.

Bevor Sie beginnen

Wenn auf lhrem System zunachst ONTAP 9.10.1 oder héher ausgefuhrt wurde, gehen Sie wie in beschrieben
"Post-Motherboard-Austauschprozess zur Aktualisierung der Lizenzierung auf ONTAP-Plattformen"vor. Wenn
Sie sich nicht sicher sind, wie die erste ONTAP-Version fir Ihr System ist, finden Sie weitere Informationen
unter"NetApp Hardware Universe".

Uber diese Aufgabe

» Bis Sie Lizenzschlissel installieren, sind Funktionen, fir die Standardlizenzen erforderlich sind, weiterhin
fur den Node Replacement verfugbar. Wenn der beeintrachtigte Knoten jedoch der einzige Node im Cluster
war, der eine Lizenz fir die Funktion besitzt, sind keine Konfigurationsanderungen an der Funktion
zulassig.

Durch die Verwendung nicht lizenzierter Funktionen auf dem Knoten kdnnen Sie méglicherweise nicht mit

Ihrer Lizenzvereinbarung einverstanden sein. Sie sollten daher den Ersatzlizenzschlissel oder die
Schlissel so schnell wie méglich auf dem Node Replacement installieren.
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https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/Post_Motherboard_Replacement_Process_to_update_Licensing_on_a_AFF_FAS_system#Internal_Notes^
https://hwu.netapp.com

* Die Lizenzschlissel missen im 28-stelligen Format vorliegen.

+ Sie haben eine 90-Tage-Nachfrist zur Installation der Lizenzschlissel. Nach Ablauf der Frist werden alle
alten Lizenzen unglltig. Nachdem ein gultiger LizenzschlUssel installiert wurde, haben Sie 24 Stunden
Zeit, um alle Schlissel zu installieren, bevor die Kulanzzeit endet.

* Wenn sich der Node in einer MetroCluster-Konfiguration befindet und alle Nodes an einem Standort ersetzt

wurden, mussen vor dem Wechsel die Lizenzschlissel auf dem Node Replacement oder den Nodes
installiert werden.

Schritte

1

. Wenn Sie neue Lizenzschllssel bendtigen, holen Sie sich die Ersatzlizenz auf dem "NetApp Support
Website" Im Abschnitt ,My Support” unter ,Software-Lizenzen®.

Die neuen Lizenzschlissel, die Sie bendtigen, werden automatisch generiert und an die E-
Mail-Adresse in der Datei gesendet. Wenn Sie die E-Mail mit den Lizenzschlissel nicht
innerhalb von 30 Tagen erhalten, sollten Sie sich an den technischen Support wenden.

2. Installieren Sie jeden Lizenzschlissel: system license add -license-code license-key,

license-key...

3. Entfernen Sie ggdf. die alten Lizenzen:

a. Suchen Sie nach nicht verwendeten Lizenzen: 1icense clean-up -unused -simulate

b. Wenn die Liste korrekt aussieht, entfernen Sie die nicht verwendeten Lizenzen: 1icense clean-up

-unused

Schritt 2: LIFs uUberpriufen und die Seriennummer registrieren

Bevor Sie den Node Replacement zum Service zurticksenden, sollten Sie Uberprifen, ob sich die LIFs auf
ihren Home-Ports befinden, und bei aktiviertem AutoSupport die Seriennummer des Node Replacement

re

gistrieren.

Schritte

1.

Vergewissern Sie sich, dass die logischen Schnittstellen ihnrem Home-Server und ihren Ports
Berichterstellung: network interface show -is-home false

Wenn eine der LIFs als falsch aufgefihrt ist, stellen Sie sie auf ihre Home-Ports zuriick: network
interface revert -vserver * -1if *

2. Registrieren Sie die Seriennummer des Systems beim NetApp Support.

o Wenn AutoSupport aktiviert ist, senden Sie eine AutoSupport Nachricht, um die Seriennummer zu
registrieren.

o Wenn AutoSupport nicht aktiviert ist, rufen Sie an "NetApp Support" Um die Seriennummer zu
registrieren.

3. Uberprifen Sie den Zustand Ihres Clusters. Weitere Informationen finden Sie im "So filhren Sie eine

Cluster-Integritatsprifung mit einem Skript in ONTAP durch" KB-Artikel.

4. Wenn ein AutoSupport-Wartungsfenster ausgelost wurde, beenden Sie das Fenster mit. Verwenden Sie

dazu die system node autosupport invoke -node * -type all -message MAINT=END
Befehl.

5. Wenn die automatische Ricklbertragung deaktiviert wurde, aktivieren Sie sie erneut: storage

failover modify -node local -auto-giveback true
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https://mysupport.netapp.com/site/global/dashboard
https://mysupport.netapp.com/site/global/dashboard
https://mysupport.netapp.com
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP

Schritt 3: Senden Sie das fehlgeschlagene Teil an NetApp zuriick

Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an NetApp
zurlck. "Ruckgabe und Austausch von Teilen"Weitere Informationen finden Sie auf der Seite.
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