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1/0-Modul

Ubersicht zur Wartung der E/A-Module — AFF C30 und AFF
C60

Die Speichersysteme AFF C30 und AFF C60 bieten Flexibilitat bei der Erweiterung oder
dem Austausch von E/A-Modulen zur Verbesserung der Netzwerkkonnektivitat und
-leistung. Das Hinzufugen, Hot-Swapping oder der Austausch eines E/A-Moduls ist
unerlasslich, wenn Sie die Netzwerkkapazitat erweitern oder ein ausgefallenes Modul
reparieren mochten.

Sie konnen ein ausgefallenes E/A-Modul in lhrem Speichersystem durch ein E/A-Modul desselben Typs oder
durch ein anderes ersetzen. Sie kdnnen Cluster- und HA-E/A-Module im laufenden Betrieb austauschen, wenn
Ihr Speichersystem bestimmte Anforderungen erflllt. Sie knnen einem Speichersystem mit freien
Steckplatzen auch ein E/A-Modul hinzuflgen.

* "Fligen Sie ein I/O-Modul hinzu"

Durch das Hinzufiigen zusatzlicher I/O-Module kann die Redundanz verbessert werden, wodurch
sichergestellt wird, dass das Speichersystem auch bei Ausfall eines 1/0-Moduls betriebsbereit bleibt.

* "Hot-Swap eines 1/0O-Moduls"

Sie kénnen bestimmte E/A-Module im Hot-Swap-Verfahren gegen ein gleichwertiges E/A-Modul
austauschen, um das Speichersystem wieder in seinen optimalen Betriebszustand zu versetzen. Hot-Swap
erfolgt, ohne dass eine manuelle Ubernahme durchgefiinrt werden muss.

Um dieses Verfahren zu verwenden, muss auf lhrem Speichersystem ONTAP 9.17.1 oder héher
ausgefiihrt werden und bestimmte Systemanforderungen erflllen.

"Ersetzen Sie ein E/A-Modul"

Durch das Ersetzen eines fehlerhaften 1/0-Moduls kann das Speichersystem wieder in den optimalen
Betriebszustand versetzt werden.

Fugen Sie ein E/A-Modul hinzu - AFF C30 und AFF C60

Fugen Sie lhrem AFF C30- oder AFF C60-Speichersystem ein E/A-Modul hinzu, um die
Netzwerkkonnektivitat zu verbessern und die Fahigkeit lhres Systems zur Verarbeitung
des Datenverkehrs zu erweitern.

Sie kénnen Ihrem AFF C30- und AFF C60-Speichersystem ein 1/0-Modul hinzufligen, wenn Steckplatze
verfugbar sind oder wenn alle Steckplatze vollstandig belegt sind.

Uber diese Aufgabe

Bei Bedarf kdnnen Sie die LEDs des Speichersystems (blau) einschalten, um das betroffene Speichersystem
physisch zu lokalisieren. Melden Sie sich Uber SSH bei der BMC an und geben Sie den Befehl ein system
location-led on.

Ein Speichersystem verfligt Uber drei Standort-LEDs: Eine auf dem Bedienfeld und eine auf jedem Controller.



Die Standort-LEDs leuchten 30 Minuten lang.
Sie kénnen sie deaktivieren, indem Sie den Befehl eingeben system location-led off. Wenn Sie sich

nicht sicher sind, ob die LEDs leuchten oder nicht, kdnnen Sie ihren Status Uberprifen, indem Sie den Befehl
eingeben system location-led show.

Schritt 1: Schalten Sie das Controller-Modul fiir die gestorte Steuerung aus



Option 1: Die meisten Systeme

Um den beeintrachtigten Controller herunterzufahren, missen Sie den Status des Controllers bestimmen
und gegebenenfalls den Controller tbernehmen, damit der gesunde Controller weiterhin Daten aus dem
beeintrachtigten Reglerspeicher bereitstellen kann.

Uber diese Aufgabe

* Wenn Sie Uber ein SAN-System verfligen, missen Sie Event-Meldungen ) flr den beeintrachtigten
Controller SCSI Blade Uberpriift haben cluster kernel-service show. Mitdem cluster
kernel-service show Befehl (im erweiterten Modus von priv) werden der Knotenname, der Node,
der Verfugbarkeitsstatus dieses Node und der Betriebsstatus dieses Node angezeigt"Quorum-Status”.

Jeder Prozess des SCSI-Blades sollte sich im Quorum mit den anderen Nodes im Cluster befinden.
Probleme missen behoben werden, bevor Sie mit dem Austausch fortfahren.

» Wenn Sie uber ein Cluster mit mehr als zwei Nodes verfligen, muss es sich im Quorum befinden.
Wenn sich das Cluster nicht im Quorum befindet oder ein gesunder Controller FALSE anzeigt, um die
Berechtigung und den Zustand zu erhalten, miissen Sie das Problem korrigieren, bevor Sie den
beeintrachtigten Controller herunterfahren; siehe "Synchronisieren eines Node mit dem Cluster".

Schritte

1. Wenn AutoSupport aktiviert ist, unterdriicken Sie die automatische Erstellung eines Cases durch
Aufrufen einer AutoSupport Meldung:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

Die folgende AutoSupport Meldung unterdriickt die automatische Erstellung von Cases flr zwei
Stunden:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h
2. Automatische Rickgabe deaktivieren:

a. Geben Sie den folgenden Befehl von der Konsole des fehlerfreien Controllers ein:
storage failover modify -node impaired node name -auto-giveback false

b. Eingeben y wenn die Eingabeaufforderung Méchten Sie die automatische Riickgabe
deaktivieren? angezeigt wird

3. Nehmen Sie den beeintrachtigten Controller zur LOADER-Eingabeaufforderung:
Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Die LOADER- Fahren Sie mit dem nachsten Schritt fort.
Eingabeaufforderung

Warten auf Giveback... Driicken Sie Strg-C, und antworten Sie dann y Wenn Sie dazu
aufgefordert werden.


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Eingabeaufforderung fir das Ubernehmen oder stoppen Sie den beeintréachtigten Regler von
System oder Passwort der gesunden Steuerung:

storage failover takeover -ofnode
impaired node name -halt true

Der Parameter -stop true fihrt Sie zur Loader-
Eingabeaufforderung.

Option 2: MetroCluster-Konfiguration

Um den beeintrachtigten Controller herunterzufahren, missen Sie den Status des Controllers bestimmen
und gegebenenfalls den Controller Gbernehmen, damit der gesunde Controller weiterhin Daten aus dem
beeintrachtigten Reglerspeicher bereitstellen kann.

» Wenn Sie uber ein Cluster mit mehr als zwei Nodes verfliigen, muss es sich im Quorum befinden.
Wenn sich das Cluster nicht im Quorum befindet oder ein gesunder Controller FALSE anzeigt, um die
Berechtigung und den Zustand zu erhalten, missen Sie das Problem korrigieren, bevor Sie den
beeintrachtigten Controller herunterfahren; siehe "Synchronisieren eines Node mit dem Cluster".

» Sie missen bestatigt haben, dass der MetroCluster-Konfigurationsstatus konfiguriert ist und sich die
Knoten in einem aktivierten und normalen Zustand befinden:

metrocluster node show

Schritte

1. Wenn AutoSupport aktiviert ist, unterdriicken Sie die automatische Erstellung eines Cases durch
Aufrufen einer AutoSupport Meldung:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

Die folgende AutoSupport Meldung unterdriickt die automatische Erstellung von Cases fur zwei
Stunden:

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Automatische Rickgabe deaktivieren:

a. Geben Sie den folgenden Befehl von der Konsole des fehlerfreien Controllers ein:
storage failover modify -node local -auto-giveback false

b. Eingeben y wenn die Eingabeaufforderung Méchten Sie die automatische Riickgabe
deaktivieren? angezeigt wird

3. Nehmen Sie den beeintrachtigten Controller zur LOADER-Eingabeaufforderung:


https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Die LOADER- Gehen Sie zum néachsten Abschnitt.
Eingabeaufforderung

Warten auf Giveback... Driicken Sie Strg-C, und antworten Sie dann y Wenn Sie dazu
aufgefordert werden.

Eingabeaufforderung des Ubernehmen oder stoppen Sie den beeintrachtigten Regler von

Systems oder Passwort der gesunden Steuerung:

(Systempasswort eingeben)
storage failover takeover -ofnode
impaired node name -halt true

Der Parameter -stop true fuhrt Sie zur Loader-
Eingabeaufforderung.

Schritt 2: Fugen Sie das neue E/A-Modul hinzu

Wenn das Speichersystem Uber freie Steckplatze verfigt, installieren Sie das neue 1/O-Modul in einem der
verfligbaren Steckplatze. Wenn alle Steckplatze belegt sind, entfernen Sie ein vorhandenes E/A-Modul, um
Platz zu schaffen, und installieren Sie dann das neue.

Bevor Sie beginnen

« Uberpriifen Sie die "NetApp Hardware Universe" und stellen Sie sicher, dass das neue 1/0-Modul mit lhrem
Storage-System und Ihrer Version von ONTAP kompatibel ist.

» Wenn mehrere Steckplatze verflgbar sind, Uberprifen Sie die Steckplatzprioritaten in "NetApp Hardware
Universe" Und verwenden Sie die beste fiir lhr I/O-Modul verfliigbare Lésung.

+ Alle anderen Komponenten des Speichersystems missen ordnungsgemalf funktionieren. Falls nicht,
wenden Sie sich an "NetApp Support", bevor Sie mit diesem Verfahren fortfahren.


https://hwu.netapp.com/
https://hwu.netapp.com/
https://hwu.netapp.com/
https://mysupport.netapp.com/site/global/dashboard

Fiigen Sie ein E/A-Modul zu einem verfiigbaren Steckplatz hinzu
Sie kdnnen ein neues I/0-Modul zu einem Speichersystem mit verfigbaren Steckplatzen hinzufligen.

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Entfernen Sie auf dem aulder Betrieb genommenen Controller das E/A-Blindmodul aus dem
Zielsteckplatz.

Ungenutzte I/O-Steckplatze sollten mit einem Blindmodul ausgestattet sein, um mdgliche thermische
Probleme zu vermeiden und die EMV-Konformitat zu gewahrleisten.

0 Drehen Sie am E/A-Blindmodul die Flligelschraube gegen den Uhrzeigersinn,
um sie zu lésen.

9 Ziehen Sie das E/A-Blindmodul mit der Lasche links und der Randelschraube
aus dem Controller.

3. Installieren Sie das neue E/A-Modul:
a. Richten Sie das E/A-Modul an den Kanten der Offnung des Controller-Steckplatzes aus.

b. Dricken Sie das E/A-Modul vorsichtig bis zum Steckplatz, und achten Sie darauf, dass das Modul
ordnungsgemal’ in den Anschluss eingesetzt wird.

Sie kénnen die Lasche auf der linken Seite und die Fligelschraube verwenden, um das E/A-
Modul einzudricken.

c. Drehen Sie die Randelschraube im Uhrzeigersinn, um sie festzuziehen.

4. Verkabeln Sie das E/A-Modul mit den vorgesehenen Geraten.

Wenn Sie ein Speicher-I/0O-Modul installiert haben, installieren und verkabeln Sie die NS224-Shelfs,
wie unter beschrieben "Hot-Add-Workflow".

5. Starten Sie den beeintrachtigten Controller ber die Loader-Eingabeaufforderung neu: bye

Durch einen Neustart des auller Betrieb genommenen Controllers werden auch die E/A-Module und


https://docs.netapp.com/us-en/ontap-systems/ns224/hot-add-shelf-overview.html

andere Komponenten neu initialisiert.

6. Stellen Sie den funktionsbeeintrachtigten Controller wieder in den Normalbetrieb ein, indem Sie den
Speicher zurtickgeben:

storage failover giveback -ofnode impaired node name.

7. Wiederholen Sie diese Schritte, um dem anderen Controller ein 1/O-Modul hinzuzufigen.

8. Automatisches Giveback von der Konsole des funktionstlichtigen Controllers wiederherstellen:
storage failover modify -node local -auto-giveback true

9. Wenn AutoSupport aktiviert ist, stellen Sie die automatische Fallerstellung wieder her (heben Sie die
Unterdriickung auf):

system node autosupport invoke -node * -type all -message MAINT=END

Hinzufiigen eines E/A-Moduls zu einem vollstandig bestiickten System

Sie kdnnen ein E/A-Modul zu einem vollstandig bestlickten System hinzufligen, indem Sie ein
vorhandenes E/A-Modul entfernen und ein neues an dessen Stelle installieren.

Uber diese Aufgabe

Stellen Sie sicher, dass Sie die folgenden Szenarien kennen, um ein neues 1/0O-Modul zu einem
vollstandig bestlckten System hinzuzuflgen:

Szenario Handeln erforderlich

NIC zu NIC (gleiche Anzahl von  Die LIFs werden automatisch migriert, wenn das Controller-Modul

Ports) heruntergefahren wird.

NIC zu NIC (unterschiedliche Weisen Sie die ausgewahlten LIFs dauerhaft einem anderen Home
Anzahl von Ports) Port zu. Weitere Informationen finden Sie unter "Migrieren eines LIF"
NIC zu Speicher-1/O-Modul Verwenden Sie System Manager, um die LIFs dauerhaft zu

verschiedenen Home Ports zu migrieren, wie in beschrieben
"Migrieren eines LIF".

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Ziehen Sie am Controller fur beeintrachtigte Stérungen alle Kabel des Ziel-E/A-Moduls ab.

3. Entfernen Sie das Ziel-1/O-Modul vom Controller:


https://docs.netapp.com/ontap-9/topic/com.netapp.doc.onc-sm-help-960/GUID-208BB0B8-3F84-466D-9F4F-6E1542A2BE7D.html
https://docs.netapp.com/ontap-9/topic/com.netapp.doc.onc-sm-help-960/GUID-208BB0B8-3F84-466D-9F4F-6E1542A2BE7D.html

0 Drehen Sie die Fllgelschraube des E/A-Moduls gegen den Uhrzeigersinn, um
sie zu l6sen.

9 Ziehen Sie das E/A-Modul mithilfe der Anschlusslasche links und der
Randelschraube aus dem Controller.

4. Installieren Sie das neue E/A-Modul im Zielsteckplatz:
a. Richten Sie das E/A-Modul an den Kanten des Schlitzes aus.

b. Dricken Sie das E/A-Modul vorsichtig bis zum Steckplatz, und achten Sie darauf, dass das Modul
ordnungsgemal in den Anschluss eingesetzt wird.

Sie kdnnen die Lasche auf der linken Seite und die Fligelschraube verwenden, um das E/A-
Modul einzudricken.

c. Drehen Sie die Randelschraube im Uhrzeigersinn, um sie festzuziehen.

5. Verkabeln Sie das E/A-Modul mit den vorgesehenen Geraten.

Wenn Sie ein Speicher-1/0O-Modul installiert haben, installieren und verkabeln Sie die NS224-Shelfs,
wie unter beschrieben "Hot-Add-Workflow".

6. Wiederholen Sie die Schritte Entfernen und Installieren des E/A-Moduls, um zuséatzliche E/A-Module
im Controller hinzuzufligen.

7. Starten Sie den fehlerhaften Controller Uber die LOADER-Eingabeaufforderung neu:
bye

Durch einen Neustart des auller Betrieb genommenen Controllers werden auch die E/A-Module und
andere Komponenten neu initialisiert.

8. Stellen Sie den funktionsbeeintrachtigten Controller wieder in den Normalbetrieb ein, indem Sie den
Speicher zurlickgeben:

storage failover giveback -ofnode impaired node name

9. Automatisches Giveback von der Konsole des funktionstlichtigen Controllers wiederherstellen:


https://docs.netapp.com/us-en/ontap-systems/ns224/hot-add-shelf-overview.html

storage failover modify -node local -auto-giveback true

10. Wenn AutoSupport aktiviert ist, stellen Sie die automatische Fallerstellung wieder her (heben Sie die
Unterdriickung auf):

system node autosupport invoke -node * -type all -message MAINT=END

11. Wenn Sie ein NIC-Modul installiert haben, geben Sie den Nutzungsmodus fiir jeden Port als Netzwerk
an:

storage port modify -node node name -port port name -mode network

12. Wiederholen Sie diese Schritte fiir den anderen Controller.

Hot-Swap eines 1/0-Moduls — AFF C30 und AFF C60

Sie konnen ein Ethernet-E/A-Modul in Inrem AFF C30 oder AFF C60-Speichersystem per
Hot-Swap austauschen, wenn ein Modul ausfallt und Ihr Speichersystem alle ONTAP-
Versionserfordernisse erfullt.

Um ein E/A-Modul per Hot-Swap auszutauschen, stellen Sie sicher, dass lhr Speichersystem die ONTAP-
Versionsanforderungen erfllt, bereiten Sie Ihr Speichersystem und das E/A-Modul vor, fihren Sie den Hot-
Swap des defekten Moduls durch, nehmen Sie das Ersatzmodul in Betrieb, stellen Sie den normalen Betrieb
des Speichersystems wieder her und senden Sie das defekte Modul an NetApp zurtck.

Uber diese Aufgabe
» Hot-Swap des E/A-Moduls bedeutet, dass Sie kein manuelles Takeover durchflihren missen, bevor Sie
das ausgefallene E/A-Modul ersetzen.

* Wenden Sie die Befehle auf den richtigen Controller und den richtigen E/A-Steckplatz an, wenn Sie das
E/A-Modul im Hot-Swap-Verfahren austauschen:

o Der beeintréchtigte Controller ist der Controller, an dem Sie das I/O-Modul im laufenden Betrieb
austauschen.

o Der gesunde Controller ist der HA-Partner des beeintrachtigten Controllers.

 Sie kénnen die Standort-LEDs (blau) des Speichersystems einschalten, um das betroffene Speichersystem
leichter zu finden. Melden Sie sich mit SSH beim BMC an und geben Sie den system location-led
on Befehl ein.

Ein Speichersystem verfligt Uber drei Standort-LEDs: Eine auf dem Bedienfeld und eine auf jedem
Controller. Die Standort-LEDs leuchten 30 Minuten lang.

Sie kdnnen sie deaktivieren, indem Sie den Befehl eingeben system location-led off. Wenn Sie
sich nicht sicher sind, ob die LEDs leuchten oder nicht, kbnnen Sie ihren Status Uberprifen, indem Sie den
Befehl eingeben system location-led show

Schritt 1: Sicherstellen, dass das Speichersystem die Verfahrensanforderungen
erfillt

Um dieses Verfahren anzuwenden, muss auf Ihrem Speichersystem ONTAP 9.17.1 oder héher ausgefuhrt
werden, und Ihr Speichersystem muss alle Anforderungen fiir die Version von ONTAP erfiillen, die auf lhrem
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Speichersystem ausgeflihrt wird.

Wenn auf lhrem Speichersystem nicht ONTAP 9.17.1 oder hdher lauft oder es nicht alle

@ Anforderungen fir die Version von ONTAP erflillt, auf der Ihr Speichersystem lauft, kdnnen Sie

dieses Verfahren nicht verwenden, Sie missen das "Vorgehensweise zum Ersetzen eines E/A-
Moduls" verwenden.



ONTAP 9.17.1 oder 9.18.1RC

+ Sie fUhren einen Hot-Swap eines ausgefallenen Cluster- und HA-E/A-Moduls in Steckplatz 4 mit
einem gleichwertigen E/A-Modul durch. Sie kénnen den Typ des E/A-Moduls nicht andern.

* Der Controller mit dem ausgefallenen Cluster- und HA-I/O-Modul (der beeintrachtigte Controller)
muss den gesunden Partner-Controller bereits Ubernommen haben. Das Takeover sollte automatisch
erfolgt sein, wenn das 1/O-Modul ausgefallen ist.

Bei Clustern mit zwei Knoten kann das Speichersystem nicht feststellen, welcher Controller das
ausgefallene E/A-Modul besitzt, sodass entweder Controller die Ubernahme einleiten kénnte. Hot-
Swap wird nur unterstutzt, wenn der Controller mit dem ausgefallenen E/A-Modul (der beeintrachtigte
Controller) das Takeover Uber den gesunden Controller durchgefihrt hat. Das Hot-Swap des E/A-
Moduls ist die einzige Mdglichkeit, eine Wiederherstellung ohne Ausfall zu erreichen.

Sie kdnnen Uberprifen, ob der beeintrachtigte Controller den fehlerfreien Controller erfolgreich
Ubernommen hat, indem Sie Folgendes eingeben: storage failover show Befehl.

Wenn Sie nicht sicher sind, bei welchem Controller sich das fehlerhafte E/A-Modul befindet, wenden
Sie sich an "NetApp Support".

* Ihre Speichersystemkonfiguration darf nur tGber ein Cluster- und HA-E/A-Modul in Steckplatz 4
verfiigen, nicht Uber zwei Cluster- und HA-E/A-Module.

* |hr Speichersystem muss eine Clusterkonfiguration mit zwei Knoten (ohne oder mit Switch) sein.
+ Alle anderen Komponenten des Speichersystems missen ordnungsgemalf funktionieren. Falls nicht,
wenden Sie sich an "NetApp Support", bevor Sie mit diesem Verfahren fortfahren.

ONTAP 9.18.1GA oder héher

« Sie fihren einen Hot-Swap eines Ethernet-E/A-Moduls in einem beliebigen Steckplatz mit beliebiger
Portkombination fur Cluster, HA und Client gegen ein gleichwertiges E/A-Modul durch. Sie kénnen
den Typ des E/A-Moduls nicht andern.

Ethernet-1/0-Module mit Ports, die fir Speicher oder MetroCluster verwendet werden, sind nicht Hot-
Swap-fahig.

* lhr Speichersystem (schalterlose oder geschaltete Clusterkonfiguration) kann jede fur Ihr
Speichersystem unterstiitzte Anzahl von Knoten haben.

* Alle Knoten im Cluster mussen die gleiche ONTAP Version (ONTAP 9.18.1GA oder héher) ausfiihren
oder unterschiedliche Patch-Level derselben ONTAP Version ausfihren.

Wenn auf den Knoten in lhrem Cluster unterschiedliche ONTAP Versionen ausgeflhrt werden,
handelt es sich um ein Cluster mit gemischten Versionen, und Hot-Swap eines E/A-Moduls wird nicht
unterstitzt.

* Die Controller in Inrem Speichersystem kdnnen sich in einem der folgenden Zustande befinden:

> Beide Controller kdnnen aktiv sein und 1/0O ausflihren (Daten bereitstellen).

o Jeder Controller kann sich im Takeover-Zustand befinden, wenn das Takeover durch das
ausgefallene E/A-Modul verursacht wurde und die Controller ansonsten ordnungsgemaf
funktionieren.

In bestimmten Situationen kann ONTAP aufgrund eines ausgefallenen E/A-Moduls automatisch
ein Takeover eines der beiden Controller durchfihren. Wenn beispielsweise das ausgefallene
E/A-Modul alle Cluster-Ports enthielt (alle Cluster-Verbindungen dieses Controllers ausfallen),


https://mysupport.netapp.com/site/global/dashboard
https://mysupport.netapp.com/site/global/dashboard

fuhrt ONTAP automatisch ein Takeover durch.

+ Alle anderen Komponenten des Speichersystems missen ordnungsgemalf funktionieren. Falls nicht,
wenden Sie sich an "NetApp Support", bevor Sie mit diesem Verfahren fortfahren.

Schritt 2: Bereiten Sie das Speichersystem und den Steckplatz fur das 1/0-Modul
vor

Bereiten Sie das Speichersystem und den Steckplatz fiir das E/A-Modul so vor, dass das defekte E/A-Modul
sicher entfernt werden kann:

Schritte
1. Richtig gemahlen.

2. Ziehen Sie die Kabel vom defekten E/A-Modul ab.

Beschriften Sie die Kabel, damit Sie sie spater in diesem Verfahren wieder an die gleichen Anschlisse
anschlielen konnen.

Das E/A-Modul sollte ausgefallen sein (die Ports sollten sich im Link-down-Status befinden);
wenn die Verbindungen jedoch noch aktiv sind und den letzten funktionierenden Cluster-
@ Port enthalten, 16st das Abziehen der Kabel ein automatisches Takeover aus.

Warten Sie funf Minuten nach dem Abziehen der Kabel, um sicherzustellen, dass alle
Takeover oder LIF-Failover abgeschlossen sind, bevor Sie mit diesem Verfahren fortfahren.

3. Wenn AutoSupport aktiviert ist, unterdriicken Sie die automatische Erstellung eines Cases durch Aufrufen
einer AutoSupport Meldung:

system node autosupport invoke -node * -type all -message MAINT=<number of
hours down>h

Beispielsweise unterdrickt die folgende AutoSupport Meldung die automatische Fallerstellung fir zwei
Stunden:

node2::> system node autosupport invoke -node * -type all -message MAINT=2h

4. Je nach Version von ONTAP, die lhr Speichersystem ausfihrt, und dem Status der Controller deaktivieren
Sie das automatische Giveback:
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ONTAP-Version Wenn... Dann...

9.17.1 oder Wenn der beeintrachtigte Automatische Ruckgabe deaktivieren:

9.18.1RC Controller den gesunden
Controller automatisch a. Geben Sie den folgenden Befehl von der
Ubernommen hat Konsole des beeintrachtigten Controllers ein

storage failover modify -node local
-auto-giveback false

b. Eingeben y wenn die Eingabeaufforderung
Mobchten Sie die automatische Riickgabe
deaktivieren? angezeigt wird

9.18.1GA oder Wenn einer der beiden Controller Automatische Riickgabe deaktivieren:
spater automatisch das Takeover seines
Partners durchfihrte a. Geben Sie den folgenden Befehl in der Konsole
des Controllers ein, der die Steuerung seines
Partners Glbernommen hat:

storage failover modify -node local
-—auto-giveback false

b. Eingeben y wenn die Eingabeaufforderung
Mobchten Sie die automatische Riickgabe
deaktivieren? angezeigt wird

9.18.1GA oder Beide Controller sind Fahren Sie mit dem nachsten Schritt fort.
spater betriebsbereit und fliihren E/A aus
(liefern Daten)

5. Bereiten Sie das defekte E/A-Modul fur die Entfernung vor, indem Sie es aulder Betrieb nehmen und
ausschalten:
a. Geben Sie den folgenden Befehl ein:

system controller slot module remove -node impaired node name -slot
slot number

b. Eingeben y wenn die Eingabeaufforderung Méchten Sie fortfahren? angezeigt wird
Beispielsweise bereitet der folgende Befehl das defekte Modul in Steckplatz 4 auf Knoten 2 (den

beeintrachtigten Controller) fir die Entfernung vor und zeigt eine Meldung an, dass es sicher entfernt
werden kann:
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node2::> system controller slot module remove -node node2 -slot 4

Warning: IO 2X 100GBE NVDA NIC module in slot 4 of node nodeZ will be

powered off for removal.
Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.

It can now be safely removed.

6. Uberpriifen Sie, ob das ausgefallene E/A-Modul ausgeschaltet ist:
system controller slot module show
Die Ausgabe sollte powered-offin der status Spalte flr das ausgefallene Modul und dessen

Steckplatznummer angezeigt werden.

Schritt 3: Das defekte E/A-Modul per Hot-Swap austauschen

Tauschen Sie das defekte E/A-Modul im Hot-Swap-Verfahren gegen ein gleichwertiges E/A-Modul aus:

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Entfernen Sie das defekte E/A-Modul aus dem beeintrachtigten Controller:

=0 [ ;
R y O = €
5 A oL -
= ]
| = oh = O S ® ////
\@ ° -
0. g 3 B
ey 'D\/ 1
. e
\1\‘
° Drehen Sie die Fllgelschraube des E/A-Moduls gegen den Uhrzeigersinn, um sie zu
I6sen.
9 Ziehen Sie das E/A-Modul mithilfe der Anschlussbeschriftungslasche links und der

Randelschraube rechts aus dem Controller.
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3. Installieren Sie das Ersatz-1/0-Modul:
a. Richten Sie das E/A-Modul an den Kanten des Schlitzes aus.

b. Dricken Sie das E/A-Modul vorsichtig ganz in den Steckplatz und achten Sie darauf, dass das E/A-
Modul richtig im Anschluss sitzt.

Zum Eindricken des I/O-Moduls konnen Sie die Lasche links und die Randelschraube rechts
verwenden.

c. Drehen Sie die Randelschraube im Uhrzeigersinn, um sie festzuziehen.
4. Verkabeln Sie das Ersatz-E/A-Modul.

Schritt 4: Bringen Sie das Ersatz-E/A-Modul online

Schalten Sie das Ersatz-1/O-Modul online, Gberprifen Sie, ob die I/O-Modul-Ports erfolgreich initialisiert
wurden, Uberprifen Sie, ob der Steckplatz mit Strom versorgt ist, und Uberprifen Sie dann, ob das I/O-Modul
online und erkannt ist.

Uber diese Aufgabe

Nachdem das E/A-Modul ausgetauscht wurde und die Ports wieder in einen fehlerfreien Zustand versetzt
wurden, werden die LIFs auf das ausgetauschte E/A-Modul zuriickgesetzt.

Schritte
1. Schalten Sie das Ersatz-E/A-Modul online:

a. Geben Sie den folgenden Befehl ein:

system controller slot module insert -node impaired node name -slot
slot number

b. Eingeben y wenn die Eingabeaufforderung ,Mdochten Sie fortfahren?” angezeigt wird

Die Ausgabe sollte bestatigen, dass das 1/0-Modul erfolgreich online geschaltet wurde (eingeschaltet,
initialisiert und in Betrieb genommen).

Beispielsweise bringt der folgende Befehl Steckplatz 4 auf Knoten 2 (den beeintrachtigten Controller)
online und zeigt eine Meldung an, dass der Vorgang erfolgreich war:

node2::> system controller slot module insert -node node2 -slot 4

Warning: IO 2X 100GBE NVDA NIC module in slot 4 of node node2Z will be
powered on and initialized.

Do you want to continue? {y|n}: "y

The module has been successfully powered on, initialized and placed into

service.

2. Uberpriifen Sie, ob jeder Port des E/A-Moduls erfolgreich initialisiert wurde:
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3.
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a. Geben Sie den folgenden Befehl von der Konsole des beeintrachtigten Controllers ein:

event log show -event *hotplug.init*

(D Es kann mehrere Minuten dauern, bis erforderliche Firmware-Updates durchgefiihrt und
Ports initialisiert sind.

Die Ausgabe sollte ein oder mehrere hotplug.init.success EMS-Ereignisse anzeigen, die darauf
hinweisen, dass jeder Port auf dem E/A-Modul erfolgreich initialisiert wurde.

Beispielsweise zeigt die folgende Ausgabe, dass die Initialisierung fiur die I/O-Ports e4b und e4a

erfolgreich war:

node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e4b" in slot 4 succeeded

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "ed4a" in slot 4 succeeded

2 entries were displayed.

a. Falls die Portinitialisierung fehlschlagt, Uberprifen Sie das EMS-Log, um die nachsten Schritte zu
ermitteln.

Uberprifen Sie, ob der I/0-Modul-Steckplatz eingeschaltet und betriebsbereit ist:
system controller slot module show

Die Ausgabe sollte den Steckplatzstatus als powe red-on anzeigen und somit die Betriebsbereitschaft des
E/A-Moduls signalisieren.

Prifen Sie, ob das 1/0O-Modul online und erkannt ist.
Geben Sie den Befehl von der Konsole des beeintrachtigten Controllers ein:
system controller config show -node local -slot slot number

Wenn das I/O-Modul erfolgreich online geschaltet wurde und erkannt wird, zeigt die Ausgabe
Informationen zum 1/O-Modul an, einschliel3lich Portinformationen fir den Slot.

Beispielsweise sollten Sie eine Ausgabe ahnlich der folgenden fiir ein E/A-Modul in Steckplatz 4 sehen:



node2::> system controller config show -node local -slot 4

Node:
Sub- Device/

node?2

Slot slot Information

4 — Dual 40G/100G Ethernet Controller CX6-DX

eda MAC Address:

QSFP Vendor:

QSFP Part Number:
QSFP Serial Number:
d0:39:ea:59:69:75

edb MAC Address:

up)

QSFP Vendor:
QSFP Part Number:
QSFP Serial Number:

Device Type:
Firmware Version:
Part Number:
Hardware Revision:

Serial Number:

d0:39:ea:59:69:74

(auto-100g cr4-fd-

CISCO-BIZLINK
L45593-D218-D10
LCC2807GJFM-B

(auto-100g cr4-fd-

CISCO-BIZLINK
L45593-D218-D10
LCC2809G26F-A
CX6-DX PSID(NAP0O0O00000027)
22.44.1700

111-05341

20

032403001370

Schritt 5: Wiederherstellen des Normalbetriebs des Speichersystems

Stellen Sie den Normalbetrieb lhres Speichersystems wieder her, indem Sie den Speicher dem
Uubernommenen Controller zurlickgeben (falls erforderlich), die automatische Rickgabe wiederherstellen (falls
erforderlich), Uberprifen, ob sich die LIFs an ihren Heimatports befinden, und die automatische Fallerstellung

von AutoSupport wieder aktivieren.

Schritte

1. Je nach Version von ONTAP, die auf Ihrem Speichersystem lauft, und dem Status der Controller geben Sie

den Speicher zurlick und stellen die automatische Rickgabe auf dem ibernommenen Controller wieder

her:
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ONTAP-Version Wenn... Dann...

9.17.1 oder Wenn der beeintrachtigte a. Stellen Sie den intakten Controller wieder in den
9.18.1RC Controller den gesunden Normalbetrieb her, indem Sie ihm seinen
Controller automatisch Storage zurtickgeben:

Ubernommen hat
storage failover giveback -ofnode
healthy node name

b. Stellen Sie das automatische Giveback von der
Konsole des betroffenen Controllers wieder her:

storage failover modify -node local

-auto-giveback true

9.18.1GA oder Wenn einer der beiden Controller a. Stellen Sie den ibernommenen Controller
spater automatisch das Takeover seines wieder in den Normalbetrieb, indem Sie ihm
Partners durchfiihrte seinen Speicher zurlickgeben:

storage failover giveback -ofnode
controller that was taken over name

b. Stellen Sie das automatische Giveback von der
Konsole des iibernommenen Controllers wieder
her:
storage failover modify -node local

-auto-giveback true

9.18.1GA oder Beide Controller sind Fahren Sie mit dem nachsten Schritt fort.
spater betriebsbereit und fiihren E/A aus
(liefern Daten)

2. Vergewissern Sie sich, dass die logischen Schnittstellen ihrem Home-Server und ihren Ports
Berichterstellung: network interface show -is-home false

Wenn eine der LIFs als falsch aufgeflhrt ist, stellen Sie sie auf ihre Home-Ports zurlick: network
interface revert -vserver * -1if *

3. Wenn AutoSupport aktiviert ist, stellen Sie die automatische Fallerstellung wieder her:

system node autosupport invoke -node * -type all -message MAINT=end
Schritt 6: Senden Sie das fehlgeschlagene Teil an NetApp zurick

Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an NetApp
zurltck. "Ruckgabe und Austausch von Teilen"Weitere Informationen finden Sie auf der Seite.
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Ersetzen Sie ein E/A-Modul — AFF C30 und AFF C60

Ersetzen Sie ein E/A-Modul in lhrem AFF C30- oder AFF C60-Speichersystem, wenn das
Modul ausfallt oder ein Upgrade bendtigt, um eine hohere Leistung oder zusatzliche
Funktionen zu unterstitzen. Der Austauschprozess umfasst das Herunterfahren des
Controllers, den Austausch des ausgefallenen 1/0O-Moduls, den Neustart des Controllers
und die Rucksendung des ausgefallenen Moduls an NetApp.

Bevor Sie beginnen

Alle anderen Komponenten des Speichersystems missen ordnungsgemaf funktionieren. Falls nicht, wenden
Sie sich an "NetApp Support", bevor Sie mit diesem Verfahren fortfahren.

Uber diese Aufgabe

Bei Bedarf konnen Sie die LEDs des Speichersystems (blau) einschalten, um das betroffene Speichersystem
physisch zu lokalisieren. Melden Sie sich Gber SSH bei der BMC an und geben Sie den Befehl ein system
location-led on.

Ein Speichersystem verflgt Uber drei Standort-LEDs: Eine auf dem Bedienfeld und eine auf jedem Controller.
Die Standort-LEDs leuchten 30 Minuten lang.

Sie kdnnen sie deaktivieren, indem Sie den Befehl eingeben system location-led off. Wenn Sie sich

nicht sicher sind, ob die LEDs leuchten oder nicht, kdnnen Sie ihren Status Uberprifen, indem Sie den Befehl
eingeben system location-led show.

Schritt 1: Schalten Sie den beeintrachtigten Regler aus

Fahren Sie den Regler herunter oder ibernehmen Sie ihn mit einer der folgenden Optionen.
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Option 1: Die meisten Systeme

Um den beeintrachtigten Controller herunterzufahren, missen Sie den Status des Controllers bestimmen
und gegebenenfalls den Controller tbernehmen, damit der gesunde Controller weiterhin Daten aus dem
beeintrachtigten Reglerspeicher bereitstellen kann.

Uber diese Aufgabe

* Wenn Sie Uber ein SAN-System verfligen, missen Sie Event-Meldungen ) flr den beeintrachtigten
Controller SCSI Blade Uberpriift haben cluster kernel-service show. Mitdem cluster
kernel-service show Befehl (im erweiterten Modus von priv) werden der Knotenname, der Node,
der Verfugbarkeitsstatus dieses Node und der Betriebsstatus dieses Node angezeigt"Quorum-Status”.

Jeder Prozess des SCSI-Blades sollte sich im Quorum mit den anderen Nodes im Cluster befinden.
Probleme missen behoben werden, bevor Sie mit dem Austausch fortfahren.

» Wenn Sie uber ein Cluster mit mehr als zwei Nodes verfligen, muss es sich im Quorum befinden.
Wenn sich das Cluster nicht im Quorum befindet oder ein gesunder Controller FALSE anzeigt, um die
Berechtigung und den Zustand zu erhalten, miissen Sie das Problem korrigieren, bevor Sie den
beeintrachtigten Controller herunterfahren; siehe "Synchronisieren eines Node mit dem Cluster".

Schritte

1. Wenn AutoSupport aktiviert ist, unterdriicken Sie die automatische Erstellung eines Cases durch
Aufrufen einer AutoSupport Meldung:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

Die folgende AutoSupport Meldung unterdriickt die automatische Erstellung von Cases flr zwei
Stunden:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h
2. Automatische Rickgabe deaktivieren:

a. Geben Sie den folgenden Befehl von der Konsole des fehlerfreien Controllers ein:
storage failover modify -node impaired node name -auto-giveback false

b. Eingeben y wenn die Eingabeaufforderung Méchten Sie die automatische Riickgabe
deaktivieren? angezeigt wird

3. Nehmen Sie den beeintrachtigten Controller zur LOADER-Eingabeaufforderung:
Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Die LOADER- Fahren Sie mit dem nachsten Schritt fort.
Eingabeaufforderung

Warten auf Giveback... Driicken Sie Strg-C, und antworten Sie dann y Wenn Sie dazu
aufgefordert werden.


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Eingabeaufforderung fir das Ubernehmen oder stoppen Sie den beeintréachtigten Regler von
System oder Passwort der gesunden Steuerung:

storage failover takeover -ofnode
impaired node name -halt true

Der Parameter -stop true fihrt Sie zur Loader-
Eingabeaufforderung.

Option 2: Controller befindet sich in einem MetroCluster

Um den beeintrachtigten Controller herunterzufahren, missen Sie den Status des Controllers bestimmen
und gegebenenfalls den Controller Gbernehmen, damit der gesunde Controller weiterhin Daten aus dem
beeintrachtigten Reglerspeicher bereitstellen kann.

» Wenn Sie uber ein Cluster mit mehr als zwei Nodes verfliigen, muss es sich im Quorum befinden.
Wenn sich das Cluster nicht im Quorum befindet oder ein gesunder Controller FALSE anzeigt, um die
Berechtigung und den Zustand zu erhalten, missen Sie das Problem korrigieren, bevor Sie den
beeintrachtigten Controller herunterfahren; siehe "Synchronisieren eines Node mit dem Cluster".

» Sie missen bestatigt haben, dass der MetroCluster-Konfigurationsstatus konfiguriert ist und sich die
Knoten in einem aktivierten und normalen Zustand befinden:

metrocluster node show

Schritte

1. Wenn AutoSupport aktiviert ist, unterdriicken Sie die automatische Erstellung eines Cases durch
Aufrufen einer AutoSupport Meldung:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

Die folgende AutoSupport Meldung unterdriickt die automatische Erstellung von Cases fur zwei
Stunden:

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Automatische Rickgabe deaktivieren:

a. Geben Sie den folgenden Befehl von der Konsole des fehlerfreien Controllers ein:
storage failover modify -node local -auto-giveback false

b. Eingeben y wenn die Eingabeaufforderung Méchten Sie die automatische Riickgabe
deaktivieren? angezeigt wird

3. Nehmen Sie den beeintrachtigten Controller zur LOADER-Eingabeaufforderung:
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Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Die LOADER- Gehen Sie zum néachsten Abschnitt.
Eingabeaufforderung

Warten auf Giveback... Driicken Sie Strg-C, und antworten Sie dann y Wenn Sie dazu
aufgefordert werden.

Eingabeaufforderung des Ubernehmen oder stoppen Sie den beeintrachtigten Regler von

Systems oder Passwort der gesunden Steuerung:

(Systempasswort eingeben)
storage failover takeover -ofnode
impaired node name -halt true

Der Parameter -stop true fuhrt Sie zur Loader-
Eingabeaufforderung.

Schritt 2: Ersetzen Sie ein fehlerhaftes 1/0-Modul

Um ein ausgefallenes 1/0-Modul zu ersetzen, suchen Sie es im Controller, und befolgen Sie die
entsprechenden Schritte.

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Trennen Sie die Verkabelung vom fehlerhaften E/A-Modul.
Achten Sie darauf, dass Sie die Kabel so beschriften, dass Sie wissen, woher sie stammen.

3. Entfernen Sie das fehlerhafte 1/0-Modul aus dem Controller:

° Drehen Sie die Fligelschraube des E/A-Moduls gegen den Uhrzeigersinn, um sie zu
I6sen.
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9 Ziehen Sie das E/A-Modul mithilfe der Anschlusslasche links und der
Randelschraube aus dem Controller.

4. Setzen Sie das Ersatz-E/A-Modul in den Zielsteckplatz ein:
a. Richten Sie das E/A-Modul an den Kanten des Schlitzes aus.

b. Dricken Sie das E/A-Modul vorsichtig bis zum Steckplatz, und achten Sie darauf, dass das Modul
ordnungsgemal in den Anschluss eingesetzt wird.

Sie konnen die Lasche auf der linken Seite und die Fligelschraube verwenden, um das E/A-Modul
einzudrucken.

c. Drehen Sie die Randelschraube im Uhrzeigersinn, um sie festzuziehen.

5. Verkabeln Sie das E/A-Modul.

Schritt 3: Starten Sie den Controller neu
Nachdem Sie ein I/O-Modul ersetzt haben, missen Sie den Controller neu starten.

Schritte
1. Booten Sie den Controller Giber die LOADER-Eingabeaufforderung neu:

bye

@ Durch einen Neustart des aul3er Betrieb genommenen Controllers werden auch die E/A-
Module und andere Komponenten neu initialisiert.

2. Stellen Sie den funktionsbeeintrachtigten Controller wieder in den Normalbetrieb ein, indem Sie den
Speicher zurtickgeben:

storage failover giveback -ofnode impaired node name

3. Automatisches Giveback von der Konsole des funktionsttichtigen Controllers wiederherstellen:
storage failover modify -node local -auto-giveback true

4. Wenn AutoSupport aktiviert ist, stellen Sie die automatische Fallerstellung wieder her:

system node autosupport invoke -node * -type all -message MAINT=END

Schritt 4: Senden Sie das fehlgeschlagene Teil an NetApp zurick

Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an NetApp
zurlick. "Ruckgabe und Austausch von Teilen"Weitere Informationen finden Sie auf der Seite.
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