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Boot-Medien
Uberblick iiber den Austausch von Boot-Medien — FAS8200

Lernen Sie den Austausch des Bootmediums auf einem FAS8200 -System kennen und
verstehen Sie die verschiedenen Austauschmethoden. Das Bootmedium speichert
primare und sekundare Boot-Image-Dateien, die das System beim Start verwendet. Je
nach Netzwerkkonfiguration kdnnen Sie entweder einen unterbrechungsfreien Austausch
(HA-Paar mit Netzwerk verbunden) oder einen unterbrechenden Austausch (erfordert
zwei Neustarts) durchfuhren.

Das FAS8200 -System unterstitzt ausschlieRlich manuelle Wiederherstellungsverfahren Gber Bootmedien. Die
automatische Wiederherstellung Uber Bootmedien wird nicht unterstitzt.

Das Boot-Medium speichert einen primaren und sekundaren Satz von Systemdateien (Boot-Image), die das
System beim Booten verwendet. Je nach Netzwerkkonfiguration kbnnen Sie entweder einen
unterbrechungsfreien oder stérenden Austausch durchfihren.

Sie mussen Uber ein USB-Flash-Laufwerk verfiigen, das auf FAT32 formatiert ist, und Uber die entsprechende
Speichermenge, um die zu speichern image xxx.tgz Datei:

AuRerdem missen Sie die kopieren image xxx.tgz Datei auf dem USB-Flash-Laufwerk zur spateren
Verwendung in diesem Verfahren.

» Bei den unterbrechungsfreien und unterbrechungsfreien Methoden zum Austausch von Boot-Medien
mussen Sie den wiederherstellen var Filesystem:

o Beim unterbrechungsfreien Austausch muss das HA-Paar mit einem Netzwerk verbunden sein, um den
wiederherzustellen var File-System.

o Fur den stérenden Austausch bendétigen Sie keine Netzwerkverbindung, um den wiederherzustellen
var Dateisystem, aber der Prozess erfordert zwei Neustarts.

« Sie missen die fehlerhafte Komponente durch eine vom Anbieter empfangene Ersatz-FRU-Komponente
ersetzen.

* Es ist wichtig, dass Sie die Befehle in diesen Schritten auf dem richtigen Node anwenden:
o Der Node Impared ist der Knoten, auf dem Sie Wartungsarbeiten durchfiihren.

o Der Healthy Node ist der HA-Partner des beeintrachtigten Knotens.

Priufen Sie Support und Status der
Verschlusselungsschlussel - FAS8200

Uberpriifen Sie die Unterstitzung und den Status des Verschlisselungsschlissels, bevor
Sie den betroffenen Controller auf einem FAS8200 -System herunterfahren. Dieses
Verfahren beinhaltet die Prifung der ONTAP Versionskompatibilitdt mit NetApp Volume
Encryption (NVE), die Uberpriifung der Key-Manager-Konfiguration und die Sicherung
von Verschlusselungsinformationen, um die Datensicherheit wahrend der
Wiederherstellung des Bootmediums zu gewahrleisten.



Das FAS8200 -System unterstitzt ausschliellich manuelle Wiederherstellungsverfahren tiber Bootmedien. Die
automatische Wiederherstellung Gber Bootmedien wird nicht unterstitzt.

Schritt 1: NVE-Unterstlitzung priifen und das richtige ONTAP Image herunterladen

Prifen Sie, ob Ihre ONTAP Version NetApp Volume Encryption (NVE) unterstutzt, damit Sie das richtige
ONTAP Image fiir den Austausch des Bootmediums herunterladen kénnen.

Schritte
1. Prufen Sie, ob Ihre ONTAP Version Verschllisselung unterstitzt:

version -v
Wenn die Ausgabe enthalt 10no-DARE, wird NVE auf lhrer Cluster-Version nicht unterstutzt.

2. Laden Sie das passende ONTAP Image basierend auf der NVE-Unterstlitzung herunter:
o Wenn NVE unterstitzt wird: Laden Sie das ONTAP Image mit NetApp Volume Encryption herunter.

o Falls NVE nicht unterstitzt wird: Laden Sie das ONTAP Image ohne NetApp Volume Encryption
herunter.

Laden Sie das ONTAP Image von der NetApp -Support-Website auf lnren HTTP- oder
FTP-Server oder in einen lokalen Ordner herunter. Sie benétigen diese Image-Datei
wahrend des Austauschs des Startmediums.

Schritt 2: Uberpriifen Sie den Status des Schliisselmanagers und sichern Sie die
Konfiguration.

Bevor Sie den betroffenen Controller herunterfahren, tberpriifen Sie die Konfiguration des Schlliisselmanagers
und sichern Sie die notwendigen Informationen.

Schritte
1. Bestimmen Sie, welcher Schlliisselmanager auf Inrem System aktiviert ist:

ONTAP-Version Fluihren Sie diesen Befehl aus

ONTAP 9.14.1 oder hoéher security key-manager keystore show

* Wenn EKM aktiviert ist, EKM wird in der Befehlsausgabe
aufgelistet.

* Wenn OKM aktiviert ist, OKM wird in der Befehlsausgabe
aufgelistet.

* Wenn kein Schlisselmanager aktiviert ist, No key manager
keystores configured wird in der Befehlsausgabe
aufgeflhrt.



ONTAP-Version Fiihren Sie diesen Befehl aus
ONTAP 9.13.1 oder friiher security key-manager show-key-store
* Wenn EKM aktiviert ist, external wird in der Befehlsausgabe
aufgelistet.

* Wenn OKM aktiviert ist, onboard wird in der Befehlsausgabe
aufgelistet.

* Wenn kein Schlisselmanager aktiviert ist, No key managers
configured wird in der Befehlsausgabe aufgefuhrt.

2. Je nachdem, ob auf Ihrem System ein Schlliisselmanager konfiguriert ist, flihren Sie einen der folgenden
Schritte aus:

Falls kein Schliisselmanager konfiguriert ist:
Sie kénnen den defekten Controller gefahrlos herunterfahren und mit dem Herunterfahrvorgang fortfahren.
Wenn ein Schliisselmanager (EKM oder OKM) konfiguriert ist:

a. Geben Sie den folgenden Abfragebefehl ein, um den Status der Authentifizierungsschlissel in Ihrem
Schlisselmanager anzuzeigen:

security key-manager key query

b. Uberpriifen Sie die Ausgabe und den Wert im Restored Spalte. Diese Spalte zeigt an, ob die
Authentifizierungsschlissel fir lhren Schlisselmanager (entweder EKM oder OKM) erfolgreich
wiederhergestellt wurden.

3. Fuhren Sie das entsprechende Verfahren entsprechend Ihrem Schlisselmanagertyp durch:



Externer Schliisselmanager (EKM)

Flhren Sie diese Schritte anhand des Wertes im Restored Spalte.
Wenn alle Tasten angezeigt werden true in der Spalte ,,Wiederhergestellt:

Sie kénnen den defekten Controller gefahrlos herunterfahren und mit dem Herunterfahrvorgang
fortfahren.

Wenn ein Schliissel einen anderen Wert als true in der Spalte ,,Wiederhergestellt*:

a. Stellen Sie die Authentifizierungsschlissel fir die externe Schlisselverwaltung auf allen Knoten
im Cluster wieder her:

security key-manager external restore
Falls der Befehl fehlschlagt, wenden Sie sich an den NetApp -Support.
b. Uberprifen Sie, ob alle Authentifizierungsschliissel wiederhergestellt wurden:
security key-manager key query
Bestatigen Sie, dass die Restored Spaltenanzeigen true fir alle Authentifizierungsschlissel.

c. Sind alle Schlissel wiederhergestellt, kbnnen Sie den betroffenen Controller sicher
herunterfahren und mit dem Herunterfahrvorgang fortfahren.

Onboard Key Manager (OKM)

Flhren Sie diese Schritte anhand des Wertes im Restored Spalte.
Wenn alle Tasten angezeigt werden true in der Spalte ,,Wiederhergestellt*:
a. Sichern Sie die OKM-Informationen:
i. In den erweiterten Berechtigungsmodus wechseln:
set -priv advanced
Eingeben y wenn er zur Fortsetzung aufgefordert wird.
i. Informationen zur Schlisselverwaltung und Datensicherung anzeigen:
security key-manager onboard show-backup
i. Kopieren Sie die Sicherungsinformationen in eine separate Datei oder lhre Protokolldatei.

Sie bendtigen diese Sicherungsinformationen, falls Sie OKM wahrend des
Austauschvorgangs manuell wiederherstellen missen.

iii. Zurtick zum Administratormodus:

set -priv admin



b. Sie kdnnen den defekten Controller gefahrlos herunterfahren und mit dem Herunterfahrvorgang
fortfahren.

Wenn ein Schliissel einen anderen Wert als true in der Spalte ,,Wiederhergestellt*:
a. Synchronisieren Sie den integrierten Schlisselmanager:
security key-manager onboard sync

Geben Sie bei Aufforderung die 32-stellige alphanumerische Passphrase fur die Onboard-
Schlisselverwaltung ein.

Dies ist die clusterweite Passphrase, die Sie bei der Erstkonfiguration des Onboard
Key Managers erstellt haben. Falls Sie diese Passphrase nicht haben, wenden Sie
sich bitte an den NetApp -Support.

b. Uberpriifen Sie, ob alle Authentifizierungsschliissel wiederhergestellt wurden:
security key-manager key query

Bestatigen Sie, dass die Restored Spaltenanzeigen true fir alle Authentifizierungsschlissel
und die Key Manager Typ zeigt onboard Die

c. Sichern Sie die OKM-Informationen:
i. In den erweiterten Berechtigungsmodus wechseln:
set -priv advanced
Eingeben y wenn er zur Fortsetzung aufgefordert wird.
i. Informationen zur Schlisselverwaltung und Datensicherung anzeigen:
security key-manager onboard show-backup
i. Kopieren Sie die Sicherungsinformationen in eine separate Datei oder lhre Protokolldatei.

Sie bendtigen diese Sicherungsinformationen, falls Sie OKM wahrend des
Austauschvorgangs manuell wiederherstellen mussen.

iii. Zurtick zum Administratormodus:
set -priv admin

d. Sie kénnen den defekten Controller gefahrlos herunterfahren und mit dem Herunterfahrvorgang
fortfahren.

Fahren Sie den beeintrachtigten Controller herunter —
FAS8200



Option 1: Die meisten Systeme

Schalten Sie den beeintrachtigten Controller eines FAS8200 -Systems nach Abschluss
der VerschlUsselungsprufungen ab. Dieses Verfahren beinhaltet das Hochfahren des
Controllers bis zur LOADER-Eingabeaufforderung, das Erfassen von Boot-
Umgebungsvariablen zu Referenzzwecken und die Vorbereitung des Controllers auf den
Austausch des Bootmediums, wobei die einzelnen Schritte je nach Systemkonfiguration
variieren.

Das FAS8200 -System unterstltzt ausschlieRlich manuelle Wiederherstellungsverfahren tiber Bootmedien. Die
automatische Wiederherstellung Giber Bootmedien wird nicht unterstitzt.

Option 1: Die meisten Systeme

Nach Abschluss der NVE oder NSE-Aufgaben missen Sie den Shutdown des beeintrachtigten Controllers
durchfihren.

Schritte
1. Nehmen Sie den beeintrachtigten Controller zur LOADER-Eingabeaufforderung:

Wenn der eingeschrankte Dann...
Controller angezeigt wird...
Die LOADER- Wechseln Sie zu Controller-Modul entfernen.

Eingabeaufforderung

Waiting for giveback.. Dricken Sie Strg-C, und antworten Sie dann y Wenn Sie dazu
aufgefordert werden.

Eingabeaufforderung des Ubernehmen oder stoppen Sie den beeintrachtigten Regler von der
Systems oder Passwort gesunden Steuerung: storage failover takeover -ofnode
(Systempasswort eingeben) impaired node name

Wenn der Regler ,beeintrachtigt® auf Zurtickgeben wartet... anzeigt,
driicken Sie Strg-C, und antworten Sie dann y.

2. Geben Sie an der LOADER-Eingabeaufforderung Folgendes ein: printenv Um alle Boot-
Umgebungsvariablen zu erfassen. Speichern Sie die Ausgabe in lhrer Protokolldatei.

@ Dieser Befehl funktioniert moglicherweise nicht, wenn das Startgerat beschadigt oder nicht
funktionsfahig ist.

Option 2: Controller befindet sich in einer MetroCluster-Konfiguration

@ Verwenden Sie dieses Verfahren nicht, wenn sich lhr System in einer MetroCluster-
Konfiguration mit zwei Knoten befindet.

Um den beeintrachtigten Controller herunterzufahren, missen Sie den Status des Controllers bestimmen und
gegebenenfalls den Controller ilbernehmen, damit der gesunde Controller weiterhin Daten aus dem



beeintrachtigten Reglerspeicher bereitstellen kann.

* Wenn Sie Uber ein Cluster mit mehr als zwei Nodes verfligen, muss es sich im Quorum befinden. Wenn
sich das Cluster nicht im Quorum befindet oder ein gesunder Controller FALSE anzeigt, um die
Berechtigung und den Zustand zu erhalten, mussen Sie das Problem korrigieren, bevor Sie den
beeintrachtigten Controller herunterfahren; siehe "Synchronisieren eines Node mit dem Cluster".

* Wenn Sie Uber eine MetroCluster-Konfiguration verfligen, missen Sie bestatigt haben, dass der
MetroCluster-Konfigurationsstatus konfiguriert ist und dass die Nodes in einem aktivierten und normalen
Zustand vorliegen (metrocluster node show).

Schritte

1. Wenn AutoSupport aktiviert ist, unterdriicken Sie die automatische Erstellung eines Cases durch Aufrufen
einer AutoSupport Meldung: system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

Die folgende AutoSupport Meldung unterdriickt die automatische Erstellung von Cases fir zwei Stunden:
clusterl:*> system node autosupport invoke -node * -type all -message MAINT=2h

2. Deaktivieren Sie das automatische Giveback von der Konsole des gesunden Controllers: storage
failover modify -node local -auto-giveback false

3. Nehmen Sie den beeintrachtigten Controller zur LOADER-Eingabeaufforderung:
Wenn der eingeschrankte Dann...
Controller angezeigt wird...

Die LOADER- Fahren Sie mit dem nachsten Schritt fort.
Eingabeaufforderung

Warten auf Giveback... Dricken Sie Strg-C, und antworten Sie dann y Wenn Sie dazu
aufgefordert werden.

Eingabeaufforderung des Ubernehmen oder stoppen Sie den beeintrachtigten Regler von der
Systems oder Passwort gesunden Steuerung: storage failover takeover -ofnode
(Systempasswort eingeben) impaired node name

Wenn der Regler ,beeintrachtigt auf Zuriickgeben wartet... anzeigt,
driicken Sie Strg-C, und antworten Sie dann .

Option 3: Controller befindet sich in einem MetroCluster mit zwei Nodes

Um den beeintrachtigten Controller herunterzufahren, missen Sie den Status des Controllers bestimmen und
gegebenenfalls den Controller umschalten, damit der gesunde Controller weiterhin Daten aus dem
beeintrachtigten Reglerspeicher bereitstellen kann.
Uber diese Aufgabe
« Sie mUssen die Netzteile am Ende dieses Verfahrens einschalten, um den gesunden Controller mit Strom
Zu versorgen.
Schritte

1. Uberpriifen Sie den MetroCluster-Status, um festzustellen, ob der beeintréachtigte Controller automatisch


https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

auf den gesunden Controller umgeschaltet wurde: metrocluster show

2. Je nachdem, ob eine automatische Umschaltung stattgefunden hat, fahren Sie mit der folgenden Tabelle
fort:

Wenn die eingeschréankte Dann...
Steuerung...
Ist automatisch umgeschaltet Fahren Sie mit dem nachsten Schritt fort.

Nicht automatisch umgeschaltet  Einen geplanten Umschaltvorgang vom gesunden Controller
durchfilhren: metrocluster switchover

Hat nicht automatisch Uberpriifen Sie die Veto-Meldungen, und beheben Sie das Problem,
umgeschaltet, haben Sie wenn mdglich, und versuchen Sie es erneut. Wenn das Problem nicht
versucht, mit dem zu wechseln behoben werden kann, wenden Sie sich an den technischen Support.
metrocluster switchover

Befehl und Switchover wurde

vetoed

3. Synchronisieren Sie die Datenaggregate neu, indem Sie das ausfiihren metrocluster heal -phase
aggregates Befehl aus dem verbleibenden Cluster.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Wenn die Heilung ein Vetorecht ist, haben Sie die Mdglichkeit, das zurlickzugeben metrocluster heal
Befehl mit dem -override-vetoes Parameter. Wenn Sie diesen optionalen Parameter verwenden,
Uberschreibt das System alle weichen Vetos, die die Heilung verhindern.

4. Uberprifen Sie, ob der Vorgang mit dem befehl ,MetroCluster Operation show* abgeschlossen wurde.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Uberpriifen Sie den Status der Aggregate mit storage aggregate show Befehl.



controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...
6. Heilen Sie die Root-Aggregate mit dem metrocluster heal -phase root-aggregates Befehl.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Wenn die Heilung ein Vetorecht ist, haben Sie die Mdglichkeit, das zurlickzugeben metrocluster heal
Befehl mit dem Parameter -override-vetoes. Wenn Sie diesen optionalen Parameter verwenden,
Uberschreibt das System alle weichen Vetos, die die Heilung verhindern.

7. Stellen Sie sicher, dass der Heilungsvorgang abgeschlossen ist, indem Sie den verwenden
metrocluster operation show Befehl auf dem Ziel-Cluster:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. Trennen Sie am Controller-Modul mit eingeschrankter Betriebsstérung die Netzteile.

Ersetzen Sie das Boot-Medium FAS8200

Ersetzen Sie das defekte Bootmedium auf einem FAS8200 -Controllermodul. Dieses
Verfahren umfasst das Entfernen des Controllermoduls aus dem Gehause, das
physische Ersetzen der Bootmedienkomponente, das Ubertragen des Boot-Images auf
das Ersatzmedium mithilfe eines USB-Sticks und die Wiederherstellung des normalen
Systembetriebs.

Das FAS8200 -System unterstltzt ausschlieRlich manuelle Wiederherstellungsverfahren tiber Bootmedien. Die
automatische Wiederherstellung Giber Bootmedien wird nicht unterstitzt.

Schritt 1: Entfernen Sie die Steuerung

Um auf Komponenten innerhalb des Controllers zuzugreifen, missen Sie zuerst das Controller-Modul aus dem



System entfernen und dann die Abdeckung am Controller-Modul entfernen.

1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Lésen Sie den Haken- und Schlaufenriemen, mit dem die Kabel am Kabelfihrungsgerat befestigt sind, und
ziehen Sie dann die Systemkabel und SFPs (falls erforderlich) vom Controller-Modul ab, um zu verfolgen,
wo die Kabel angeschlossen waren.

Lassen Sie die Kabel im Kabelverwaltungs-Gerat so, dass bei der Neuinstallation des
Kabelverwaltungsgerats die Kabel organisiert sind.

3. Entfernen Sie die Kabelfihrungsgerate von der linken und rechten Seite des Controller-Moduls und stellen
Sie sie zur Seite.

4. Losen Sie die Daumenschraube am Nockengriff am Controller-Modul.

Fligelschraube

CAM-Griff

5. Ziehen Sie den Nockengriff nach unten, und schieben Sie das Controller-Modul aus dem Gehause.
Stellen Sie sicher, dass Sie die Unterseite des Controller-Moduls unterstitzen, wahrend Sie es aus dem
Gehause schieben.

Schritt 2: Ersetzen Sie die Startmedien
Sie mussen das Startmedium im Controller finden und die Anweisungen befolgen, um es zu ersetzen.

1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Suchen Sie das Boot-Medium mithilfe der folgenden Abbildung oder der FRU-Zuordnung auf dem
Controller-Modul:
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3. Dricken Sie die blaue Taste am Startmediengehause, um die Startmedien aus dem Gehause zu |6sen,
und ziehen Sie sie vorsichtig gerade aus der Buchse des Boot-Mediums heraus.

@ Drehen oder ziehen Sie die Boot-Medien nicht gerade nach oben, da dadurch der Sockel
oder das Boot-Medium beschadigt werden kann.

4. Richten Sie die Kanten des Ersatzstartmediums an der Buchse des Boot-Mediums aus, und schieben Sie
ihn dann vorsichtig in die Buchse.

5. Uberpriifen Sie die Startmedien, um sicherzustellen, dass sie ganz und ganz in der Steckdose sitzt.
Entfernen Sie gegebenenfalls die Startmedien, und setzen Sie sie wieder in den Sockel ein.
6. Dricken Sie die Startmedien nach unten, um die Verriegelungstaste am Startmediengehause zu betatigen.

7. SchlieRen Sie die Abdeckung des Controller-Moduls.

Schritt 3: Ubertragen Sie das Startabbild auf das Startmedium

Sie kdnnen das System-Image Uber ein USB-Flash-Laufwerk, auf dem das Image installiert ist, auf dem
Ersatzstartmedium installieren. Sie miissen das var-Dateisystem jedoch wahrend dieses Vorgangs
wiederherstellen.
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« Sie mlssen Uber ein USB-Flash-Laufwerk verfiigen, das auf FAT32 formatiert ist und eine Kapazitat von

mindestens 4 GB aufweist.

Die Datei tar.gz muss auf einer FAT32-formatierten Partition mit mindestens 4 GB abgelegt

@ werden. Wahrend FAT32-Partitionen bis zu 2 TB grof3 sein kdnnen, kdnnen integrierte
Windows-Tools (z. B. DiskPart) FAT32-Partitionen nicht formatieren, die gréRer als 32 GB
sind.

 Eine Kopie der gleichen Bildversion von ONTAP wie der beeintrachtigte Controller. Das entsprechende

Image kdnnen Sie im Abschnitt ,Downloads” auf der NetApp Support-Website herunterladen

o Wenn NVE aktiviert ist, laden Sie das Image mit NetApp Volume Encryption herunter, wie in der
Download-Schaltflache angegeben.

o Wenn NVE nicht aktiviert ist, laden Sie das Image ohne NetApp Volume Encryption herunter, wie im
Download-Button dargestellt.

* Wenn |hr System ein HA-Paar ist, missen Sie eine Netzwerkverbindung haben.

» Wenn es sich bei lnrem System um ein eigenstandiges System handelt, bendtigen Sie keine
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Netzwerkverbindung, Sie missen jedoch beim Wiederherstellen des var-Dateisystems einen zusatzlichen
Neustart durchfuhren.

a. Richten Sie das Ende des Controller-Moduls an der Offnung im Geh&use aus, und driicken Sie dann

vorsichtig das Controller-Modul zur Hélfte in das System.

b. Installieren Sie das Kabelverwaltungsgerat neu und fiihren Sie das System nach Bedarf wieder ein.

Denken Sie beim Neuinstallieren der Medienkonverter (SFPs) daran, wenn sie entfernt wurden.

c. Stecken Sie das USB-Flash-Laufwerk in den USB-Steckplatz des Controller-Moduls.

Stellen Sie sicher, dass Sie das USB-Flash-Laufwerk in den fir USB-Gerate gekennzeichneten
Steckplatz und nicht im USB-Konsolenport installieren.

d. Driicken Sie das Controller-Modul ganz in das System, vergewissern Sie sich, dass der Nockengriff

das USB-Flash-Laufwerk 16scht, driicken Sie den Nockengriff fest, um den Sitz des Controller-Moduls
zu beenden, schieben Sie den Nockengriff in die geschlossene Position und ziehen Sie die
Daumenschraube fest.

Der Controller beginnt zu booten, sobald er vollstandig im Chassis installiert ist.

e. Unterbrechen Sie den Boot-Vorgang, um an der LOADER-Eingabeaufforderung zu stoppen, indem Sie

Strg-C driicken, wenn Sie sehen Starten VON AUTOBOOT driicken Sie Strg-C, um den Vorgang
abzubrechen

Wenn Sie diese Meldung verpassen, driicken Sie Strg-C, wahlen Sie die Option zum Booten im
Wartungsmodus aus, und halten Sie dann den Controller zum Booten in LOADER an.

f. Wenn Systeme mit einem Controller im Chassis vorhanden sind, schlieien Sie das Netzteil wieder an

und schalten Sie die Netzteile ein.
Das System beginnt mit dem Booten und wird bei DER LOADER-Eingabeaufforderung angehalten.
Legen Sie den Verbindungstyp fiir das Netzwerk an der LOADER-Eingabeaufforderung fest:

* Wenn Sie DHCP konfigurieren: ifconfig e0a -auto



Der von lhnen konfigurierte Zielport ist der Zielport, Uber den Sie wahrend der

@ Wiederherstellung des var-Dateisystems mit dem beeintrachtigten Controller Giber
den gesunden Controller kommunizieren. Sie kénnen in diesem Befehl auch den
Port EOM verwenden.

* Wenn Sie manuelle Verbindungen konfigurieren: ifconfig e0a -addr=filer addr
-mask=netmask -gw=gateway-dns=dns addr-domain=dns domain

= Filer_addr ist die IP-Adresse des Speichersystems.

= Netmask ist die Netzwerkmaske des Managementnetzwerks, das mit dem HA-Partner
verbunden ist.

= Das Gateway ist das Gateway fur das Netzwerk.
= dns_addr ist die IP-Adresse eines Namensservers in lhrem Netzwerk.

= die dns_Domain ist der Domain Name des Domain Name System (DNS).

Wenn Sie diesen optionalen Parameter verwenden, benétigen Sie keinen vollqualifizierten
Domanennamen in der Netzboot-Server-URL. Sie bendtigen nur den Hostnamen des Servers.

@ Andere Parameter kdnnen fir Ihre Schnittstelle erforderlich sein. Sie kdnnen eingeben
help ifconfig Details finden Sie in der Firmware-Eingabeaufforderung.

h. Wenn sich der Controller in einem Stretch- oder Fabric-Attached MetroCluster befindet, missen Sie die
FC-Adapterkonfiguration wiederherstellen:

i. Start in Wartungsmodus: boot _ontap maint

i. Legen Sie die MetroCluster-Ports als Initiatoren fest: ucadmin modify -m fc -t initiator
adapter name

i. Anhalten, um zum Wartungsmodus zuriickzukehren: halt

Die Anderungen werden implementiert, wenn das System gestartet wird.

Starten des Recovery-Images — FAS8200

Starten Sie das ONTAP Wiederherstellungsimage vom USB-Laufwerk auf einem
FAS8200 -System, um die Startmedien wiederherzustellen. Dieses Verfahren umfasst
das Booten vom USB-Flash-Laufwerk, das Wiederherstellen des Dateisystems, das
Uberprifen der Umgebungsvariablen und das Zurtickfiihren des Controllers in den
Normalbetrieb, wobei die spezifischen Schritte je nach Konfiguration des Systems (Zwei-
Knoten MetroCluster) variieren.

Das FAS8200 -System unterstitzt ausschliellich manuelle Wiederherstellungsverfahren tiber Bootmedien. Die
automatische Wiederherstellung Gber Bootmedien wird nicht unterstitzt.

Option 1: Die meisten Systeme

: Sie missen das ONTAP-Image vom USB-Laufwerk starten, das Dateisystem wiederherstellen und die
Umgebungsvariablen Uberprifen.

Dieses Verfahren gilt fiir Systeme, die sich nicht in einer MetroCluster Konfiguration mit zwei Nodes befinden.

13



Schritte

1. Starten Sie von der LOADER-Eingabeaufforderung das Recovery-Image vom USB-Flash-Laufwerk:
boot recovery

Das Bild wird vom USB-Flash-Laufwerk heruntergeladen.
2. Wenn Sie dazu aufgefordert werden, geben Sie entweder den Namen des Bilds ein oder akzeptieren Sie

das Standardbild, das in den Klammern auf dem Bildschirm angezeigt wird.

3. Stellen Sie das var-Dateisystem wieder her:

Wenn lhr System... Dann...

Eine Netzwerkverbindung a. Dricken Sie y Wenn Sie aufgefordert werden, die Backup-
Konfiguration wiederherzustellen.

b. Stellen Sie den gesunden Controller auf die erweiterte
Berechtigungsebene ein: set -privilege advanced

C. Flihren Sie den Befehl Restore Backup aus: system node
restore-backup -node local -target-address
impaired node IP address

d. Zurickkehren des Controllers zur Administratorebene: set
-privilege admin

€. Dricken Sie y Wenn Sie aufgefordert werden, die
wiederhergestellte Konfiguration zu verwenden.

f. Dricken Sie y Wenn Sie dazu aufgefordert werden, den
Controller neu zu booten.

Keine Netzwerkverbindung a. Dricken Sie n Wenn Sie aufgefordert werden, die Backup-
Konfiguration wiederherzustellen.

b. Starten Sie das System neu, wenn Sie dazu aufgefordert werden.
c. Wahlen Sie im angezeigten Men( die Option Flash aktualisieren
aus Backup config (Flash synchronisieren) aus.

Wenn Sie aufgefordert werden, mit der Aktualisierung
fortzufahren, driicken Sie y.

4. Stellen Sie sicher, dass die Umgebungsvariablen wie erwartet festgelegt sind:
a. Nehmen Sie den Controller zur LOADER-Eingabeaufforderung.

b. Uberprifen Sie die Einstellungen der Umgebungsvariable mit dem printenv Befehl.

€. Wenn eine Umgebungsvariable nicht wie erwartet festgelegt ist, andern Sie sie mit dem setenv
environment-variable-name changed-value Befehl.

d. Speichern Sie Inre Anderungen mit dem savenv Befehl.

5. Das nachste hangt von lhrer Systemkonfiguration ab:

> Wenn keymanager, NSE oder NVE in Ihrem System integriert sind, finden Sie unter Stellen Sie OKM,
NSE und NVE nach Bedarf wieder her
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6.

10.

1.

o Wenn keymanager, NSE oder NVE auf lhrem System nicht konfiguriert sind, fihren Sie die Schritte in
diesem Abschnitt aus.

Geben Sie an der LOADER-Eingabeaufforderung das ein boot ontap Befehl.

Wenn Sie sehen... Dann...

Die Eingabeaufforderung fir die  Fahren Sie mit dem nachsten Schritt fort.
Anmeldung

Warten auf Giveback... a. Melden Sie sich beim Partner-Controller an.

b. Uberpriifen Sie, ob der Ziel-Controller bereit ist fiir die Riickgabe
an den storage failover show Befehl.

SchlieRen Sie das Konsolenkabel an den Partner Controller an.

Geben Sie den Controller mithilfe des zurlick storage failover giveback -fromnode local
Befehl.

. Uberpriifen Sie an der Cluster-Eingabeaufforderung die logischen Schnittstellen mit dem net int -is

-home false Befehl.

Wenn Schnittstellen als ,falsch* aufgeflhrt sind, stellen Sie diese Schnittstellen mithilfe der zurlick auf
ihren Home Port net int revert Befehl.

Bewegen Sie das Konsolenkabel auf den reparierten Controller und fihren Sie den aus version -v
Befehl zum Prifen der ONTAP-Versionen.

Stellen Sie die automatische Rickgabe wieder her, wenn Sie die Funktion mithilfe von deaktivieren
storage failover modify -node local -auto-giveback true Befehl.

Option 2: Controller befindet sich in einem MetroCluster mit zwei Nodes

Sie mussen das ONTAP-Image vom USB-Laufwerk booten und die Umgebungsvariablen Gberprifen.

Dieses Verfahren gilt fir Systeme in einer MetroCluster-Konfiguration mit zwei Nodes.

Schritte

1.

2.

3.

Starten Sie von der LOADER-Eingabeaufforderung das Recovery-Image vom USB-Flash-Laufwerk:
boot recovery

Das Bild wird vom USB-Flash-Laufwerk heruntergeladen.

Wenn Sie dazu aufgefordert werden, geben Sie entweder den Namen des Bilds ein oder akzeptieren Sie
das Standardbild, das in den Klammern auf dem Bildschirm angezeigt wird.
Starten Sie nach der Installation des Images den Wiederherstellungsprozess:

a. Dricken Sie n Wenn Sie aufgefordert werden, die Backup-Konfiguration wiederherzustellen.

b. Driicken Sie y Wenn Sie aufgefordert werden, einen Neustart durchzufiihren, um die neu installierte
Software zu verwenden.

Sie sollten darauf vorbereitet sein, den Bootvorgang zu unterbrechen, wenn Sie dazu aufgefordert
werden.
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4. Driicken Sie beim Systemstart auf Ct r1-C Nachdem Sie den gesehen haben Press Ctrl-C for Boot
Menu Meldung. Und wenn das Startmenul angezeigt wird, wahlen Sie Option 6.

5. Vergewissern Sie sich, dass die Umgebungsvariablen wie erwartet festgelegt sind.
a. Nehmen Sie den Node zur LOADER-Eingabeaufforderung.

b. Uberpriifen Sie die Einstellungen der Umgebungsvariable mit dem printenv Befehl.

€. Wenn eine Umgebungsvariable nicht wie erwartet festgelegt ist, andern Sie sie mit dem setenv
environment-variable-name changed-value Befehl.

d. Speichern Sie Inhre Anderungen mit dem savenv Befehl.

e. Booten Sie den Node neu.

Wechseln Sie Aggregate in einer MetroCluster
Konfiguration mit zwei Nodes — FAS8200 — zuruick

Fuhren Sie den MetroCluster -Switchback-Vorgang auf einem FAS8200 System durch,
nachdem der Austausch des Bootmediums in einer Zwei-Knoten MetroCluster
Konfiguration abgeschlossen ist. Dieses Verfahren beinhaltet die Uberpriifung der
Zustande von Knoten und Storage Virtual Machines (SVM), die Ausfuhrung des
Switchback-Befehls und die Bestatigung, dass die Konfiguration in den normalen
Betriebszustand zurlckkehrt, wobei Sync-Source-SVMs Daten aus lokalen
Festplattenpools bereitstellen.

Das FAS8200 -System unterstltzt ausschlieRlich manuelle Wiederherstellungsverfahren tiber Bootmedien. Die
automatische Wiederherstellung Giber Bootmedien wird nicht unterstitzt.

Dieser Task gilt nur fir MetroCluster-Konfigurationen mit zwei Nodes.

Schritte

1. Vergewissern Sie sich, dass sich alle Nodes im befinden enabled Bundesland: metrocluster node
show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.
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2. Uberpriifen Sie, ob die Neusynchronisierung auf allen SVMs abgeschlossen ist: metrocluster
vserver show

3. Uberpriifen Sie, ob die automatischen LIF-Migrationen durch die heilenden Vorgange erfolgreich
abgeschlossen wurden: metrocluster check 1if show

4. Fuhren Sie den Wechsel zurlick mit dem aus metrocluster switchback Befehl von einem beliebigen
Node im verbleibenden Cluster

5. Stellen Sie sicher, dass der Umkehrvorgang abgeschlossen ist: metrocluster show

Der Vorgang zum zurlickwechseln wird weiterhin ausgeflihrt, wenn sich ein Cluster im befindet waiting-
for-switchback Bundesland:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

Der Vorgang zum zurlickwechseln ist abgeschlossen, wenn sich die Cluster im befinden normal
Bundesland:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Wenn ein Wechsel eine lange Zeit in Anspruch nimmt, kdnnen Sie den Status der in-progress-Basisplane
Uber die Uberprifen metrocluster config-replication resync-status show Befehl.

6. Wiederherstellung beliebiger SnapMirror oder SnapVault Konfigurationen

Wiederherstellung der Verschlusselung — FAS8200

Wiederherstellung der Verschlisselungskonfiguration auf dem Ersatz-Bootmedium flr ein
FAS8200 -System. Dieses Verfahren umfasst die Durchfihrung von
Nachbearbeitungsschritten fur Systeme, bei denen Onboard Key Manager (OKM),
NetApp Storage Encryption (NSE) oder NetApp Volume Encryption (NVE) aktiviert ist, um
einen sicheren Datenzugriff und einen ordnungsgemalfen Systembetrieb zu
gewabhrleisten.

Das FAS8200 -System unterstitzt ausschlieBlich manuelle Wiederherstellungsverfahren tiber Bootmedien. Die
automatische Wiederherstellung Gber Bootmedien wird nicht unterstitzt.

Flhren Sie die entsprechenden Schritte zur Wiederherstellung der Verschlisselung auf lhrem System durch,
abhangig von lhrem Schllisselverwaltungstyp. Wenn Sie sich nicht sicher sind, welchen Key-Manager Ihr
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System verwendet, Uberprifen Sie die Einstellungen, die Sie zu Beginn des Vorgangs zum Austausch des
Startmediums erfasst haben.
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Onboard Key Manager (OKM)
Stellen Sie die OKM-Konfiguration (Onboard Key Manager) tiber das ONTAP-Startmenu wieder her.

Bevor Sie beginnen
Stellen Sie sicher, dass Ilhnen folgende Informationen zur Verfligung stehen:

+ Clusterweite Passphrase eingegeben wahrend "Aktivierung der Onboard-Schlisselverwaltung"
* "Backup-Informationen fir den Onboard Key Manager"

+ Uberprifen Sie mithilfe der "Verifizierung von Onboard-Verschlisselungsmanagement-Backup und
Cluster-weiter Passphrase" Verfahren

Schritte
Zum beeintrachtigten Regler:

1. Schliel3en Sie das Konsolenkabel an den defekten Controller an.

2. Wahlen Sie im ONTAP Bootmen die entsprechende Option aus:

ONTAP-Version Wahlen Sie diese Option aus
ONTAP 9.8 oder hoher Wahlen Sie Option 10.

Beispiel fiir ein Startmenii anzeigen

Please choose one of the following:

) Normal Boot.

) Boot without /etc/rc.

) Change password.

) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

6) Update flash from backup config.
7) Install new software first.

8) Reboot node.

9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery
secrets.

(11) Configure node for external key
management.

Selection (1-11)2 10
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ONTAP-Version Wahlen Sie diese Option aus

ONTAP 9.7 und friihere Wahlen Sie die ausgeblendete Option aus
Versionen recover onboard keymanager

Beispiel fiir ein Startmenii anzeigen

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.
) Update flash from backup config.

) Reboot node.

(
(6
(7) 1Install new software first.
(8
(9) Configure Advanced Drive

Partitioning.
Selection (1-19)°7
recover onboard keymanager

3. Bestatigen Sie auf Aufforderung, dass Sie den Wiederherstellungsprozess fortsetzen méchten:

Beispiel-Eingabeaufforderung anzeigen

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. Geben Sie die Cluster-weite Passphrase zweimal ein.
Wahrend der Eingabe der Passphrase wird in der Konsole keine Eingabe angezeigt.

Beispiel-Eingabeaufforderung anzeigen

Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

5. Geben Sie die Sicherungsinformationen ein:

a. Flgen Sie den gesamten Inhalt von der Zeile BEGIN BACKUP bis zur Zeile END BACKUP
einschlieBlich der Bindestriche ein.



Beispiel-Eingabeaufforderung anzeigen

Enter the backup data:

BACIUPom oo oooooooooo oo o s s s
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
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AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA

——————————————————————————— END
BACKUP--——-————————— === ———————

b. Driicken Sie am Ende der Eingabe zweimal die Eingabetaste.
Der Wiederherstellungsprozess ist abgeschlossen und die folgende Meldung wird angezeigt:

Successfully recovered keymanager secrets.



Beispiel-Eingabeaufforderung anzeigen

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b (b b b b b b (b b b b b b b Sb b Sb b b b b b b b b b db b Sb b b Ib Sb b Sb Sb Sb b db b I (Sb Sb (ab i S
Ak Kk hkkhk Kk khhkkhk ik kh kK khx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to

synchronize the key database after the node reboots.

R R i e S b b S b b b b dh I b dh b Sb b 2 dh b d S b SR b b SR I db b e dh b S b 2b db b b b b b b dh b db b db b Sh i db b 4

R b b b b b b b b b b b b b b b b

Fahren Sie nicht fort, wenn die angezeigte Ausgabe etwas anderes ist als
Successfully recovered keymanager secrets Die FUhren Sie eine
Fehlerbehebung durch, um den Fehler zu beheben.

6. Option auswahlen 1 vom Bootmeni zum Fortfahren des Bootvorgangs in ONTAP.



Beispiel-Eingabeaufforderung anzeigen

LR R i e S i b db b b b b b b b dh b Sb b 2 dh b S i SR Sb b S b b db b e A b db b 2 b b b b b dh b b dh b db b 2 dh b b Sb i db S 4

R b b b b b b b b b b b b b b b b b

* Select option " (1) Normal Boot." to complete the recovery

process.
*

KA KA AR A AR A AR A AR A AR KA A AR A A AR A AN A AR A AN A AR A AR AR A AR A A A A A A A A A AR A,k K

kAhkkkhkkhkhkkhkkhkhkkhkkhrkkhkkkkhxk*k

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(

11) Configure node for external key management.
Selection (1-11)2 1

. Vergewissern Sie sich, dass auf der Konsole des Controllers die folgende Meldung angezeigt wird:
Waiting for giveback..(Press Ctrl-C to abort wait)

Auf dem Partner-Controller:

. Geben Sie den beeintrachtigten Controller zurtick:

storage failover giveback -fromnode local -only-cfo-aggregates true

Zum beeintrachtigten Regler:

. Nach dem Booten nur mit dem CFO-Aggregat synchronisieren Sie den Schlliisselmanager:
security key-manager onboard sync

. Geben Sie bei Aufforderung die clusterweite Passphrase fur den Onboard Key Manager ein.



Beispiel-Eingabeaufforderung anzeigen

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

Wenn die Synchronisierung erfolgreich ist, wird die Cluster-Eingabeaufforderung ohne
weitere Meldungen zuriickgegeben. Wenn die Synchronisierung fehlschlagt, wird eine

(D Fehlermeldung angezeigt, bevor zur Cluster-Eingabeaufforderung zuriickgekehrt wird.

Fahren Sie erst fort, wenn der Fehler behoben ist und die Synchronisierung erfolgreich
abgeschlossen wurde.

11. Uberpriifen Sie, ob alle Schliissel synchronisiert sind:

12.

13.

14.

security key-manager key query -restored false

Der Befehl sollte keine Ergebnisse liefern. Falls Ergebnisse angezeigt werden, wiederholen Sie den
Synchronisierungsbefehl, bis keine Ergebnisse mehr zurlickgegeben werden.

Auf dem Partner-Controller:

Geben Sie den beeintrachtigten Controller zuriick:

storage failover giveback -fromnode local

Automatisches Giveback wiederherstellen, wenn Sie es deaktiviert haben:

storage failover modify -node local -auto-giveback true

Wenn AutoSupport aktiviert ist, stellen Sie die automatische Fallerstellung wieder her:

system node autosupport invoke -node * -type all -message MAINT=END

Externer Schliisselmanager (EKM)

Stellen Sie die Konfiguration des externen Schlisselmanagers Gber das ONTAP-Startmen( wieder her.

Bevor Sie beginnen

Sammeln Sie die folgenden Dateien von einem anderen Clusterknoten oder aus lhrer Sicherung:

» “/cfcard/kmip/servers.cfg Datei oder die KMIP-Serveradresse und Port
« “/cfcard/kmip/certs/client.crt’ Datei (Clientzertifikat)

« */cfcard/kmip/certs/client.key Datei (Client-Schlissel)
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« “/cfcard/kmip/certs/CA.pem Datei (KMIP-Server-CA-Zertifikate)

Schritte
Zum beeintrachtigten Regler:

1. Schliel3en Sie das Konsolenkabel an den defekten Controller an.

2. Option auswahlen 11 aus dem ONTAP Bootmend.

Beispiel fiir ein Startmenii anzeigen

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.
Selection (1-11)2 11

3. Bestatigen Sie auf Aufforderung, dass Sie die erforderlichen Informationen gesammelt haben:

Beispiel-Eingabeaufforderung anzeigen

Do you have a copy of the /cfcard/kmip/certs/client.crt file?
{y/n}

Do you have a copy of the /cfcard/kmip/certs/client.key file?
{y/n}

Do you have a copy of the /cfcard/kmip/certs/CA.pem file? {y/n}
Do you have a copy of the /cfcard/kmip/servers.cfg file? {y/n}

4. Geben Sie die Client- und Serverinformationen ein, wenn Sie dazu aufgefordert werden:

a.

Geben Sie den Inhalt der Clientzertifikatsdatei (client.crt) einschlieRlich der BEGIN- und END-
Zeilen ein.

Geben Sie den Inhalt der Client-Schllusseldatei (client.key) einschlieRlich der BEGIN- und END-
Zeilen ein.

Geben Sie den Inhalt der KMIP-Server-CA(s)-Datei (CA.pem) ein, einschliellich der BEGIN- und
END-Zeilen.

Geben Sie die IP-Adresse des KMIP-Servers ein.



e. Geben Sie den KMIP-Server-Port ein (driicken Sie Enter, um den Standardport 5696 zu
verwenden).

Beispiel anzeigen

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

Der Wiederherstellungsprozess ist abgeschlossen und die folgende Meldung wird angezeigt:

Successfully recovered keymanager secrets.

Beispiel anzeigen

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....
Performing initialization of OpenSSL

Successfully recovered keymanager secrets.

5. Option auswahlen 1 vom Bootmeni zum Fortfahren des Bootvorgangs in ONTAP.
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Beispiel-Eingabeaufforderung anzeigen

LR R i e S i b db b b b b b b b dh b Sb b 2 dh b S i SR Sb b S b b db b e A b db b 2 b b b b b dh b b dh b db b 2 dh b b Sb i db S 4

Xk kkkkkkkkk

* Select option " (1) Normal Boot." to complete the recovery
process.

*

KA KA AR A AR A AR A AR A AR KA A AR A A AR A AN A AR A AN A AR A AR AR A AR A A A A A A A A A AR A,k K
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(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

6. Automatisches Giveback wiederherstellen, wenn Sie es deaktiviert haben:
storage failover modify -node local -auto-giveback true
7. Wenn AutoSupport aktiviert ist, stellen Sie die automatische Fallerstellung wieder her:

system node autosupport invoke -node * -type all -message MAINT=END

Senden Sie das fehlerhafte Teil an NetApp — FAS8200

Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen
beschrieben an NetApp zurlck. "Ruckgabe und Austausch von Teilen"Weitere
Informationen finden Sie auf der Seite.

Das FAS8200 -System unterstltzt ausschlieRlich manuelle Wiederherstellungsverfahren Uber Bootmedien. Die
automatische Wiederherstellung Gber Bootmedien wird nicht unterstitzt.
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MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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