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Implementieren Sie ONTAP-Tools fur VMware
vSphere

Schnellstart fur ONTAP-Tools fiir VMware vSphere
Richten Sie mit diesem Schnellstartabschnitt ONTAP tools for VMware vSphere ein.

Zunachst stellen Sie ONTAP tools for VMware vSphere als kleine Einzelknotenkonfiguration bereit, die
Kerndienste zur Unterstlitzung von NFS- und VMFS-Datenspeichern bereitstellt. Um |hre Konfiguration fiir
zusatzliche Container pro Dienst, verbesserte Ausfallsicherheit oder die Verwendung von vVols
-Datenspeichern und Hochverfiigbarkeit (HA) zu erweitern, schlief’en Sie zuerst diesen Workflow ab und
fahren Sie dann mit den Erweiterungsschritten fort. Weitere Informationen finden Sie im "HA-
Implementierungs-Workflow" .

o Planen Sie lhre Implementierung

Stellen Sie sicher, dass Ihre vSphere-, ONTAP und ESXi-Hostversionen mit der ONTAP Toolversion
kompatibel sind. Stellen Sie ausreichend CPU-, Arbeitsspeicher- und Festplattenspeicher bereit. Abhangig von
Ihren Sicherheitsregeln missen Sie mdglicherweise Firewalls oder andere Sicherheitstools einrichten, um
Netzwerkverkehr zuzulassen.

Stellen Sie sicher, dass vCenter Server installiert ist und zuganglich ist.

* "Interoperabilitats-Matrix-Tool"
* "ONTAP-Tools fir VMware vSphere — Anforderungen und Konfigurationsgrenzen"

* "Bevor Sie beginnen"

o Implementieren Sie ONTAP-Tools fiir VMware vSphere

Zunachst implementieren Sie ONTAP tools for VMware vSphere als kleine Einzelknotenkonfiguration, die
Kerndienste zur Unterstitzung von NFS- und VMFS-Datenspeichern bereitstellt. Wenn Sie lhre Konfiguration
um vVols Datenspeicher und Hochverfligbarkeit (HA) erweitern mochten, tun Sie dies nach Abschluss dieses
Workflows. Stellen Sie fiir die Erweiterung auf ein HA-Setup sicher, dass CPU-Hot-Add und Memory-Hot-Plug
aktiviert sind.

* "Implementieren Sie ONTAP-Tools fur VMware vSphere"

e Fiigen Sie vCenter Server-Instanzen hinzu

Flgen Sie vCenter Server-Instanzen zu ONTAP tools for VMware vSphere hinzu, um virtuelle Datenspeicher in
der vCenter Server-Umgebung zu konfigurieren, zu verwalten und zu schiitzen.

* "Flgen Sie vCenter Server-Instanzen hinzu"

o Konfigurieren Sie ONTAP-Benutzerrollen und Privileges

Konfigurieren Sie neue Benutzerrollen und Privileges fur das Management von Storage-Back-Ends mit der
JSON-Datei, die in den ONTAP Tools fir VMware vSphere bereitgestellt wird.


https://imt.netapp.com/matrix/#welcome
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/configure/add-vcenter.html

» "Konfigurieren Sie ONTAP-Benutzerrollen und -Berechtigungen"

e Konfigurieren Sie die Speicher-Back-Ends

Hinzufligen eines Storage-Back-End zu einem ONTAP Cluster Wenn vCenter fir mandantenfahige
Konfigurationen als Mandant mit einer entsprechenden SVM fungiert, fligen Sie das Cluster mithilfe des
ONTAP Tools Manager hinzu. Verknupfen Sie das Storage-Backend mit dem vCenter Server, um es global der
eingenommenen vCenter Server-Instanz zuzuordnen.

Flgen Sie Uber die Benutzeroberflache von ONTAP Tools lokale Storage-Back-Ends mit Cluster- oder SVM-
Anmeldedaten hinzu. Diese Storage Back-Ends sind auf nur ein vCenter beschrankt. Bei lokaler Verwendung
der Cluster-Anmeldedaten werden die zugehoérigen SVMs automatisch dem vCenter zugeordnet, um VVols
oder VMFS zu managen. Fur VMFS-Management, einschliellich SRA, unterstiitzen ONTAP-Tools SVM-
Zugangsdaten, ohne dass ein globales Cluster erforderlich ist.

» "Fugen Sie ein Storage-Back-End hinzu"

* "Ordnen Sie das Storage-Back-End einer vCenter Server-Instanz zu"

e Aktualisieren Sie die Zertifikate, wenn Sie mit mehreren vCenter Server-Instanzen arbeiten

Wenn Sie mit mehreren vCenter Server-Instanzen arbeiten, aktualisieren Sie das selbstsignierte Zertifikat auf
ein von einer Zertifizierungsstelle (CA) signiertes Zertifikat.

» "Verwalten von Zertifikaten"

o (Optional) Konfigurieren des SRA-Schutzes

Stellen Sie die SRA-Funktionen bereit, um Disaster Recovery zu konfigurieren und NFS- oder VMFS-
Datastores zu schitzen.

» "Aktivieren Sie ONTAP-Tools fur VMware vSphere-Services"

« "Konfigurieren Sie SRA auf der VMware Live Site Recovery-Appliance”

e (Optional) Aktivieren Sie den SnapMirror-Schutz fiir aktive Synchronisierung

Konfigurieren Sie ONTAP-Tools fur VMware vSphere, um den Schutz des Host-Clusters fir die aktive
SnapMirror-Synchronisierung zu managen. Fuhren Sie das ONTAP-Cluster- und SVM-Peering in ONTAP-
Systemen durch, um SnapMirror Active Sync zu verwenden. Dies gilt nur fir VMFS Datastores.

» "Schitzen mit Host-Cluster-Schutz"

e Richten Sie Backup und Recovery fiir lhre ONTAP Tools zur Implementierung von VMware vSphere
ein

Die Sicherung ist in den ONTAP tools for VMware vSphere 10.5 standardmaRig aktiviert und erfolgt alle 10
Minuten. Planen Sie Backups Ihrer ONTAP tools for VMware vSphere -Setup, mit denen Sie das Setup im
Fehlerfall wiederherstellen kénnen.

+ "Bearbeiten der Sicherungseinstellungen”


https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/configure/configure-user-role-and-privileges.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/configure/add-storage-backend.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/configure/associate-storage-backend.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/manage/certificate-manage.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/manage/enable-services.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/configure/protect-cluster.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/manage/backup-settings.html

» "Wiederherstellen des ONTAP Tools-Setups"

Workflow fur die Hochverfugbarkeitsbereitstellung von
ONTAP tools

Um die Ausfallsicherheit zu erhdhen und mehr Container pro Dienst zu unterstutzen,
erweitern Sie lhre anfangliche ONTAP Toolbereitstellung auf eine
Hochverfugbarkeitskonfiguration (HA). Flr vVols Datenspeicher in einem HA-Setup ist
die Aktivierung des VASA-Provider-Dienstes erforderlich.

o Vertikale Skalierung der Implementierung

Sie kénnen die Konfiguration der ONTAP Tools fir VMware vSphere vertikal skalieren, um die Anzahl der
Nodes in der Implementierung zu erhéhen und die Konfiguration zu einem HA-Setup zu andern.

+ "Andern Sie ONTAP-Tools fiir die VMware vSphere Konfiguration"

o Aktivieren Sie Services

Um vVols Datenspeicher zu konfigurieren, missen Sie den VASA Provider-Dienst aktivieren. Registrieren Sie
den VASA-Anbieter bei vCenter und stellen Sie sicher, dass lhre Speicherrichtlinien die HA-Anforderungen
erfullen, einschlief3lich der richtigen Netzwerk- und Speicherkonfigurationen.

Aktivieren Sie die SRA-Dienste zur Verwendung von ONTAP-Tools Storage Replication Adapter (SRA) fiir
VMware Site Recovery Manager (SRM) oder VMware Live Site Recovery (VLSR).

» "Aktivieren Sie VASA Provider- und SRA-Services"

e Aktualisieren Sie die Zertifikate
Wenn Sie vVol-Datastores mit mehreren vCenter Server-Instanzen verwenden, aktualisieren Sie das
selbstsignierte Zertifikat auf ein signiertes Zertifikat einer Zertifizierungsstelle (CA).

» "Verwalten von Zertifikaten"

ONTAP-Tools fur VMware vSphere — Anforderungen und
Konfigurationsgrenzen

Vor der Bereitstellung der ONTAP Tools fur VMware vSphere sollten Sie mit den
Speicherplatzanforderungen fur das Deployment-Paket und einigen grundlegenden
Anforderungen an das Host-System vertraut sein.

Sie kdnnen ONTAP-Tools flir VMware vSphere mit der virtuellen VMware vCenter Server-Appliance (vVCSA)
verwenden. Sie sollten ONTAP-Tools fir VMware vSphere auf einem unterstiitzten vSphere-Client mit ESXi-
System implementieren.


https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/manage/recover-backup.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/manage/edit-appliance-settings.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/manage/enable-services.html
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-10/manage/certificate-manage.html

Systemanforderungen

» Platzanforderungen fiir Installationspaket pro Knoten
> 15 GB bei Thin Provisioning-Installationen
o 348 GB fur Thick Provisioning-Installationen

* Anforderungen an die Dimensionierung des Hostsystems Die folgende Tabelle zeigt den empfohlenen
Arbeitsspeicher fur jede Bereitstellungsgréfie. Fur Bereitstellungen mit hoher Verfiigbarkeit (HA) bendtigen
Sie die dreifache Appliance-GroRe, die angegeben ist.

Art der Bereitstellung CPUs pro Knoten Arbeitsspeicher (GB) Speicherplatz (GB)
pro Node Thick Provisioning pro
Knoten
Klein 9 18 350
Mittel 13 26 350
HINWEIS: Bei der groRen 17 34 350

Implementierung geht es
nur um die HA-
Konfiguration.

Wenn Backup aktiviert ist, benétigt jeder Cluster mit ONTAP Tools weitere 50 GB Speicherplatz
@ auf dem Datenspeicher, auf dem die VMs implementiert werden. Daher sind fur nicht-HA 400
GB und fir HA insgesamt 1100 GB Speicherplatz erforderlich.

Mindestanforderungen hinsichtlich Storage und Applikationen

Storage, Host und Applikationen Versionsanforderungen
ONTAP 9.15.1, 9.16.1 und 9.17.0
Von ONTAP Tools unterstutzte ESXi-Hosts Ab 7.0.3

ONTAP Tools unterstitzten vCenter Server 7.0U3 ab

VASA Provider 3.0

OVA-Anwendung 10,5

ESXi-Host zur Implementierung der virtuellen 7.0U3 und 8.0U3

Maschine mit ONTAP-Tools

VCenter Server zur Bereitstellung einer virtuellen 7.0und 8.0
Maschine mit ONTAP-Tools

@ Ab ONTAP-Tools flir VMware vSphere 10.4 wird die Hardware der virtuellen Maschine von
Version 10 auf 17 geandert.

Das Interoperabilitats-Matrix-Tool (IMT) enthalt aktuelle Informationen zu den unterstiitzten Versionen von
ONTAP, vCenter Server, ESXi-Hosts und Plug-in-Applikationen.

"Interoperabilitats-Matrix-Tool"


https://imt.netapp.com/matrix/imt.jsp?components=105475;&solution=1777&isHWU&src=IMT

Port-Anforderungen

Die folgende Tabelle zeigt die von NetApp verwendeten Netzwerkports und deren Zweck. Es gibt drei
verschiedene Arten von Anschlissen:

» Externe Ports: Diese Ports sind von auRerhalb des Kubernetes-Clusters oder -Knotens zuganglich. Sie
ermoglichen es Diensten, mit externen Netzwerken oder Benutzern zu kommunizieren und so die
Integration mit Systemen aul3erhalb der Clusterumgebung zu ermdglichen.

* Inter-Node-Ports: Diese Ports ermdglichen die Kommunikation zwischen den Knoten innerhalb des
Kubernetes-Clusters. Sie werden flr Clusteraufgaben wie den Datenaustausch und die Zusammenarbeit
bendétigt. Bei Einzelknoten-Bereitstellungen werden die Inter-Node-Ports nur innerhalb des Knotens
verwendet und bendtigen keinen externen Zugriff. Inter-Node-Ports kénnen Datenverkehr von auRerhalb
des Clusters akzeptieren. Sperren Sie den Internetzugang zwischen den Knoten mithilfe von Firewall-
Regeln.

* Interne Ports: Diese Ports kommunizieren innerhalb des Kubernetes-Clusters Uber ClusterlP-Adressen. Sie
sind nicht extern zuganglich und missen nicht zu Firewall-Regeln hinzugefligt werden.

@ Stellen Sie sicher, dass sich alle ONTAP Tool-Knoten im selben Subnetz befinden, um eine
unterbrechungsfreie Kommunikation untereinander aufrechtzuerhalten.

Klicken Sie, um die Tabelle mit den Portanforderungen ein- oder auszublenden.



Dienst-
/Komponentenna
me

ntv-gateway-svc
(LB)

SSH

rke2-Server

kube-apiserver

Port

443, 8443

22

9345

6443

rpcbind/portmapper 111

coredns (DNS)

NTP

53

123

Protokoll

TCP

TCP

TCP

TCP

TCP/UDP

TCP/UDP

uUbP

Anschlusstyp

Extern

Extern

Zwischenknoten

Zwischenknoten

Zwischenknoten

Zwischenknoten

Zwischenknoten

Beschreibung

Durchgangsport flr
eingehende
Kommunikation flr
den VASA-
Provider-Dienst.
Auf diesem Port
werden das
selbstsignierte
Zertifikat des
VASA-Anbieters
und das
benutzerdefinierte
CA-Zertifikat
gehostet.

Secure Shell fur die
Anmeldung am
Remote-Server und
die Ausfiihrung von
Befehlen.

RKE2 Supervisor
API (Beschrankung
auf
vertrauenswiurdige
Netzwerke).

Kubernetes API-
Server-Port (auf
vertrauenswurdige
Netzwerke
beschranken).

Wird fir die RPC-
Kommunikation
zwischen Diensten
verwendet.

Domain Name
System (DNS)-
Dienst zur
Namensauflésung
innerhalb des
Clusters.

Netzwerkzeitprotok
oll (NTP) zur
Zeitsynchronisation



Dienst-
/Komponentenna
me

etcd

kube-vip

kubelet

kube-controller

Cloud-Controller

kube-scheduler

kube-proxy

Kaliko-Knoten

containerd

VXLAN (Flannel)

Port

2379, 2380, 2381

2112

10248, 10250

10257

10258

10259

10249, 10256

9091, 9099

10010

8472

Protokoll

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

UbP

Anschlusstyp

Zwischenknoten

Zwischenknoten

Zwischenknoten

Zwischenknoten

Zwischenknoten

Zwischenknoten

Zwischenknoten

Zwischenknoten

Zwischenknoten

Zwischenknoten

Beschreibung

Schlusselwertspeic
her fur
Clusterdaten.

Kubernetes API-
Server-Port.

Kubernetes-
Komponente

Kubernetes-
Komponente

Kubernetes-
Komponente

Kubernetes-
Komponente

Kubernetes-
Komponente

Calico-
Netzwerkkomponen
te.

Container-Daemon-
Dienst.

Overlay-Netzwerk
fur die Pod-
Kommunikation.

Bei HA-Bereitstellungen muss sichergestellt werden, dass der UDP-Port 8472 zwischen

®

den Knoten unterbrochen.

allen Knoten geoffnet ist. Dieser Port ermdglicht die Kommunikation zwischen Pods Uber
verschiedene Knoten hinweg; durch Blockierung wird die Netzwerkverbindung zwischen

Konfigurationsbeschrankungen fiir die Bereitstellung von ONTAP tools for VMware

vSphere fir vVols Datenspeicher

Sie kdnnen die folgende Tabelle als Leitfaden fur die Konfiguration von ONTAP tools for VMware vSphere

verwenden.

* Bereitstellung*
Ohne HA

Ohne HA
Hochverfligbarkeit
Hochverfligbarkeit

Typ

Klein (S)
Mittel (M)
Klein (S)
Mittel (M)

Anzahl der VVols

bis zu 12K
bis zu 24K
bis zu 24K
bis zu 50k

Anzahl der Hosts

32
64
64
128



Hochverfiligbarkeit Grof3 (L) bis zu 100k 256

@ Die Host-Zahlen in der Tabelle stellen die kombinierte Gesamtzahl Gber alle verbundenen
vCenters dar.

Konfigurationsbeschrankungen fiir die Bereitstellung von ONTAP tools for VMware
vSphere fur VMFS- und NFS-Datenspeicher

Die in diesem Abschnitt aufgefihrten Konfigurationsgrenzen sind von NetApp validiert und unterstitzt. Die
tatsachlichen Grenzen kénnen je nach Umgebung und Arbeitslast variieren. Eine Uberschreitung dieser
Grenzen kann die Leistung oder die Supportfahigkeit beeintrachtigen und wird nicht empfohlen. Beachten Sie
Folgendes bei der Durchsicht der Tabelle:

» Die Notfallwiederherstellung (Disaster Recovery, DR) virtueller Maschinen wird mithilfe von synchronen,
asynchronen oder strikten Sync-Richtlinien konfiguriert. DR wird fir das NVMe-Protokoll nicht unterstitzt.

» Der ESXi-Hostclusterschutz verwendet SnapMirror Active Sync, welches keine Multi-vCenter-
Bereitstellungen unterstutzt.

» ONTAP tools beschrankt lediglich die Anzahl der ESXi-Hosts und Datenspeicher basierend auf der
BereitstellungsgrofRe. Es gibt keine Beschrankungen hinsichtlich der Anzahl der vCenter Server, die mit
ONTAP tools verbunden werden kdnnen.

* ONTAP tools flhrt eine parallele Erkennung aller Speicherobjekte durch. Konfigurationsbeschrankungen
fir ONTAP-Speicherobjekte gelten unabhangig von der Anzahl der aktiv verwendeten Objekte.

* ONTAP tools legt keine Beschrankung hinsichtlich der Anzahl der vCenter Servers fest, die integriert
werden konnen. Die Konfigurationsbeschrankungen werden durch die Anzahl der unterstitzten Hosts und
Datenspeicher bestimmt, wie in der folgenden Tabelle aufgefiihrt.

Bereitstellung Anzahl der VMFS-und  Anzahl der DR-fahigen = Anzahl der Hosts
NFS-Datenspeicher VMFS-Datenspeicher

Nicht-HA klein 200 80 32

Non-HA Medium 250 100 32

HA klein 350 200 64

HA Mittel 600 200 128

HA grof3 1024 250 256

ONTAP Tools fiir VMware vSphere — Storage Replication Adapter (SRA)

In der folgenden Tabelle sind die Zahlen aufgefiihrt, die pro VMware Live Site Recovery-Instanz mithilfe von
ONTAP Tools fur VMware vSphere unterstitzt werden.

VCenter-BereitstellungsgroRe Klein Mittel

Gesamtzahl der virtuellen 2000 5000
Maschinen, die fiir den Schutz

mithilfe einer Array-basierten

Replikation konfiguriert wurden

Gesamtzahl der Array-basierten 250 250
Replikationsschutzgruppen



VCenter-BereitstellungsgroRe Klein Mittel

Gesamtzahl der Schutzgruppen pro 50 50
Wiederherstellungsplan

Anzahl replizierter Datastores 255 255
Anzahl der VMs 4000 7000

In der folgenden Tabelle sind die Anzahl der VMware Live Site Recovery und die entsprechenden ONTAP
Tools fur die VMware vSphere ImplementierungsgréRe aufgefihrt.

Anzahl der VMware Live Site Recovery Instanzen GroRe der Bereitstellung von ONTAP-Tools

Bis Zu 4 Klein
4 bis 8 Mittel
Mehr als 8 Grof}

Weitere Informationen finden Sie unter "Betriebsgrenzen der VMware Live Site Recovery".

Anforderungen vor der Bereitstellung von ONTAP tools

Stellen Sie sicher, dass die folgenden Anforderungen erflllt sind, bevor Sie mit der
Implementierung fortfahren:

Anforderungen lhr Status

Die Version von vSphere, die Version von ONTAP und [1 Ja [] Nein
die Version des ESXi Hosts sind mit der Version der
ONTP Tools kompatibel.

VCenter Server-Umgebung ist eingerichtet und [0 Ja [J Nein
konfiguriert

Browser-Cache wird geldscht [0 Ja [J Nein
Sie verfligen Uber die tGibergeordneten vCenter [1Ja [l Nein

Server-Anmeldeinformationen

Sie verflgen Uber die Anmeldeinformationen fur die [1Ja 1 Nein
vCenter Server-Instanz, mit der die ONTAP-Tools fir

VMware vSphere nach der Bereitstellung zur

Registrierung verbunden werden

Der Domanenname, auf dem das Zertifikat ausgestellt [/ Ja [1 Nein
wird, wird der virtuellen IP-Adresse in einer Multi-
vCenter-Bereitstellung zugeordnet, in der

benutzerdefinierte CA-Zertifikate erforderlich sind.

Sie haben die nslookup-Prifung fir den [ Ja [J Nein
Domanennamen ausgefihrt, um zu Uberprtfen, ob die

Domane auf die beabsichtigte IP-Adresse aufgeldst

wird.

Das Zertifikat wird mit dem Domanennamen und der [ Ja [1 Nein
IP-Adresse des ONTAP Tools erstellt.


https://techdocs.broadcom.com/us/en/vmware-cis/live-recovery/live-site-recovery/9-0/overview/site-recovery-manager-system-requirements/operational-limits-of-site-recovery-manager.html

Anforderungen lhr Status

Die Anwendung der ONTAP-Tools und die internen [1Ja (1 Nein
Dienste sind vom vCenter-Server aus erreichbar.

Wenn Sie mandantenfahige SVMs verwenden, finden [ Ja [1 Nein
Sie auf jeder SVM eine LIF zum SVM-Management.

Arbeitsblatt fur die Bereitstellung

Fir Single-Node-Implementierung

Verwenden Sie das folgende Arbeitsblatt, um die erforderlichen Informationen fir ONTAP-Tools fur die
Erstbereitstellung von VMware vSphere zu sammeln:

Anforderungen lhr Wert

IP-Adresse fir die ONTAP -Tools-Anwendung. Dies ist
die IP-Adresse fur den Zugriff auf die Weboberflache
der ONTAP Tools (Load Balancer).

Virtuelle IP-Adresse der ONTAP -Tools fiir die interne
Kommunikation. Diese IP-Adresse wird fur die interne
Kommunikation in einem Setup mit mehreren ONTAP
-Tools-Instanzen verwendet. Diese IP-Adresse darf
nicht mit der IP-Adresse flr die ONTAP -Tools
-Anwendung identisch sein. (Die Kubernetes-
Steuerebene)

DNS-Hostname fiir den Verwaltungsknoten der
ONTAP -Tools

Priméarer DNS-Server
Sekundarer DNS-Server
DNS-Suchdomane

IPv4-Adresse fiir den Verwaltungsknoten der ONTAP
Tools. Es handelt sich um eine eindeutige IPv4-
Adresse fir die Knotenverwaltungsschnittstelle im
Verwaltungsnetzwerk.

Subnetzmaske flr die IPv4-Adresse
Standard-Gateway fir die IPv4-Adresse
IPv6-Adresse (optional)
IPv6-Prafixlange (optional)

Gateway fir die IPv6-Adresse (optional)

Erstellen Sie DNS-Eintrage fir alle oben genannten IP-Adressen. Bevor Sie Hostnamen
zuweisen, ordnen Sie sie den freien IP-Adressen auf dem DNS zu. Alle IP-Adressen sollten sich
im gleichen VLAN befinden, das fir die Bereitstellung ausgewahit wurde.

10



Fir hochverfiigbare Implementierungen

Zusatzlich zu den Implementierungsanforderungen fur einen Node bendtigen Sie fir die HA-Implementierung
die folgenden Informationen:
Anforderungen Ihr Wert
Primarer DNS-Server
Sekundarer DNS-Server
DNS-Suchdoméne
DNS-Hostname flur den zweiten Knoten
IP-Adresse fir den zweiten Node
DNS-Hostname flr den dritten Knoten

IP-Adresse fiir den dritten Knoten

Konfiguration der Netzwerk-Firewall

Stellen Sie sicher, dass die erforderlichen Firewall-Ports fir alle relevanten IP-Adressen gedffnet sind. ONTAP
-Tools erfordern Zugriff auf das LIF tUber Port 443. Eine vollstandige Liste der erforderlichen Ports finden Sie im
Abschnitt ,,Portanforderungen” unter"ONTAP-Tools fur VMware vSphere — Anforderungen und
Konfigurationsgrenzen" .

ONTAP Storage-Einstellungen

Um eine nahtlose Integration von ONTAP Storage mit ONTAP Tools fiir VMware vSphere zu gewahrleisten,
sollten folgende Einstellungen durchgefiihrt werden:

* Wenn Sie Fibre Channel (FC) fur die Speicherkonnektivitat verwenden, konfigurieren Sie die Zoning auf
lhren FC-Switches, um die ESXi-Hosts mit den FC-LIFs der SVM zu verbinden. "Erfahren Sie mehr tber
FC- und FCoE-Zoning mit ONTAP Systemen"

+ Um ONTAP Tools-gemanagte SnapMirror-Replizierung zu verwenden, sollte der ONTAP Storage-
Administrator vor Verwendung von SnapMirror und "Intercluster SVM-Peer-Beziehungen mit ONTAP" in
ONTARP erstellen "ONTAP Cluster Peer-Beziehungen".

ONTAP tools bereitstellen

Die ONTAP tools for VMware vSphere Appliance werden als kleiner Einzelknoten mit
Kerndiensten zur Unterstlitzung von NFS- und VMFS-Datenspeichern bereitgestellt. Die
Bereitstellung der ONTAP Tools kann bis zu 45 Minuten dauern.

Bevor Sie beginnen

Wenn Sie einen kleinen Einzelknoten bereitstellen, ist eine Inhaltsbibliothek optional. Fir Multi-Node- oder HA-
Bereitstellungen ist eine Inhaltsbibliothek erforderlich. In VMware speichert eine Inhaltsbibliothek VM-Vorlagen,
vApp-Vorlagen und andere Dateien. Die Bereitstellung mit einer Inhaltsbibliothek bietet ein nahtloses Erlebnis,
da sie nicht von der Netzwerkkonnektivitat abhangig ist.

Beachten Sie Folgendes, bevor Sie eine Inhaltsbibliothek erstellen:
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« Erstellen Sie die Inhaltsbibliothek auf einem gemeinsam genutzten Datenspeicher, damit alle Hosts im
Cluster darauf zugreifen kdnnen.

* Richten Sie die Inhaltsbibliothek ein, bevor Sie die ONTAP tools for VMware vSphere OVA bereitstellen.

« Stellen Sie sicher, dass die Inhaltsbibliothek erstellt wird, bevor Sie das Gerat fiir HA konfigurieren.

@ Loéschen Sie die OVA-Vorlage nach der Bereitstellung nicht in der Inhaltsbibliothek.

Um die HA-Bereitstellung in Zukunft zu ermoéglichen, vermeiden Sie die Bereitstellung der
(i)  virtuellen Maschine mit den ONTAP Tools direkt auf einem ESXi-Host. Stellen Sie s
stattdessen in einem ESXi-Hostcluster oder Ressourcenpool bereit.

FUhren Sie die folgenden Schritte aus, um eine Inhaltsbibliothek zu erstellen:
1. Laden Sie die Datei mit den Bindrdateien (.ova) und signierten Zertifikaten fir ONTAP tools for VMware
vSphere von der "NetApp Support Website" .
Melden Sie sich beim vSphere-Client an
Wahlen Sie das vSphere-Client-Menu aus und wahlen Sie Inhaltsbibliotheken aus.
Wabhlen Sie auf der rechten Seite die Option Erstellen.
Geben Sie einen Namen fur die Bibliothek ein, und erstellen Sie die Inhaltsbibliothek.

Gehen Sie zu der von lhnen erstellten Inhaltsbibliothek.

N o o k&~ 0 DN

Wahlen Sie actions rechts auf der Seite aus und wahlen Sie Import item und importieren Sie die OVA-
Datei.

@ Weitere Informationen finden Sie im "Erstellen und Verwenden der Inhaltsbibliothek™" Blog.

Bevor Sie mit der Bereitstellung fortfahren, stellen Sie den Distributed Resource Scheduler
@ (DRS) des Clusters im Inventar auf ,Konservativ* ein. Dadurch wird sichergestellt, dass wahrend
der Installation keine VMs migriert werden.

Die ONTAP tools for VMware vSphere werden zunéachst als Nicht-HA-Setup bereitgestellt. Fir die Skalierung
auf HA-Bereitstellung mussen Sie CPU-Hotplug und Speicher-Hotplug aktivieren. Sie kdnnen diesen Schritt im
Rahmen des Bereitstellungsprozesses ausfilhren oder die VM-Einstellungen nachtraglich bearbeiten.

Schritte

1. Laden Sie die Datei herunter, die die Binardateien (.ova) und signierten Zertifikate fir die ONTAP tools for
VMware vSphere enthalt. Wenn Sie die OVA in die Inhaltsbibliothek importiert haben, kdnnen Sie diesen
Schritt Uberspringen und mit dem nachsten Schritt fortfahren

2. Melden Sie sich beim vSphere-Server an.

3. Gehen Sie zum Ressourcenpool, Cluster oder Host, auf dem Sie die OVA bereitstellen méchten.

@ Speichern Sie niemals ONTAP Tools flir VMware vSphere Virtual Machine auf von ihm
gemanagten VVols Datastores.

4. Sie kdénnen die OVA aus der Inhaltsbibliothek oder aus dem lokalen System bereitstellen.

Aus dem lokalen System Aus der Inhaltsbibliothek
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a. Klicken Sie mit der rechten Maustaste, und a. Gehen Sie zu lhrer Inhaltsbibliothek und wahlen

wahlen Sie OVF-Vorlage bereitstellen.... b. Sie das Bibliothekselement aus, das Sie
Wahlen Sie die OVA-Datei aus der URL aus, oder bereitstellen mochten. b. Wahlen Sie Aktionen >
navigieren Sie zu ihrem Speicherort, und wahlen Neue VM aus dieser Vorlage

Sie dann Weiter aus.

5. Geben Sie im Feld Namen und Ordner auswahlen den Namen der virtuellen Maschine ein und wahlen
Sie deren Speicherort.

o Wenn Sie die vCenter Server 8.0.3-Version verwenden, wahlen Sie die Option Hardware dieser
virtuellen Maschine anpassen aus, die einen zusatzlichen Schritt mit dem Namen Hardware
anpassen aktiviert, bevor Sie zum Fenster Ready to Complete gehen.

o Wenn Sie die Version 7.0.3 von vCenter Server verwenden, befolgen Sie die Schritte im Abschnitt Was
kommt als Nachstes? am Ende der
Bereitstellung.

netapp-ontap-tools-for- Select a name and folder X
vmware-vsphere-10.4-

1740090540 - New Specify a unique name and target location

Virtual Machine from

Content Libra ry Virtual machine name: demogty

Select a location for the virtual machine.
1 Select a creation type

v @ vcf-veOl.ontappmtme.openenglab.netapp.com

O

2 Select a template

3 Select a name and folder

( Customize the operating system

( tomize this virtual machine's hardware
CANCEL ‘ BACK ‘ NEXT

6. Wahlen Sie eine Computerressource aus und wahlen Sie Weiter. Aktivieren Sie optional das
Kontrollkastchen, um die bereitgestellte VM automatisch einzuschalten®.

7. Uberprifen Sie die Details der Vorlage und wahlen Sie Weiter.
8. Lesen und akzeptieren Sie die Lizenzvereinbarung und wahlen Sie Weiter.

9. Wahlen Sie den Speicher flr die Konfiguration und das Festplattenformat aus und wahlen Sie Weiter.
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10. Wahlen Sie fur jedes Quellnetzwerk das Zielnetzwerk aus und wahlen Sie Weiter.

11. Im Fenster Vorlage anpassen fillen Sie die erforderlichen Felder

aus.
netapp-ontap-tools-for- Customize template ¥
1V7n;g1agrgé\£sg)hzree‘:0'5- NTP Servers A comma-separated list of hostnames or IP addresses of NTP

servers. If left blank, WVMware tools based time synchronization

Virtual Machine from
Content Library

1 Select a name and folder v Deployment Configuration 2 settings

ONTAP tools IP address® This will be the primary interface for communication with ONTAP

will be used

2 Select a compute resource
tools

3 Review details
ONTAP tools virtual IP address* ONTAP tools uses this IP address for internal communication

4 License agreements

v i i 3 settings
5 Select storage wvCenter Configuration <}

vCenter hostname* Provide the hostname of the vCenter Server

6 Select networks

7 Customize template vCenter username*® Provide the username of the vCenter Server
administrator@vsphere.

vCenter password*® To authenticate your login, provide the vCenter Server password.

CANCEL BACK NEXT

@ Der vCenter-Hostname ist der Name der vCenter Server-Instanz, auf der die ONTAP Tools
Appliance bereitgestellt wird.

Wenn Sie ONTAP Tools in einer Topologie mit zwei vCenter Servern einsetzen — wobei die Appliance in
einer vCenter-Instanz gehostet wird und eine andere verwaltet —, kénnen Sie der vCenter-Instanz, die die
ONTAP Tools hostet, eine eingeschrankte Rolle zuweisen. Sie kdnnen einen dedizierten vCenter-Benutzer
und eine Rolle erstellen, die nur Uber die flr die OVF-Vorlagenbereitstellung erforderlichen Berechtigungen
verfiigen. Fur Einzelheiten siehe die aufgefiihrten Rollen in "In ONTAP Tools fur VMware vSphere 10
enthaltene Rollen"Die

Stellen Sie flr die vCenter-Instanz, die von ONTAP -Tools verwaltet wird, sicher, dass das vCenter-
Benutzerkonto Uber Administratorrechte verfugt.

o Hosthamen mussen Buchstaben (A—Z, a-z), Ziffern (0-9) und Bindestriche (-) enthalten. Geben Sie
zum Konfigurieren von Dual-Stack den Hostnamen an, der der IPv6-Adresse zugeordnet ist.

@ Pure IPv6 wird nicht unterstttzt. Der gemischte Modus wird mit VLAN unterstitzt, das
sowohl IPv6- als auch IPv4-Adressen enthalt.

> Die IP-Adresse des ONTAP Tools ist die primare Schnittstelle zur Kommunikation mit ONTAP Tools.

o IPv4 ist die IP-Adresskomponente der Knotenkonfiguration, die zur Aktivierung von Diagnose-Shell und
SSH-Zugriff auf den Knoten fir Debugging und Wartung verwendet werden kann.

12. Bei Verwendung der vCenter Server Version 8.0.3 mussen Sie im Fenster Hardware anpassen die
Optionen CPU Hot-Add und Speicher Hot-Plug aktivieren, um die HA-Funktionalitat zu
ermdoglichen.
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netapp-ontap-tools-for-
vmware-vsphere-10.5-
1740090540 - New
Virtual Machine from
Content Library

w

9

Select a creation type

Select a template

Select a name and folder

Select a compute resource

Review details

License agreements

Select storage

Select networks

Customize template

10 Customize hardware

13. Uberprifen Sie die Details im Fenster Ready to Complete, wahlen Sie Finish.

Customize hardware

Virtual Hardware VM Options Advanced Parameters
v CPU* 9 @

Cores per Socket 1

\ Sockets: 9
CPU Hot Plug Enable CPU Hot Add
Reservation o V' MHz
Limit Unlimited vV MHz
Shares Normal

Hardware virtualization

Performance Counters

Scheduling Affinity

v Memory * 18

Reservation 0o

|| Reserve all guest memory (All locked)

Limit Unlimited

Shares Normal

% o

©)

Enable virtualized CPU performance counters

Expose hardware assisted virtualization to the guest OS

CANCEL

ADD NEW DEVICE v

BACK NEXT

Wenn die Bereitstellungsaufgabe erstellt wird, wird der Fortschritt in der vSphere-Taskleiste angezeigt.

14. Schalten Sie die VM nach Abschluss der Aufgabe ein, wenn die Option zum automatischen Einschalten
der VM nicht ausgewahlt wurde.

Sie kénnen den Fortschritt der Installation in der Webkonsole der VM verfolgen.

Wenn im OVF-Formular Unstimmigkeiten auftreten, werden Sie in einem Dialogfeld aufgefordert,
Korrekturmaflinahmen zu ergreifen. Navigieren Sie mit der Tabulatortaste, nehmen Sie die erforderlichen
Anderungen vor und wahlen Sie OK. Sie haben drei Versuche, etwaige Probleme zu I6sen. Wenn die
Probleme nach drei Versuchen weiterhin bestehen, wird der Installationsvorgang abgebrochen und es wird

empfohlen, die Installation auf einer neuen virtuellen Maschine erneut zu versuchen.

Was kommt als Nachstes?

Wenn Sie ONTAP-Tools fur VMware vSphere mit vCenter Server 7.0.3 bereitstellen, fuhren Sie diese Schritte
nach der Bereitstellung aus.

1. Melden Sie sich beim vCenter Client an
2. Schalten Sie den Knoten ,ONTAP Tools“ aus.
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3. Gehen Sie zu den ONTAP tools for VMware vSphere Maschine unter Inventar und wahlen Sie die Option
Einstellungen bearbeiten.

4. Aktivieren Sie unter den Optionen CPU das Kontrollkastchen CPU Hot add aktivieren

5. Aktivieren Sie unter den Memory-Optionen das Kontrollkastchen enable gegen Memory Hot Plug.

Fehler bei der Bereitstellung von ONTAP tools beheben

Wenn bei der Bereitstellung Probleme auftreten, Uberprifen Sie die Protokolle und
Fehlercodes, um die Probleme zu diagnostizieren und zu beheben. Ab ONTAP tools for
VMware vSphere 10.5 umfassen die von den Pods gesammelten Protokollpakete
Protokolle von MongoDB, RabbitMQ und Vault sowie den Status und die Beschreibungen
aller Pods. Diese werden zusatzlich zu den vorhandenen Serviceprotokollen der ONTAP
Tools bereitgestellt und verbessern die Supportfahigkeit und Fehlerbehebung.

Sammeln Sie die Protokolldateien

Sie kénnen Protokolldateien fir ONTAP-Tools flir VMware vSphere Uber die in der Benutzeroberflache von
ONTAP Tools Manager verfugbaren Optionen sammeln. Der technische Support fordert Sie mdglicherweise
auf, die Protokolldateien zu sammeln, damit Sie Probleme beheben kénnen.

Die Generierung von Protokollen Giber den ONTAP-Tools-Manager umfasst alle Protokolle fiir
alle vCenter-Serverinstanzen. Die Generierung von Protokollen tber die vCenter-Client-
Benutzeroberflache ist fir den ausgewahlten vCenter-Server vorgesehen.

Schritte

1. Starten Sie den ONTAP Tools Manager Uber einen Webbrowser:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Melden Sie sich mit den ONTAP Tools fir VMware vSphere Administrator-Anmeldeinformationen an, die
Sie wahrend der Implementierung angegeben haben.

3. Wahlen Sie in der Seitenleiste Log Bundles aus.
Dieser Vorgang kann mehrere Minuten dauern.

4. Wahlen Sie Generate, um die Protokolldateien zu generieren.

5. Geben Sie die Bezeichnung flir das Log Bundle ein und wahlen Sie Generate.

Laden Sie die Datei tar.gz herunter, und senden Sie sie an den technischen Support.

Flhren Sie die folgenden Schritte aus, um Protokollblindel tiber die vCenter Client-Benutzeroberflache zu
generieren:

Schritte
1. Melden Sie sich beim vSphere-Client an.

2. Gehen Sie auf der vSphere Client-Homepage zu Support > Log Bundle > Generate.

3. Geben Sie die Bezeichnung des Protokollpakets an und generieren Sie das Protokollpaket. Die Download-
Option wird angezeigt, wenn die Dateien generiert werden. Der Download kann einige Zeit dauern.
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@ Das erzeugte Log-Bundle ersetzt das Log-Bundle, das innerhalb der letzten 3 Tage oder 72
Stunden erzeugt wurde.

Fehlercodes fur die Bereitstellung

Wahrend der Bereitstellung, des Neustarts und der Wiederherstellungsvorgange von ONTAP-Tools fir VMware
vSphere kénnen Fehlercodes auftreten. Die Fehlercodes sind funf Ziffern lang, wobei die ersten beiden Ziffern

das Skript darstellen, das auf das Problem gestof3en ist, und die letzten drei Ziffern den spezifischen Workflow

innerhalb dieses Skripts darstellen.

Alle Fehlerprotokolle werden in der Datei ansible-perl-errors.log im Verzeichnis /var/log aufgezeichnet, um die

einfache Verfolgung und Lésung von Problemen zu ermdglichen. Diese Protokolldatei enthalt den Fehlercode
und die fehlgeschlagene Ansible-Aufgabe.

@ Die auf dieser Seite angegebenen Fehlercodes dienen nur als Referenz. Wenden Sie sich an
das Support-Team, wenn der Fehler weiterhin besteht oder wenn keine Losung erwahnt wird.

In der folgenden Tabelle sind die Fehlercodes und die entsprechenden Dateinamen aufgefihrt.

Fehlercode Skriptname

00 firstboot-network-config.pl, Mode Deployment
01 firstboot-network-config.pl, Modusaktualisierung
02 firstboot-inputs-validation.pl

03 firstboot-deploy-otv-ng.pl, Deploy, HA

04 firstboot-deploy-otv-ng.pl, Deploy, non-HA

05 firstboot-deploy-otv-ng.pl, Neustart

06 firstboot-deploy-otv-ng.pl, Upgrade, HA

07 firstboot-deploy-otv-ng.pl, Upgrade, nicht HA
08 firstboot-otv-recovery.pl

09 post-deploy-upgrade.pl

Die letzten drei Ziffern des Fehlercodes zeigen den spezifischen Workflow-Fehler im Skript an:

Deployment-Fehlercode Arbeitsablauf * Auflésung®

049 Fir Netzwerk und Validierung wird -
Perl Skript sie auch in Kirze
zuweisen

050 Generierung des SSH-Schliissels  Starten Sie die priméare virtuelle
fehlgeschlagen Maschine (VM) neu.
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053

054

055

059

060

061

062

065

066
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RKE2 konnte nicht installiert
werden

Einstellung von kubeconfig
fehlgeschlagen

Fehler beim Bereitstellen der
Registrierung

Die KubeVip-Bereitstellung ist
fehlgeschlagen

Die Benutzerbereitstellung ist
fehlgeschlagen

Die Bereitstellung der Dienste ist
fehlgeschlagen

Die Bereitstellung der ONTAP Tools
Services ist fehlgeschlagen

Die URL der Swagger-Seite ist
nicht erreichbar

Fehler bei den Schritten nach der
Bereitstellung flr das Gateway-
Zertifikat

Fihren Sie entweder Folgendes
aus und starten Sie die primare VM
neu, oder starten Sie
Neuimplementierung: Sudo rke2-
killall.sh (alle VMs) Sudo rke2-
uninstall.sh (alle VMs).

Neuimplementierung

Wenn der Registrierungs-Pod
vorhanden ist, warten Sie, bis der
Pod bereit ist, starten Sie dann die
primare VM neu oder starten Sie es
andernfalls neu.

Vergewissern Sie sich, dass die
wahrend der Implementierung
angegebene virtuelle IP-Adresse
fur die Kubernetes-Kontrollebene
und die ONTAP-Tools die IP-
Adresse im selben VLAN und freien
IP-Adressen sind. Neu starten,
wenn alle vorherigen Punkte
korrekt sind. Ansonsten
Neuimplementierung.

Neu Starten

Flhren Sie einfache Kubernetes-
Fehlerbehebungen wie get Pods,
get rs, get svc usw. im ntv-System-
Namespace durch, um weitere
Details und Fehlerprotokolle unter
/var/log/ansible-perl-errors.log und
/var/log/ansible-run.log zu erhalten
und Neuimplementierungen
durchzufiihren.

Weitere Informationen und
Neuimplementierungen finden Sie
in den Fehlerprotokollen unter
/var/log/ansible-perl-errors.log.

Neuimplementierung

Gehen Sie wie folgt vor, um das
Upgrade
wiederherzustellen/abzuschlieRen:
* Diagnostic Shell aktivieren. *
Flhren Sie den Befehl 'sudo perl
/Home/maint/scripts/post-deploy-
upgrade.pl --postDeploy' aus. *
Uberpriifen Sie die Protokolle unter
/var/log/post-deploy-Upgrade.log.



088

089

096

108

Fehlercode fiir Neustart

067

101

102

103

088

089

Die Konfiguration der
Protokollrotation fir journald ist
fehlgeschlagen

Andern der Eigentumsrechte fiir die
Konfigurationsdatei
~Zusammenfassung Protokoll
drehen® ist fehlgeschlagen

Installieren Sie die dynamische
Storage-provisionierung

Das Seeding des Skripts ist
fehlgeschlagen

Arbeitsablauf

Zeituberschreitung beim Warten auf
Rke2-Server.

Fehler beim Zurlcksetzen des
Benutzerpassworts fur
Wartung/Konsole.

Fehler beim Loschen der
Kennwortdatei beim Zurlicksetzen
des Benutzerpassworts fiir
Wartung/Konsole.

Fehler beim Aktualisieren des
neuen Benutzerpassworts fir
Wartung/Konsole im Tresor.

Die Konfiguration der
Protokollrotation fur journald ist
fehlgeschlagen.

Andern der Eigentumsrechte fir die
Konfigurationsdatei
»<Zusammenfassung Protokoll
drehen ist fehlgeschlagen.

Uberpriifen Sie die VM-
Netzwerkeinstellungen, die mit dem
Host kompatibel sind, auf dem die
VM gehostet wird. Sie kdnnen
versuchen, auf einen anderen Host
zu migrieren und die VM neu zu
starten.

Starten Sie die primare VM neu.

* Auflésung*

Uberpriifen Sie die VM-
Netzwerkeinstellungen, die mit dem
Host kompatibel sind, auf dem die
VM gehostet wird. Sie kdnnen
versuchen, auf einen anderen Host
zu migrieren und die VM neu zu
starten.

Starten Sie den VM neu.
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