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Implementierung von ONTAP Tools
ONTAP-Tools fur VMware vSphere Quick Start

Die ONTAP Tools fur VMware vSphere sind ein einzelnes vCenter Server Plug-in, das
ONTAP Tools und VASA Provider-Erweiterungen umfasst. ONTAP Tools werden fur alle
ONTAP vSphere Umgebungen empfohlen, da ESXi Host-Einstellungen konfiguriert und
ONTAP Storage anhand von Best Practices bereitgestellt wird. Fur die Unterstitzung von
Virtual Volumes (VVols) ist der VASA Provider erforderlich.

Installation wird vorbereitet

Sie stellen das Plug-in als virtuelle Appliance bereit, wodurch Sie weniger Aufwand bei der Installation und
Registrierung jedes einzelnen Produkts beim vCenter Server bendtigen.

Implementierungsanforderungen zu erfiillen

Bevor Sie die ONTAP Tools flir VMware vSphere implementieren, sollten Sie mit den
Speicherplatzanforderungen fiir das Implementierungspaket und einigen grundlegenden Host-
Systemanforderungen vertraut sein.

Sie kénnen die ONTAP-Tools entweder mit einem Windows vCenter-Server oder mit einer VMware vCenter
Server VirtualAppliance (vVCSA) verwenden. Sie missen die ONTAP-Tools auf einer unterstitzten vSphere
implementieren, die das ESXi-System umfasst.
* Platzanforderungen fiir Installationspaket pro Knoten
> 10 GB bei Thin Provisioning-Installationen
o 200 GB fur Thick Provisioning-Installationen

* GroRenanforderung Host-System pro Knoten
Der empfohlene Arbeitsspeicher gemaf der Grélze der Implementierung und pro Node wird wie in der
folgenden Tabelle dargestellt empfohlen:

Implementierungsart CPUs Arbeitsspeicher (GB)
Klein (S) 8 16
Mittel (M) 12 24
Grol3 (L) 16 32

Minimale Storage- und Applikationsanforderungen:

Storage, Host und Applikationen Versionsanforderungen

ONTAP ONTAP 9.10.1,9.11,9.12und 9.13

VMware vSphere Die unterstitzte Mindestversion von VMware ist 7.0.3.
ESXi-Hosts ESXi 7.0.3 oder héher

\V/Center Server VCenter 7.0.3



Storage, Host und Applikationen Versionsanforderungen
VASA-Provider 3.0
OVA-Anwendung 10.0

Weitere Informationen finden Sie unter "Anforderungen fur die Implementierung der ONTAP Tools"

Anforderungen fiir ONTAP-Tools

» Konfigurieren und richten Sie lhre vCenter Server-Umgebung ein.
» Laden Sie die .ova-Datei herunter.
* Die Anmeldeinformationen fur lhre vCenter Server-Instanz.

» Loschen Sie den Browser-Cache, um Probleme mit dem Browser-Cache wahrend der Bereitstellung der
ONTAP-Tools zu vermeiden.

» Konfigurieren Sie das Standard-Gateway, das von der virtuellen Appliance verwendet werden soll, um auf
ICMP-Pings zu reagieren.

 Ein glltiger DNS-Hostname flr die virtuelle Appliance.

Einsatz von ONTAP Tools

Schritte

1. Download . zip Datei, die Binardateien und signierte Zertifikate vom enthalt "NetApp Support Website" Auf
einem vSphere Client System zur Bereitstellung der ONTAP Tools.

Extrahieren Sie die . zip Datei und implementieren Sie die . ova Datei:
Melden Sie sich beim vSphere-Server an.

Navigieren Sie zum Ressourcen-Pool oder Host, auf dem Sie die OVA bereitstellen mochten.

o k~ w0 D

Klicken Sie mit der rechten Maustaste auf das erforderliche Rechenzentrum, und wahlen Sie OVF-Vorlage
bereitstellen....

6. Sie konnen entweder die URL fUr die .ova-Datei eingeben oder in den Ordner navigieren, in dem die .ova-
Datei gespeichert ist, und dann Weiter auswahlen.

7. Geben Sie die erforderlichen Details ein, um die Implementierung abzuschlieRen.

Sie konnen den Fortschritt der Bereitstellung auf der Registerkarte Aufgaben anzeigen und warten, bis die
Bereitstellung abgeschlossen ist.

Anforderungen fur die Implementierung der ONTAP Tools

Vor der Bereitstellung der ONTAP Tools fur VMware vSphere sollten Sie mit den
Speicherplatzanforderungen fur das Deployment-Paket und einigen grundlegenden
Anforderungen an das Host-System vertraut sein.

Sie kénnen die ONTAP-Tools entweder mit einem Windows vCenter-Server oder mit einer virtuellen VMware
vCenter Server-Appliance (vVCSA) verwenden. Sie missen die ONTAP-Tools auf einer unterstiitzten vSphere

implementieren, die das ESXi-System umfasst.

* Platzanforderungen fiir Installationspaket pro Knoten


https://mysupport.netapp.com/site/products/all/details/otv/downloads-tab

> 10 GB bei Thin Provisioning-Installationen

> 200 GB fur Thick Provisioning-Installationen

* GroRenanforderung Host-System pro Knoten
Der empfohlene Arbeitsspeicher gemaf der Grélie der Implementierung und pro Node wird wie in der
folgenden Tabelle dargestellt empfohlen:

Implementierungsart CPUs Arbeitsspeicher (GB)
Klein (S) 8 16
Mittel (M) 12 24
Grof3 (L) 16 32

Minimale Storage- und Applikationsanforderungen:

Storage, Host und Applikationen Versionsanforderungen

ONTAP ONTAP 9.10.1,9.11,9.12und 9.13

VMware vSphere Die unterstitzte Mindestversion von VMware ist 7.0.3.
ESXi-Hosts ESXi 7.0.3 oder hdéher

VCenter Server VCenter 7.0.3

VASA-Provider 3.0

OVA-Anwendung 10.0

Das Interoperabilitats-Matrix-Tool (IMT) enthalt aktuelle Informationen zu den unterstiitzten Versionen von
ONTAP, vCenter Server, ESXi-Hosts und Plug-in-Applikationen.

"Interoperabilitats-Matrix-Tool"

Weitere Implementierungsuberlegungen

Sie mussen bei der Anpassung der ONTAP Tools an die Implementierung nur wenige Anforderungen
bertcksichtigen.

Benutzerkennwort der Anwendung

Dies ist das dem Administratorkonto zugewiesene Kennwort. Aus Sicherheitsgriinden wird empfohlen, dass
das Passwort acht bis dreiRig Zeichen lang ist und mindestens ein oberes, ein unteres, eine Ziffer und ein
Sonderzeichen enthalt. Passwort lauft nach 90 Tagen ab.

Anmeldedaten fiir die Appliance-Wartungskonsole

Sie mussen Uber den Benutzernamen ,maint"“ auf die Wartungskonsole zugreifen. Sie kbnnen das Passwort
fur den Benutzer ,maint” wahrend der Bereitstellung festlegen. Sie kdnnen das Passwort tber das Men(
Anwendungskonfiguration der Wartungskonsole lhrer ONTAP-Tools éandern.

IP-Adresse des vCenter Server

« Sie sollten die IP-Adresse (IPv4) der vCenter Server-Instanz angeben, fir die Sie ONTAP-Tools


https://imt.netapp.com/matrix/imt.jsp?components=105475;&solution=1777&isHWU&src=IMT

registrieren mochten.

Der Typ der generierten ONTAP-Tools und VASA-Zertifikate hangt von der bei der Bereitstellung
angegebenen IP-Adresse (IPv4) ab.

* Die IP-Adresse der ONTAP-Tools, die fir die Registrierung bei vCenter Server verwendet wird, hangt vom
Typ der IP-Adresse (IPv4) des vCenter Servers ab, die im Bereitstellungsassistenten eingegeben wurde.

Sowohl die ONTAP-Tools als auch die VASA-Zertifikate werden unter Verwendung derselben IP-Adresse
generiert, die bei der vCenter Server-Registrierung verwendet wird.

« Stellen Sie sicher, dass VMs nicht wahrend der Installation migriert werden.

@ IPv6 wird in den ONTAP-Tools fur die VMware vSphere 10.0-Version nicht unterstitzt.

Netzwerkeigenschaften von Appliances

Geben Sie einen giltigen DNS-Hostnamen (nicht qualifiziert) sowie die statische IP-Adresse fir die ONTAP-
Tools und die anderen Netzwerkparameter an. DHCP wird in den ONTAP-Tools fiir die VMware vSphere 10.0-
Version nicht unterstiitzt. Alle diese Parameter sind fir eine ordnungsgemale Installation und Betrieb
erforderlich.

So laden Sie ONTAP-Tools herunter

Sie kdnnen die herunterladen . zip Datei, die Binardateien (.ova) und signierte Zertifikate
fur die ONTAP-Tools fur VMware vSphere vom enthalt "NetApp Support Website".

Die Datei .ova enthalt die ONTAP-Tools. Nach Abschluss der Implementierung werden die ONTAP Tools und
VASA Produkte in der Umgebung des Kunden installiert. ONTAP Tools arbeiten standardmafig sobald Sie sich
fur das nachfolgende Implementierungsmodell entscheiden und wahlen, ob VASA Provider aufgrund lhrer
Anforderungen aktiviert werden soll.

Content Library

Die Content-Bibliothek in VMware ist ein Container-Objekt, das VM-Vorlagen, vApp-Vorlagen und andere
Dateitypen speichert. Die Bereitstellung mit Inhaltsbibliothek bietet Innen eine nahtlose Erfahrung, da sie nicht
von der Netzwerkkonnektivitat abhangt.

Sie mussen eine Inhaltsbibliothek erstellen, um die OVA zu speichern, bevor Sie sie in der HA-Konfiguration
bereitstellen. Wahlen Sie keine Sicherheitsrichtlinie aus, und legen Sie kein Kennwort fir die Inhaltsbibliothek
fest.

Erstellen Sie die Inhaltsbibliothek mithilfe der folgenden Schritte:

Schritte

1. Melden Sie sich beim vSphere-Client an.
2. Wabhlen Sie die horizontalen Ellipsen neben vSphere Client aus und wahlen Sie Content Library.
3. Klicken Sie auf der rechten Seite auf die Schaltflache Erstellen.

4. Geben Sie einen Namen flr die Bibliothek ein, und erstellen Sie die Inhaltsbibliothek.


https://mysupport.netapp.com/site/products/all/details/otv/downloads-tab

Implementierungs-Checkliste

Die Checkliste hier hilft Innen, alle Informationen zur Hand zu haben, bevor Sie mit der
Bereitstellung beginnen. Notieren Sie sich diese Werte fur Ihr Setup, bevor Sie sie
bereitstellen.

Vor der Implementierung der ONTAP Tools fiir VMware vSphere sollten Sie sich der grundlegenden Storage-
Backend-Anforderungen, Applikationsanforderungen und Lizenzanforderungen bewusst sein.

Bevor Sie ONTAP Tools fur VMware vSphere implementieren, sollten Sie gut planen, lhre Implementierung zu
planen und dartber zu entscheiden, wie Sie ONTAP Tools in Ihrer Umgebung konfigurieren méchten.

Erster Knoten und andere gemeinsame Felder

* VASA-Provider-Benutzername (*)
« Administrator-Benutzername (*)

* NTP-Server (fiir vCenter zur Zeitsynchronisierung bereitgestellt)
Zertifikatdetails

* Aktivieren Sie das benutzerdefinierte CA-Zertifikat
» Stammezertifikate und Zwischenzertifikate (ignorieren, wenn selbstsigniert aktiviert ist)
 Leaf-Zertifikat und privater Schlissel (ignoriert, wenn selbstsigniertes aktiviert ist)

* Domain Name (*) (ignoriert, wenn selbstsigniertes aktiviert ist)
Load Balancer und API Server Details

» Load Balancer-IP (*)

« Virtuelle IP fir K8s Kontrollebene (*)
ONTAP Details

* ONTAP Management-LIF (*) (Cluster-Management-IP)
* ONTAP Daten LIF (*)

» Storage-VM (*¥)

* ONTAP-Cluster-Benutzername (*)

* Aktivieren Sie Die Migration

* Primare VM

* Name Der Inhaltsbibliothek (*)

» OVF-Vorlagenname (*)

* Hostname (*)

* Benutzername (*)
First Node Network Details

* Hostname (*)
 [P-Adresse (*)



* Prafixlange (nur fur IPv6)

* Netzmaske (nur fur IPv4)(*)
* Gateway(*)

* Primarer DNS (*)

» Sekundares DNS (*)

* Suchdomanen (*)
Second Node - Node Network Details

* Hostname (*)
* IP-Adresse (*)

Dritter Knoten - Knoten Netzwerkdetails

* Hostname (*)
 [P-Adresse (*)

Bereiten Sie die Implementierung von ONTAP Tools vor

Die ONTAP Tools fir VMware vSphere unterstutzen mehrere vCenter Server mit VASA
Provider.

Vor der Implementierung der ONTAP Tools fur VMware vSphere sollten Sie sich der grundlegenden Storage-
Backend-Anforderungen, Applikationsanforderungen und Lizenzanforderungen bewusst sein.

Bevor Sie ONTAP Tools fur VMware vSphere implementieren, sollten Sie gut planen, lhre Implementierung zu
planen und dartber zu entscheiden, wie Sie ONTAP Tools in lhrer Umgebung konfigurieren mdchten.

Bereitstellung wird vorbereitet
Beachten Sie die folgenden Anforderungen an ONTAP-Tools, bevor Sie mit der Implementierung fortfahren:

» Konfigurieren und richten Sie Ihre vCenter Server-Umgebung ein.
» Laden Sie die Datei .ova herunter.

« Stellen Sie sicher, dass der Host oder der Ressourcenpool, in dem die OVA bereitgestellt wird, Gber die im
Abschnitt Anforderungen fiir die Bereitstellung der ONTAP-Tools genannten Mindestressourcen
verflgt.

» Loschen Sie den Browser-Cache.

* FUr Load Balancer und Kubernetes API Server benotigen Sie zwei virtuelle IPs. Sie erhalten zwei
kostenlose IPs im VLAN, das fir die Implementierung verwendet wird und nach der Implementierung auf
die Services zugreift.

» Beschaffung von CA-Zertifikaten (Root-, Leaf- und Intermediate-Zertifikate) von der kommerziellen CA.

* Bei einer Bereitstellung mit mehreren vCenter, bei der benutzerdefinierte CA-Zertifikate erforderlich sind,
ordnen Sie den Domain Name zu, auf dem das Zertifikat ausgestellt wird, der Virtual IP zu. Fihren Sie
eine Ping-Uberpriifung des Domanennamens durch, um zu priifen, ob die Domane auf die beabsichtigte IP
aufgelost wird.

» Eine Storage-VM auf ONTAP mit aktiviertem NFS ist erforderlich. Fiihren Sie die folgenden Schritte aus,
um die Storage-VM zu konfigurieren:



o Lassen Sie Ihren ONTAP System Manager und die ONTAP CLI gedffnet.

o Falls Sie eine neue Storage-VM erstellen mochten, melden Sie sich bei lhrem ONTAP System
Manager an und erstellen Sie eine Storage VM mit aktiviertem NFS.

o Flgen Sie ein Aggregat mit mindestens 100GB hinzu.

> So Uberprifen Sie, ob das Aggregat erfolgreich hinzugeflgt wurde:
A) Melden Sie sich bei lhrer ONTAP-CLI an
b) Fihren Sie den Befehl vserver show -fields aggr-list aus

c) Wenn Ihr Aggregat nicht fiir lhre Standard-Storage VM aufgefiihrt wurde, fiihren Sie den Befehl:
vserver modify <Storage VM Name> -aggr-list <aggregate name> aus

Um den Namen des Aggregats zu |hrer Standard-Storage-VM hinzuzuftigen, kénnen Sie den
folgenden Befehl in der ONTAP-CLI verwenden: Aggr show

Dieser Befehl zeigt eine Liste der Aggregate auf dem Storage-System an, und Sie kénnen den Namen
des Aggregats finden, das Sie in der Spalte Aggregat verwenden missen.

o

Fir die Implementierungskonfiguration gibt es zwei Optionen: Eine Cluster-Zugangsdaten und die
andere SVM-Zugangsdaten oder direkte SVM. Bei direkten SVM missen Sie die Management-LIF fir
die SVM konfigurieren, bevor Sie mit der Implementierung beginnen. Uberspringen Sie diese
Informationen fiir Cluster-Anmeldedaten.

o Stellen Sie sicher, dass eine Netzwerkroute vorhanden ist, melden Sie sich bei der ONTAP-CLI an, und
fihren Sie den Befehl Network Route show -vserver <Storage VM Name> aus

Wenn es nicht existiert, loggen Sie sich in Ihre ONTAP-CLI ein und fiihren Sie die folgenden Befehle
aus, net Route create -vserver <vserver name> -Destination <destination IP> -Gateway <gateway IP>
-metric 20

o Stellen Sie sicher, dass fir die Storage-VM eine Exportrichtlinie vorhanden ist. Gehen Sie im ONTAP
System Manager zu Speicher > Speicher-VMs > [Name der Speicher-VM] > Einstellungen >
Exportrichtlinien. Wenn keine Exportrichtlinie vorhanden ist, folgen Sie dem nachsten Schritt.

o

Erstellen Sie eine Exportrichtlinie mit den folgenden Befehlen aus der ONTAP-CLI

vserver-Richtlinie fir den Export erstellen -vserver <Storage VM Name> -policyname <Export Policy
Name> -clientmatch <ESXI-IP> -rorule any -rwrule any -Superuser any

@ Stellen Sie sicher, dass der Superuser-Wert nicht none ist.

Implementierung einer Einzel-Node-Konfiguration ohne HA

Sie kdnnen einen Non-HA-Single Node in kleinen, mittleren oder grof3en Konfigurationen
konfigurieren.

* Kleine Non-HA-Konfiguration umfasst 8 CPUs und 16 GB RAM.
» Mittlere Non-HA-Konfiguration umfasst 12 CPUs und 24 GB RAM.
* GrofRe Non-HA-Konfiguration umfasst 16 CPUs und 32 GB RAM.

Vergewissern Sie sich, dass die Netzwerkroute vorhanden ist.



Beispiel: C1_sti67-vsim-ucs154k_1679633108:> Network Route create -vserver <SVM> -Destination 0.0.0.0/0
-Gateway <gateway_ip>

Uber diese Aufgabe

Diese Aufgabe enthalt Anweisungen zur Installation von Non-HA Single Node in kleinen, mittleren oder hohen
Konfigurationen.

Schritte

1

w N

N
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11
12
13

. Melden Sie sich beim vSphere-Server an.

. Navigieren Sie zum Ressourcen-Pool oder Host, auf dem Sie die OVA bereitstellen mdchten.

. Klicken Sie mit der rechten Maustaste auf das erforderliche Rechenzentrum, und wahlen Sie OVF-Vorlage
bereitstellen....

. Sie kénnen entweder die URL fir die .ova-Datei eingeben oder in den Ordner navigieren, in dem die .ova
-Datei gespeichert ist, und dann Weiter auswahlen.

. Wahlen Sie einen Namen und Ordner fur die virtuelle Maschine aus und wahlen Sie Weiter.

. Wahlen Sie den Host aus und wahlen Sie Weiter

. Uberpriifen Sie die Zusammenfassung der Vorlage und wahlen Sie Weiter.

. Lesen und akzeptieren Sie die Lizenzvereinbarung und wahlen Sie Weiter.

. Wahlen Sie im Fenster Konfiguration die Option Non-HA Single Node(Small), Non-HA Single
Node(Medium) oder Non-HA Single Node(Large).

. Wahlen Sie im Konfigurationsfenster die gewiinschte GroRRe der Non-HA Single Node Konfiguration aus
und wahlen Sie Next.

. Wahlen Sie den Datastore aus, an dem Sie die OVA bereitstellen mochten, und wahlen Sie Weiter.

. Wahlen Sie das Quell- und Zielnetzwerk aus und wahlen Sie Weiter.

. Wahlen Sie Template anpassen > System Configuration-Fenster. Geben Sie die folgenden Details ein:

a.

d.

e.

Benutzername und Passwort des VASA-Providers: Dieser Benutzername und dieses Passwort werden
zur Registrierung des VASA-Providers im vCenter verwendet.

. Das Kontrollkastchen ASUP aktivieren ist standardmafig aktiviert.

Die ASUP kann nur wahrend der Implementierung aktiviert oder deaktiviert werden.

. Administratorbenutzername und Administratorkennwort: Dies ist das Passwort, das flir die Anmeldung

bei der Benutzeroberflache des ONTAP-Tools-Managers verwendet wird.
Geben Sie NTP-Serverinformationen in das Feld NTP-Server ein.

Maintenance User password: Dies wird verwendet, um Zugriff auf ‘IH Console Options’ zu gewahren.

14. Geben Sie im Fenster Vorlage anpassen > VASA Provider Certificates die folgenden Details ein:

a.

Aktivieren Sie das Kontrollkastchen Benutzerdefiniertes CA-Zertifikat aktivieren. Dies ist fur Multi-VC-
Enablement erforderlich. Ignorieren Sie im Fall einer Umgebung, die nicht mit mehreren VC-Systemen
arbeitet, das Kontrollkastchen. Es ist nicht notwendig, die Zertifikate und den Domanennamen zu
nennen, Sie missen nur die virtuellen IP-Details angeben.

. Kopieren Sie die Root- und Intermediate-Zertifikate, und fligen Sie sie ein.
. Kopieren Sie die Leaf-Zertifikate und den privaten Schlissel, und fligen Sie sie ein.

. Geben Sie den Domanennamen ein, mit dem Sie das Zertifikat generiert haben.



e. Geben Sie die Details zur Lastausgleichs-IP ein.
15. Geben Sie im Fenster Vorlage anpassen > Bereitstellungskonfiguration die folgenden Details ein:

a. Geben Sie in der virtuellen IP-Adresse fir die K8s-Kontrollebene eine freie IP-Adresse ein. Sie
bendtigen dies fur den K8s-API-Server.

b. Aktivieren Sie das Kontrollkastchen fir die Option Enable SVM Scoping, wenn Sie direkte SVM
verwenden mochten. Aktivieren Sie das Kontrollkastchen nicht, wenn Sie ONTAP Cluster verwenden
maochten.

@ Wenn der SVM-Bereich aktiviert ist, sollte die SVM-Unterstitzung mit Management-IP
bereits aktiviert sein.

c. Geben Sie die im folgenden Bild angezeigten Details ein:

Enable SVM scoping lgnore when cluster scoping is required
4
ONTAP/SVM Management LIF(*) Specify the Management LIF for trident
®
ONTAP/SVM Data LIF(*) Specify the Data LIF for trident
®
Storage VM Specify the storage VM Name

Ignored when SVM scog

ONTAP/SVM Username(*) Specify the OnTap Cluster Username
®
ONTAP/SVM Password(*) Specify the OnTap Cluster Password
Password ® O

Enter a password to enable authentication.

d. Geben Sie unter ONTAP/SVM Management LIF den ONTAP Cluster oder die SVM Management IP
ein.

e. Geben Sie den ONTAP-Cluster oder die SVM ONTAP/SVM-DatenLIF ein.

f. Bei Storage VM konnen Sie entweder die Standard-Storage-VM-Details lnres ONTAP angeben oder
eine neue Storage-VM erstellen. Geben Sie den Wert nicht in das Feld Storage VM ein, wenn die
Option SVM-Scoping aktivieren ausgewabhlt ist, da diese Ablage ignoriert wird.

g. Geben Sie den ONTAP/SVM Username ein.

h. Geben Sie das ONTAP/SVM-Passwort ein.

i. Migration aktivieren ist standardmaRig deaktiviert. Andern Sie diese Auswahl nicht.
j. Die primare VM ist standardmaRig aktiviert. Andern Sie diese Auswahl nicht.

16. Geben Sie im Fenster Template anpassen > Node Configuration die Netzwerkeigenschaften des OVA
ein.



Die hier angegebenen Informationen werden wahrend des Installationsprozesses auf
@ korrekte Muster Uberprift. Im Falle einer Abweichung wird eine Fehlermeldung auf der
Webkonsole angezeigt, und Sie werden aufgefordert, falsche Informationen zu korrigieren.

Geben Sie den Hostnamen ein.

IS

Geben Sie die IP-Adresse ein, die dem Hostnamen zugeordnet ist.
Prafixlange (nur fur IPV6)

Netzmaske (nur fur IPV4)

Gateway

Primarer DNS

Sekundarer DNS

-~ © o o

@

h. Domains Durchsuchen

17. Uberprifen Sie die Details im Fenster Ready to Complete, wahlen Sie FINISH.
Wenn die Aufgabe erstellt wird, wird der Fortschritt in der vSphere-Taskleiste angezeigt.

18. Schalten Sie die VM nach Abschluss der Aufgabe ein.

Die Installation beginnt. Sie kdbnnen den Installationsfortschritt in der Web-Konsole der VM verfolgen.

Im Rahmen der Installation werden Node-Konfigurationen validiert. Die unter den verschiedenen
Abschnitten unter Customize template im OVF-Formular bereitgestellten Eingaben werden validiert. Bei
Unstimmigkeiten werden Sie in einem Dialogfeld aufgefordert, KorrekturmafRnahmen zu ergreifen.

19. Fiihren Sie die folgenden Schritte aus, um die erforderlichen Anderungen in der Dialogaufforderung
vorzunehmen:
a. Doppelklicken Sie auf die Webkonsole, um die Interaktion mit der Konsole zu starten.

b. Verwenden Sie die Pfeiltasten nach OBEN und UNTEN auf der Tastatur, um durch die angezeigten
Felder zu navigieren.

c. Verwenden Sie die Pfeiltasten NACH RECHTS und LINKS auf der Tastatur, um zum rechten oder
linken Ende des im Feld angegebenen Werts zu navigieren.

d. Verwenden Sie die REGISTERKARTE, um tber das Bedienfeld zu navigieren, um Ihre Werte
einzugeben, OK oder ABBRECHEN.

e. Dricken Sie die EINGABETASTE, um entweder OK oder ABBRECHEN auszuwéhlen.

20. Bei der Auswahl von OK oder CANCEL werden die angegebenen Werte erneut validiert. Sie haben die
Méglichkeit, alle Werte 3 Mal zu korrigieren. Wenn Sie innerhalb der 3 Versuche keine Korrektur
vornehmen, wird die Produktinstallation beendet, und es wird empfohlen, die Installation auf einer neuen
VM zu versuchen.

21. Nach erfolgreicher Installation zeigt die Webkonsole die Meldung an, dass sich die ONTAP-Tools fir
VMware vSphere in einem ordnungsgemafen Zustand befinden.

Bereitstellen einer HA-Konfiguration mit drei Nodes

Sie konnen HA fur drei Nodes in kleinen, mittleren oder gro3en Konfigurationen
konfigurieren.

* Kleine HA, drei Nodes, enthalt 8 CPUs und 16 GB RAM pro Node.
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» Mittlere HA, drei Nodes, enthalt 12 CPUs und 24 GB RAM pro Node.
» Grofde HA, drei Nodes, enthalt 16 CPUs und 32 GB RAM pro Node.

Uber diese Aufgabe

Diese Aufgabe enthalt Anweisungen zur Installation von HA Three Nodes in kleinen, mittleren oder hohen
Konfigurationen.

Das Erstellen der Content Library ist ein obligatorischer Schritt fiir die Bereitstellung einer HA-
@ Konfiguration mit drei Nodes. Siehe "So laden Sie ONTAP-Tools herunter" Entsprechende
Details.

Bevor Sie mit der Bereitstellung fortfahren, setzen Sie den Distributed Resource Scheduler
@ (DRS) des Clusters auf dem Inventar wahrend der Installation von ONTAP-Tools auf
konservativ.

Schritte

. Melden Sie sich beim vSphere-Server an.

Navigieren Sie zur Inhaltsbibliothek, und wahlen Sie lhre Inhaltsbibliothek aus.

3. Wahlen Sie auf der rechten Seite actions aus und wahlen Sie Import item und importieren Sie die OVA-

Datei.

Navigieren Sie zum Ressourcen-Pool oder Host, auf dem Sie die OVA bereitstellen mochten.

5. Klicken Sie mit der rechten Maustaste auf das erforderliche Rechenzentrum, und wahlen Sie OVF-Vorlage

12.
13.
14.

bereitstellen....

Wahlen Sie die Inhaltsbibliothek aus, in der die .ova-Datei gespeichert wird, und wahlen Sie dann Weiter
aus.

. Wahlen Sie einen Namen und Ordner fir die virtuelle Maschine aus und wahlen Sie Weiter.
. Wahlen Sie den Host aus und wahlen Sie Weiter

. Uberpriifen Sie die Zusammenfassung der Vorlage und wahlen Sie Weiter.

10.
11.

Lesen und akzeptieren Sie die Lizenzvereinbarung und wahlen Sie Weiter.

Wahlen Sie im Fenster Konfiguration die Option HA Three Node(Small), HA Three Node(Medium) oder
HA Three Node(Large), je nach Anforderung.

Wahlen Sie den Speicher fur die Konfigurations- und Festplattendateien aus, und wahlen Sie Weiter.
Wahlen Sie fir jedes Quellnetzwerk das Zielnetzwerk aus, und wahlen Sie Weiter.
Wahlen Sie Template anpassen > System Configuration-Fenster. Geben Sie die folgenden Details ein:

a. Benutzername und Passwort des VASA-Providers: Dieser Benutzername und dieses Passwort werden
zur Registrierung des VASA-Providers im vCenter verwendet.

b. Das Kontrollkdstchen ASUP aktivieren ist standardmaRig aktiviert.
Die ASUP kann nur wahrend der Implementierung aktiviert oder deaktiviert werden.

¢. Administratorbenutzername und Administratorkennwort: Dies ist das Passwort, das zur Anmeldung bei
der ONTAP Tools Manager-Benutzeroberflache verwendet wird.

d. Geben Sie NTP-Serverinformationen in das Feld NTP-Server ein.

11



e. Maintenance User password: Dies wird verwendet, um Zugriff auf ‘IH Console Options’ zu gewahren.
15. Geben Sie im Fenster Vorlage anpassen > VASA Provider Certificates die folgenden Details ein:

a. Aktivieren Sie das Kontrollkastchen Benutzerdefiniertes CA-Zertifikat aktivieren. Dies ist fir Multi-VC-
Enablement erforderlich. Ignorieren Sie im Fall einer Umgebung, die nicht mit mehreren VC-Systemen
arbeitet, das Kontrollkastchen. Es ist nicht notwendig, die Zertifikate und den Domanennamen zu
nennen, Sie massen nur die virtuellen IP-Details angeben.

b. Kopieren Sie die Root- und Intermediate-Zertifikate, und fiigen Sie sie ein.
c. Kopieren Sie die Leaf-Zertifikate und den privaten Schlissel, und fligen Sie sie ein.
d. Geben Sie den Doméanennamen ein, mit dem Sie das Zertifikat generiert haben.
e. Geben Sie die Details zur Lastausgleichs-IP ein.
16. Geben Sie im Fenster Vorlage anpassen > Bereitstellungskonfiguration die folgenden Details ein:

a. Geben Sie in der virtuellen IP-Adresse fir die K8s-Kontrollebene eine freie IP-Adresse ein. Sie
bendtigen dies flr den K8s-API-Server.

b. Aktivieren Sie das Kontrollkastchen fir die Option Enable SVM Scoping, wenn Sie direkte SVM
verwenden mochten. Aktivieren Sie das Kontrollkastchen nicht, wenn Sie ONTAP Cluster verwenden
mdchten.

@ Wenn der SVM-Bereich aktiviert ist, sollte die SVM-Unterstitzung mit Management-IP
bereits aktiviert sein.

c. Geben Sie die im folgenden Bild angezeigten Details ein:

Enable SVM scoping lgnore when cluster scoping is required
O
ONTAP/SVM Management LIF(*) Specify the Management LIF for trident
®
ONTAP/SVM Data LIF(*) Specify the Data LIF for trident
O]
Storage VM Specify the storage VM Name

Ignored when SVM scog

ONTAP/SVM Username(*) Specify the OnTap Cluster Username
®
ONTAP/SVM Password(*) Specify the OnTap Cluster Password
Password @ O

Enter a password to enable authentication.

d. Geben Sie unter ONTAP/SVM Management LIF den ONTAP Cluster oder die SVM Management IP
ein.

e. Geben Sie den ONTAP-Cluster oder die SVM ONTAP/SVM-DatenLIF ein.

f. Bei Storage VM kénnen Sie entweder die Standard-Storage-VM-Details lnres ONTAP angeben oder
eine neue Storage-VM erstellen. Geben Sie den Wert nicht in das Feld Storage VM ein, wenn die
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17.

18.

19.

20.

21.

22.

23.

Option SVM-Scoping aktivieren ausgewabhlt ist, da diese Ablage ignoriert wird.
g. Geben Sie den ONTAP/SVM Username ein.
h. Geben Sie das ONTAP/SVM-Passwort ein.
i. Migration aktivieren ist standardmaRig deaktiviert. Andern Sie diese Auswahl nicht.
j. Die primére VM ist standardméRig aktiviert. Andern Sie diese Auswahl nicht.

Geben Sie im Fenster Vorlage anpassen > Inhaltsbibliothek Details den Namen der Inhaltsbibliothek
und den Namen der OVF-Vorlage ein.

Geben Sie im Fenster Vorlage anpassen > vCenter-Konfiguration die Details des vCenter an, in dem die
Inhaltsbibliothek gehostet wird.

Geben Sie im Fenster Vorlage anpassen > Knotenkonfiguration die Netzwerkeigenschaften der OVA fiir
alle drei Knoten ein.

Die hier angegebenen Informationen werden wahrend des Installationsprozesses auf
@ korrekte Muster Uberprift. Im Falle einer Abweichung wird eine Fehlermeldung auf der
Webkonsole angezeigt, und Sie werden aufgefordert, falsche Informationen zu korrigieren.

Geben Sie die folgenden Details ein:

Host-Name.

T o

IP-Adresse, die dem Hostnamen zugeordnet ist.
Prafixlange (nur fur IPV6)

Netzmaske (nur fur IPV4)

Gateway

Primarer DNS

Sekundarer DNS

-~ © o o

I @

Domains Durchsuchen

Geben Sie im Fenster Template anpassen > Node 2 Configuration und Node 3 Configuration die
folgenden Details ein:

a. Hostname
b. IP-Adresse
Uberpriifen Sie die Details im Fenster Ready to Complete, wahlen Sie FINISH.

Wenn die Aufgabe erstellt wird, wird der Fortschritt in der vSphere-Taskleiste angezeigt.

Schalten Sie die VM nach Abschluss der Aufgabe ein.

Die Installation beginnt. Sie kdnnen den Installationsfortschritt in der Web-Konsole der VM verfolgen.

Im Rahmen der Installation werden Node-Konfigurationen validiert. Die unter den verschiedenen
Abschnitten unter Customize template im OVF-Formular bereitgestellten Eingaben werden validiert. Bei
Unstimmigkeiten werden Sie in einem Dialogfeld aufgefordert, Korrekturmaf3nahmen zu ergreifen.

Flhren Sie die folgenden Schritte aus, um die erforderlichen Anderungen in der Dialogaufforderung
vorzunehmen:
a. Doppelklicken Sie auf die Webkonsole, um die Interaktion mit der Konsole zu starten.

b. Verwenden Sie die Pfeiltasten nach OBEN und UNTEN auf der Tastatur, um durch die angezeigten
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Felder zu navigieren.
c. Verwenden Sie die Pfeiltasten NACH RECHTS und LINKS auf der Tastatur, um zum rechten oder
linken Ende des im Feld angegebenen Werts zu navigieren.

d. Verwenden Sie die REGISTERKARTE, um Uber das Bedienfeld zu navigieren, um lhre Werte
einzugeben, OK oder ABBRECHEN.

e. Drucken Sie die EINGABETASTE, um entweder OK oder ABBRECHEN auszuwéahlen.

24. Bei der Auswahl von OK oder CANCEL werden die angegebenen Werte erneut validiert. Sie haben die
Madglichkeit, alle Werte 3 Mal zu korrigieren. Wenn Sie innerhalb der 3 Versuche keine Korrektur
vornehmen, wird die Produktinstallation beendet, und es wird empfohlen, die Installation auf einer neuen
VM zu versuchen.

25. Nach erfolgreicher Installation zeigt die Webkonsole die Meldung an, dass sich die ONTAP-Tools fiir
VMware vSphere in einem ordnungsgemafen Zustand befinden.
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