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Sicherung von Data Stores und Virtual Machines

Aktivieren Sie SRA, um Datastores zu sichern

Die ONTAP Tools fur VMware vSphere bieten die Mdoglichkeit, die SRA Funktion
zusammen mit ONTAP Tools zur Konfiguration der Disaster Recovery zu verwenden.

Was Sie brauchen

« Sie missen |Ihre vCenter Server-Instanz eingerichtet und ESXi konfiguriert haben.
* Sie mussen ONTAP Tools implementiert haben.
* Sie mussen das heruntergeladen haben . tar.gz Datei fur die SRM-Appliance nur dann, wenn Sie die

Disaster-Recovery-Lésung von Site Recovery Manager (SRM) konfigurieren méchten.

"Site Recovery Manager Installation und Konfiguration Site Recovery Manager 8.2" Bietet weitere
Informationen.

Uber diese Aufgabe

Dank der Flexibilitat, VASA Provider und SRA Funktionen zu aktivieren, konnen Sie nur die Workflows
ausfuhren, die Sie fur Ihr Unternehmen bendtigen.

Schritte

1. Melden Sie sich bei der Web-Benutzeroberflache von VMware vSphere an.

. Wahlen Sie im vSphere-Client Menii > NetApp ONTAP-Tools aus.

. Klicken Sie Auf Einstellungen.

. Klicken Sie auf der Registerkarte Administrative Einstellungen auf Funktionen verwalten.

. Wahlen Sie im Dialogfeld Funktionen verwalten die SRA-Erweiterung aus, die aktiviert werden soll.

o o0~ WD

. Geben Sie die IP-Adresse der ONTAP-Tools und das Administratorpasswort ein, und klicken Sie dann auf
Apply.

7. Nutzen Sie fir die Implementierung von SRA eine der folgenden Methoden:

o FUr SRM-Gerat*

a. Greifen Sie Uber die URL auf die VMware SRM Appliance Management Interface zu:
https://:<srm_ip>:5480, Und wechseln Sie dann zu Storage Replication Adapters in VMware SRM
Appliance Management Interface.

b. Klicken Sie Auf Neuer Adapter.
c. Laden Sie das Installationsprogramm fiir .tar.gz fir das SRA-Plug-in auf SRM hoch.

d. Uberpriifen Sie die Adapter erneut, ob die Details auf der Seite SRM Storage Replication Adapter
aktualisiert werden.

Sie mussen sich vom vSphere Client abmelden und dann erneut anmelden, um zu tberprifen, ob die
ausgewahlte Erweiterung fir die Konfiguration verflgbar ist.

Verwandte Informationen

"Storage Replication Adapter fir Disaster Recovery konfigurieren"


https://docs.vmware.com/en/Site-Recovery-Manager/8.2/com.vmware.srm.install_config.doc/GUID-B3A49FFF-E3B9-45E3-AD35-093D896596A0.html
https://:<srm_ip>:5480
https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-912/concepts/concept_manage_disaster_recovery_setup_using_srm.html

Konfiguration des Storage-Systems fur Disaster Recovery

Konfigurieren Sie Storage Replication Adapter fur die SAN-Umgebung

Sie mUssen die Storage-Systeme einrichten, bevor Sie Storage Replication Adapter
(SRA) fur Site Recovery Manager (SRM) ausfuhren.

ONTAP Tools fiir VMware vSphere unterstitzen die Konfiguration gemeinsam genutzter SRM-Recovery-
Standorte von VMware. Weitere Informationen finden Sie unter: "Site Recovery Manager in einer Konfiguration
mit gemeinsam genutzten Recovery-Standorten".

Der "So konfigurieren Sie SRA an einem SRM Shared Recovery Site" Der KB-Artikel beschreibt das Verfahren
zum Einrichten von SRA zur Unterstiitzung der Konfiguration eines gemeinsam genutzten SRM-Recovery-
Standorts.

Was Sie brauchen

Sie mussen die folgenden Programme auf dem geschuitzten Standort und dem Wiederherstellungsstandort
installiert haben:

* SRM
Dokumentation zur Installation von SRM befindet sich auf der VMware Site.
"VMware Site Recovery Manager - Dokumentation”

* SRA

Der Adapter wird entweder auf SRM installiert.

Schritte

1. Vergewissern Sie sich, dass die primaren ESXi-Hosts mit den LUNs im primaren Speichersystem am
geschitzten Standort verbunden sind.

2. \ergewissern Sie sich, dass die LUNS in Initiatorgruppen vorhanden sind, die Uber die verfligen ostype
Option auf dem primaren Storage-System auf VMware eingestellt.

3. Vergewissern Sie sich, dass die ESXi-Hosts am Recovery-Standort tiber entsprechende FC- oder iSCSI-
Konnektivitat zur Storage Virtual Machine (SVM) verfligen. Die ESXi-Hosts der sekundaren Site sollten
Zugriff auf den sekundaren Standort-Storage haben, ebenso sollten die ESXi-Hosts des primaren
Standorts Zugriff auf den primaren Standort-Storage haben.

Dazu missen Sie entweder Uberprifen, ob die ESXi Hosts (iber lokale LUNs auf der SVM verbunden sind,
oder Sie verwenden die fcp show initiators Befehl oderdas iscsi show initiators Befehl auf
den SVMs. Uberpriifen Sie den LUN-Zugriff fir die zugeordneten LUNs in ESXi, um die FC- und iSCSI-
Konnektivitat zu Uberprifen.

Konfigurieren Sie Storage Replication Adapter fiir NAS-Umgebungen

Was Sie brauchen

Sie mussen die folgenden Programme auf dem geschuitzten Standort und dem Wiederherstellungsstandort
installiert haben:


https://docs.vmware.com/en/Site-Recovery-Manager/8.6/com.vmware.srm.install_config.doc/GUID-EBF84252-DF37-43CD-ADC8-E90F5254F315.html
https://docs.vmware.com/en/Site-Recovery-Manager/8.6/com.vmware.srm.install_config.doc/GUID-EBF84252-DF37-43CD-ADC8-E90F5254F315.html
https://kb.netapp.com/mgmt/OTV/SRA/Storage_Replication_Adapter%3A_How_to_configure_SRA_in_a_SRM_Shared_Recovery_Site
https://www.vmware.com/support/pubs/srm_pubs.html

* SRM

Dokumentation zur Installation von SRM finden Sie auf der VMware-Website.

"VMware Site Recovery Manager - Dokumentation”

* SRA

Der Adapter wird auf SRM und dem SRA Server installiert.

Schritte

1. Uberprifen Sie, ob die Datenspeicher am geschiitzten Standort virtuelle Maschinen enthalten, die bei

vCenter Server registriert sind.

2. Uberpriifen Sie, ob die ESXi-Hosts am geschiitzten Standort die NFS-Exporte-Volumes von der Storage

Virtual Machine (SVM) gemountet haben.

3. Uberpriifen Sie, ob giiltige Adressen wie die IP-Adresse, der Hostname oder der FQDN, auf denen die
NFS-Exporte vorhanden sind, im Feld NFS-Adressen angegeben sind, wenn Sie den Array Manager-
Assistenten zum Hinzufligen von Arrays zu SRM verwenden.

4. Verwenden Sie die ping Fiihren Sie einen Befehl auf jedem ESXi Host am Recovery-Standort aus, um zu
Uberprifen, ob der Host Uber einen VMkernel-Port verfugt, der auf die IP-Adressen zugreifen kann, die flr

NFS-Exporte von der SVM verwendet werden.

"NetApp Support"

Konfigurieren Sie Storage Replication Adapter fiir Umgebungen mit hoher

Skalierbarkeit

Um in stark skalierten Umgebungen optimal arbeiten zu konnen, mussen Sie die
Storage-Timeout-Intervalle gemall den empfohlenen Einstellungen fur Storage

Replication Adapter (SRA) konfigurieren.

Einstellungen fiir Speicheranbieter

Sie sollten fir eine skalierte Umgebung die folgenden Zeitliberschreitungswerte fir SRM einstellen:

Erweiterte Einstellungen

StorageProvider.resignatureTimeout

storageProvider.hostRescanDelaySec

storageProvider.hostRescanRepeatCnt

storageProvider.hostRescanTimeoutSec

Timeout-Werte

Erhéhen Sie den Wert der Einstellung von 900
Sekunden auf 12000 Sekunden.

60

20

Legen Sie einen hohen Wert fest (z. B.: 99999)

Sie sollten auch die aktivieren StorageProvider.autoResignatureMode Option.


https://www.vmware.com/support/pubs/srm_pubs.html
https://mysupport.netapp.com/site/global/dashboard

Weitere Informationen zum Andern der Speicheranbieter-Einstellungen finden Sie in der VMware-
Dokumentation.

"Dokumentation zu VMware vSphere: Andern der Storage Provider-Einstellungen”

Speichereinstellungen

Sie mussen den Wert des festlegen storage.commandTimeout Und

storage.maxConcurrentCommandCnt Timeout-Intervall fiir Umgebungen mit hoher Skalierbarkeit auf
99,999 Sekunden

Das angegebene Zeitiberschreitungsintervall ist der Hochstwert. Sie missen nicht warten, bis
die maximale Zeitliberschreitung erreicht ist. Die meisten Befehle sind innerhalb des
festgelegten maximalen Timeout-Intervalls abgeschlossen.

Sie sollten auch die maximale Zeit fur SRA festlegen, um eine einzelne Operation in der Datei vvol.properties:
offtap.operation.timeout.period.seconds=86400 durchzufiihren.

"Antwort auf die NetApp Knowledgebase 1001111: NetApp Storage Replication Adapter 4.0/7.X firr den
ONTAP Sizing Guide"

Die VMware Dokumentation zum Andern der SAN-Provider-Einstellungen enthalt weitere Informationen.

"Dokumentation zum VMware Site Recovery Manager: Storage-Einstellungen andern"

Konfigurieren Sie SRA auf der SRM Appliance

Sobald Sie die SRM Appliance implementiert haben, sollten Sie SRA auf der SRM
Appliance konfigurieren. Die erfolgreiche Konfiguration von SRA ermaoglicht die
Kommunikation der SRM Appliance mit SRA fur das Disaster-Recovery-Management.
Um die Kommunikation zwischen SRM-Appliance und SRA zu ermoglichen, sollten die
Zugangsdaten fur das ONTAP-Tool (IP-Adresse und Administratorpasswort) in der SRM
Appliance gespeichert werden.

Was Sie brauchen

Sie sollten die Datei far.gz von heruntergeladen haben "NetApp Support Website".

Uber diese Aufgabe

Die Konfiguration von SRA auf einer SRM Appliance speichert die SRA Anmeldedaten in der SRM Appliance.
Schritte

1. Klicken Sie auf dem Bildschirm der SRM-Appliance auf Storage Replication Adapter > Neuer Adapter.
2. Laden Sie die Datei .tar.gz in SRM hoch.

3. Uberprifen Sie die Adapter erneut, ob die Details auf der Seite SRM Storage Replication Adapter
aktualisiert werden.

4. Melden Sie sich mit Hilfe eines Administratorkontos an der SRM-Appliance mit putty an.

5. Wechseln Sie mit dem Befehl zum Root-Benutzer: su root


https://docs.vmware.com/en/Site-Recovery-Manager/6.5/com.vmware.srm.admin.doc/GUID-E4060824-E3C2-4869-BC39-76E88E2FF9A0.html
https://kb.netapp.com/mgmt/OTV/SRA/NetApp_Storage_Replication_Adapter_4.0%2F%2F7.X_for_ONTAP_Sizing_Guide
https://kb.netapp.com/mgmt/OTV/SRA/NetApp_Storage_Replication_Adapter_4.0%2F%2F7.X_for_ONTAP_Sizing_Guide
https://docs.vmware.com/en/Site-Recovery-Manager/index.html?hWord=N4IghgNiBcIGoFkDuYBOBTABAZQJYBcsAldAYwHsA3dVAT0wTADswBzGzAEXNIFcBbdE3xh8uckxABfIA
https://mysupport.netapp.com/site/products/all/details/otv/downloads-tab

6. Flhren Sie den Befehl aus cd /var/log/vmware/srm Zum Navigieren zum Protokollverzeichnis.

7. Geben Sie im Protokollverzeichnis den Befehl ein, um die von SRA verwendete Docker-ID zu erhalten:
docker ps -1

8. Geben Sie den Befehl ein, um sich bei der Container-ID anzumelden: docker exec -it -u srm
<container id> sh

9. Konfigurieren Sie SRM mit der IP-Adresse und dem Passwort der ONTAP-Tools mit dem Befehl: perl
command.pl -I <otv-IP> administrator <otv-password>

Eine Erfolgsmeldung, die bestatigt, dass die Speicher-Anmeldedaten gespeichert werden, wird angezeigt.
SRA kann mit dem SRA-Server unter Verwendung der angegebenen IP-Adresse, des Ports und der
Anmeldeinformationen kommunizieren.

SRA-Anmeldedaten aktualisieren

Damit SRM mit SRA kommunizieren kann, sollten Sie die SRA-Anmeldedaten auf dem
SRM-Server aktualisieren, wenn Sie die Anmeldedaten geandert haben.

Was Sie brauchen
Sie sollten die im Thema genannten Schritte ausgeflhrt haben "SRA auf der SRM-Appliance wird konfiguriert"
Schritte

1. Loéschen Sie den Inhalt des /srm/sra/confdirectory Verwenden:
a. cd /srm/sra/conf
b. rm -rf *

2. Fuhren Sie den Perl-Befehl aus, um SRA mit den neuen Zugangsdaten zu konfigurieren:
a. cd /srm/sra/

b. perl command.pl -I <otv-IP> administrator <otv-password>

Migration von Windows SRM auf eine SRM Appliance

Wenn Sie Windows-basierten Site Recovery Manager (SRM) fur Disaster Recovery
verwenden und die SRM-Appliance fur dasselbe Setup verwenden mochten, sollten Sie
Ihr Windows Disaster Recovery-Setup auf die Appliance-basierte SRM migrieren.

Bei der Migration der Disaster Recovery sind folgende Schritte zu beachten:
1. Aktualisieren Sie Ihre vorhandene ONTAP Tools Appliance auf die neueste Version.
"Upgraden auf die aktuelle Version von ONTAP-Tools"

2. Migrieren Sie Windows-basierten Storage Replication Adapter auf Appliance-basierte SRA.
3. Migrieren von Windows SRM-Daten zur SRM Appliance

Siehe "Migrieren Sie von Site Recovery Manager fur Windows zu der Virtual Appliance Site Recovery


https://docs.netapp.com/de-de/ontap-tools-vmware-vsphere-912/deploy/task_upgrade_to_the_9_8_ontap_tools_for_vmware_vsphere.html
https://docs.vmware.com/en/Site-Recovery-Manager/8.2/com.vmware.srm.install_config.doc/GUID-F39A84D3-2E3D-4018-97DD-5D7F7E041B43.html

Manager" Fur detaillierte Schritte

Konfigurieren Sie die Replizierung fur VVols-Datastore zum
Schutz von Virtual Machines

Die Replizierung fur Ihren VVols-Datastore kann mithilfe von ONTAP Tools konfiguriert
werden. Hauptziel der VVols Replizierung ist die Sicherung kritischer Virtual Machines
wahrend des Disaster Recovery mit VMware Site Recovery Manager (SRM).

Um die VVols Replizierung fir ONTAP Tools zu konfigurieren, missen jedoch die VASA Provider-Funktion und
die VVols Replizierung aktiviert werden. VASA-Provider ist standardmaflig in ONTAP-Tools aktiviert. Die Array-
basierte Replikation wird auf FlexVol-Ebene durchgefiihrt. Jeder VVols Datastore wird einem Storage-
Container zugewiesen, der aus einem oder mehreren FlexVol-Volumes besteht. Die FlexVol Volumes sollten
mit SnapMirror von ONTAP vorkonfiguriert sein.

Es sollten keine Kombination aus geschuitzten und ungesicherten Virtual Machines in einem

@ einzigen VVols Datastore konfiguriert werden. Ein erneuter Schutz nach einem Failover flhrt
zum Léschen ungesicherter Virtual Machines. Stellen Sie sicher, dass alle Virtual Machines in
einem VVols Datastore bei der Replizierung gesichert sind.

Replizierungsgruppen werden wahrend der Erstellung des VVols-Datastores fir jedes FlexVol Volume erstellt.
Um die VVols Replizierung zu verwenden, missen VM Storage-Richtlinien erstellt werden, die den
Replizierungsstatus und Zeitplan sowie das Storage-Funktionsprofil beinhalten. Eine Replikationsgruppe
umfasst Virtual Machines, die als Teil der Disaster Recovery auf den Zielstandort repliziert werden.
Replizierungsgruppen kdénnen ber die SRM-Konsole fiir DR-Workflows mit Sicherungsgruppen und Recovery-
Planen konfiguriert werden.

Wenn Sie Disaster Recovery fir VVVols Datastores verwenden, missen Sie den Storage
Replication Adapter (SRA) nicht separat konfigurieren, da die VASA Provider-Funktion erweitert
wird und VVols-Replizierung ermdglicht.


https://docs.vmware.com/en/Site-Recovery-Manager/8.2/com.vmware.srm.install_config.doc/GUID-F39A84D3-2E3D-4018-97DD-5D7F7E041B43.html

Configure ONTAP storage systems:

®  (Cluster peering
e SVM peering
e FlexVols with SnapMirror configured

v

* Configure VM storage Policies

* (Configure vwWols datastores at
primary site

* Configure wWols datastore on
secondary site using SnapMirror
destination volumes

v

Configure virtual machine and select the
configured VM Storage policy and
replication group.

v

Configure protection group and select a
recovery plan.

"Konfigurieren Sie die VVols Replizierung fur vorhandene Datastores"

Konfigurieren Sie die VVols Replizierung fur vorhandene
Datastores

Die VVols Replizierungsfunktion wird erweitert, um die VVols Replizierung fur vorhandene
Virtual Machines zu erméglichen, die vor dem SRM Setup erstellt wurden. Damit kdnnen
Sie vorhandene Virtual Machines wiederherstellen und diese am Recovery-Standort
sichern.

Was Sie brauchen

¢ Cluster und SVM werden Peering durchgeflhrt.

« Datastores und FlexVol Volumes werden auf Quell- und Zielstandorten erstellt.



* Quell- und Zielstandorte verfugen Uber dieselben Storage-Funktionsprofile.
* FlexVol Volumes haben denselben SnapMirror Zeitplan.

* Vols Replizierung ist aktiviert.
In einem vorhandenen Datastore werden keine Replikationsgruppen erstellt.
Schritte

1. Offnen Sie die Swagger-Schnittstelle.
2. AUSFUHREN der REST-API zur Konfiguration der Replizierungsgruppe fiir den vorhandenen Datastore

API: /3.0/admin/{Datastore}/Replication-Gruppen

3. Erstellen Sie eine VM Storage-Richtlinie fur vorhandenen VVols-Datastore mit dem Storage-
Funktionsprofil, in dem der Datastore erstellt wurde.

Flgen Sie die Replizierungsrichtlinie, den Replizierungszeitplan und den kompatiblen Datastore aus der
Liste zur Verflgung.

Wenn Sie mit System Manager zum Schutz des FlexVol Volumes und des Storage-
@ Funktionsprofils eine QoS-Richtlinie als ,Keine“ verwenden, stellen Sie sicher, dass die Option
Performance Limit durchsetzen fir Disaster Recovery deaktiviert ist.

1. Greifen Sie auf die ungesicherte Virtual Machine zu und bearbeiten Sie die VM Storage-Richtlinie.
2. Wahlen Sie die VM Storage-Richtlinie und den Datastore aus.

3. Fugen Sie die Replikationsgruppe der ungeschuitzten virtuellen Maschine hinzu.

New datastore Existing datastore

Select a datastore for vVols replication.

Configure ONTAP storage systems: Configure ONTAP storage systems:

¢ Cluster peering ¢ Cluster peering

* SVM peering * SVM peering

+ FlexVols with SnapMirror configure ¢ FlexVols with SnapMirror configure

* Configure VM storage policies Configure replication group using REST API calls.

* Configure vWols datastores at primary site

* Configure vVols datastores at secondary site :

using SnapMirror destination volumes + Configure VM storage policies with replication
l group and replication schedule
* Configure the same replication for target site

Configure virtual machine and select the l

configured VM storage policy and replication

group. Apply the configured VM storage policy to selected
l existing datastore.

Configure protection group and select a recovery l

plan.

Configure protection group and select a recovery plan.

HINWEIS:



* Wenn Sie eine virtuelle Maschine so konfigurieren, dass die Replikation fiir vorhandene Datastores
aktiviert wird, stellen Sie sicher, dass das FlexVol-Volume mit konfigurierenden VVols Uberpruft wird.

* Wenn VVols einer vorhandenen Virtual Machine (iber mehrere Datastores verteilt werden, sollten Sie alle
VVols dieser Virtual Machine mit vMotion in einen einzigen Datastore verschieben, bevor Sie die
Replizierung aktivieren kénnen.

Sicherung ungesicherter Virtual Machines

Sie kdnnen den Schutz |hrer vorhandenen ungeschitzten Virtual Machines konfigurieren,
die mit VM Storage Policy erstellt wurden, wobei die Replizierung deaktiviert ist. Um
einen Schutz zu gewahrleisten, sollten Sie die VM-Storage-Richtlinie andern und eine
Replizierungsgruppe zuweisen.

Uber diese Aufgabe

Wenn die SVM sowohl IPv4 als auch IPv6 LIFs hat, sollten Sie IPv6 LIFs deaktivieren und spater Disaster-
Recovery-Workflows durchfiihren.

Schritte
1. Klicken Sie auf die erforderliche Virtual Machine, und vergewissern Sie sich, dass sie mit der VM-

Standardspeicherrichtlinie konfiguriert ist.

2. Klicken Sie mit der rechten Maustaste auf die ausgewahilte virtuelle Maschine und klicken Sie auf VM
Policies > VM Storage Policies bearbeiten.

3. Wahlen Sie eine VM-Speicherrichtlinie aus, bei der die Replikation aktiviert ist. Klicken Sie dazu im
Dropdown-Menl VM-Speicherrichtlinie auf.

4. Wahlen Sie eine Replikationsgruppe aus dem Dropdown-Meni Replikationsgruppe aus und klicken Sie
dann auf OK.

5. Uberprifen Sie die Zusammenfassung der virtuellen Maschine, um zu bestéatigen, dass die virtuelle
Maschine geschutzt ist.

o Diese Version von ONTAP Tools unterstitzt keine laufenden Klone gesicherter Virtual
Machines. Sie sollten die Virtual Machine ausschalten und dann den Klonvorgang

@ ausfuhren.
o Wenn ein Datastore nach einem Reprotect-Vorgang nicht in den ONTAP-Tools
angezeigt wird, sollten Sie eine Storage-System-Erkennung ausfihren oder auf die
nachste geplante Bestandsaufnahme warten.

Geschutzte Standorte und Recovery-Standorte
konfigurieren

Konfiguration von VM Storage Policies

Sie sollten VM-Storage-Richtlinien konfigurieren, um Virtual Machines zu managen, die
auf VVols Datastores konfiguriert sind, und um Services wie die Replizierung fur die
virtuellen Festplatten zu aktivieren. Bei herkdbmmlichen Datenspeichern kann optional
diese VM Storage-Richtlinien verwendet werden.



Uber diese Aufgabe

Der vSphere Web-Client bietet Standard-Storage-Richtlinien. Sie kénnen jedoch Richtlinien erstellen und sie
den Virtual Machines zuweisen.

Schritte

1. Klicken Sie auf der Seite vSphere Client auf Richtlinien und Profile.
2. Klicken Sie auf der Seite VM Storage Policies auf CREATE.
3. Geben Sie auf der Seite Create VM Storage Policy folgende Details ein:
a. Geben Sie einen Namen und eine Beschreibung fur die VM-Speicherrichtlinie ein.
b. Wahlen Sie * Enable rules fur ,NetApp Clustered Data ONTAP.VP.vvol* Storage* aus.
c. Wahlen Sie auf der Registerkarte Platzierung das erforderliche Speicherfahigkeitsprofil aus.
d. Wahlen Sie die Option Benutzerdefiniert, um die Replikation zu aktivieren.

e. Klicken Sie auf REGEL HINZUFUGEN, um Asynchronous Replikation und erforderliche SnapMirror
Schedule auszuwahlen, und klicken Sie dann auf NEXT.

f. Uberpriifen Sie die aufgefiihrten kompatiblen Datenspeicher und klicken Sie auf der Registerkarte
Speicherkompatibilitat auf NEXT.

Bei VVols Datastores mit Datensicherungs-FlexVol Volumes wird eine Prifung kompatibler Datastores
nicht durchgefihrt.

4. Uberpriifen Sie die Auswahl lhrer VM-Speicherrichtlinie auf der Registerkarte Uberpriifen und beenden
und klicken Sie dann auf Fertig stellen.

Konfigurieren Sie Schutzgruppen

Sie mussen Schutzgruppen erstellen, um eine Gruppe virtueller Maschinen auf dem
geschutzten Standort zu schutzen.

Was Sie brauchen
Stellen Sie sicher, dass die Quell- und Zielstandorte fur Folgendes konfiguriert sind:

* Dieselbe Version von SRM wurde installiert

» VVols Datastore, der mit aktivierter Replizierung konfiguriert ist und bei denen ein Datastore angehangt ist
+ Ahnliche Storage-Funktionsprofile

+ Ahnliche VM Storage Policies mit Replizierungsfunktion, die in SRM abgebildet werden muss

* Virtual Machines

* Gepaarte geschitzte Standorte und Recovery-Standorte

* Quell- und Ziel-Datastores sollten auf den jeweiligen Sites gemountet werden
Schritte

1. Melden Sie sich bei Inrem vCenter Server an und klicken Sie dann auf Site Recovery > Protection
Groups.

2. Klicken Sie im Fensterbereich Schutzgruppen auf Neu.
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3. Geben Sie einen Namen und eine Beschreibung fir die Schutzgruppe, Richtung an, und klicken Sie dann

auf WEITER.
4. Wahlen Sie im Feld Typ eine der folgenden Optionen aus:

* Fdr...* Feldoption Typ...
Herkdémmlicher Datastore Datastore-Gruppen (Array-basierte Replizierung)
VVols Datastore Virtuelle Volumes (vVol Replizierung)

Die Fehlerdomane ist nichts anderes als SVMs mit aktivierter Replizierung. Die SVMs, deren Peering nur

implementiert wurde und keine Probleme auftreten, werden angezeigt.

5. Wahlen Sie auf der Registerkarte Replikationsgruppen entweder das aktivierte Array-Paar oder die
Replikationsgruppen aus, die die virtuelle Maschine haben, die Sie konfiguriert haben, und klicken Sie
dann auf WEITER.

Alle virtuellen Maschinen in der Replikationsgruppe werden der Schutzgruppe hinzugeflgt.

6. Wahlen Sie entweder den vorhandenen Wiederherstellungsplan aus oder erstellen Sie einen neuen Plan,

indem Sie auf zu neuem Wiederherstellungsplan hinzufiigen klicken.

7. Uberpriifen Sie auf der Registerkarte bereit zum Abschlielen die Details der von lhnen erstellten
Schutzgruppe, und klicken Sie dann auf Fertig stellen.

Kombinieren Sie geschiitzte Standorte und Recovery-Standorte

Sie mussen die geschutzten und Recovery-Standorte, die mit Inrem vSphere Client
erstellt wurden, kombinieren, um Storage Replication Adapter (SRA) zu aktivieren, um
die Storage-Systeme zu ermitteln.

Was Sie brauchen

« Sie missen Site Recovery Manager (SRM) auf den geschuitzten und Recovery-Standorten installiert
haben.

» Sie mussen SRA auf den geschitzten und Recovery-Standorten installiert haben.

Uber diese Aufgabe

Bei SnapMirror Fan-out-Konfigurationen wird ein Quell-Volume auf zwei unterschiedliche Ziele repliziert. Diese
erzeugen ein Problem wahrend der Recovery, wenn SRM die Virtual Machine vom Ziel wiederherstellen muss.

@ Storage Replication Adapter (SRA) unterstitzt keine Fan-out-SnapMirror-Konfigurationen.

Schritte
1. Doppelklicken Sie auf der Startseite des vSphere Clients auf Site Recovery und klicken Sie dann auf
Sites.
2. Klicken Sie Auf Objects > Aktionen > Pair Sites.

3. Geben Sie im Dialogfeld Site Recovery Manager Servers Pair die Adresse des Plattform-Services-
Controllers des geschutzten Standorts ein, und klicken Sie dann auf Weiter.
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4. Gehen Sie im Abschnitt vCenter Server auswahlen folgendermalen vor:

a. Stellen Sie sicher, dass der vCenter Server des geschitzten Standorts als Ubereinstimmender
Kandidat fir das Pairing angezeigt wird.

b. Geben Sie die SSO-Administratoranmeldedaten ein, und klicken Sie dann auf Fertig stellen.

5. Wenn Sie dazu aufgefordert werden, klicken Sie auf Ja, um die Sicherheitszertifikate zu akzeptieren.
Ergebnis

Sowohl die geschiitzten als auch die Wiederherstellungsstandorte werden im Dialogfeld Objekte angezeigt.

Konfigurieren Sie geschiitzte Ressourcen und Recovery-Standortressourcen

Konfigurieren Sie die Netzwerkzuordnungen

Sie mussen die Ressourcenzuordnungen wie VM-Netzwerke, ESXi-Hosts und Ordner auf
beiden Standorten konfigurieren, damit jede Ressource vom geschutzten Standort auf die
entsprechende Ressource am Recovery-Standort abgebildet werden kann.

Sie mussen die folgenden Ressourcenkonfigurationen durchfiihren:

* Netzwerkzuordnungen
* Ordnerzuordnungen
* Ressourcen-Zuordnungen

* Platzhalter-Datenspeicher
Was Sie brauchen
Sie mussen die geschitzten und die Recovery-Standorte miteinander verbunden haben.
Schritte

1. Melden Sie sich bei Ihrem vCenter Server an und klicken Sie auf Site Recovery > Sites.
Wahlen Sie lhre geschitzte Seite aus, und klicken Sie dann auf Verwalten.

Wahlen Sie auf der Registerkarte Verwalten die Option Netzwerkzuordnungen aus.

> w0 N

o
Klicken Sie auf das 2 Symbol, um eine neue Netzwerkzuordnung zu erstellen.
Der Assistent ,Netzwerkzuordnung erstellen wird angezeigt.

5. Fuhren Sie im Assistenten ,Netzwerkzuordnung erstellen“ folgende Schritte aus:

a. Wahlen Sie Zuordnungen automatisch fiir Netzwerke mit Gibereinstimmenden Namen aus, und
klicken Sie auf Weiter.

b. Wahlen Sie die erforderlichen Rechenzentrumsobjekte fur die geschitzten und
Wiederherstellungsstandorte aus, und klicken Sie auf Zuordnungen hinzufiigen.

c. Klicken Sie auf Weiter, nachdem Zuordnungen erfolgreich erstellt wurden.

d. Wahlen Sie das Objekt aus, das friiher zum Erstellen einer umgekehrten Zuordnung verwendet wurde,
und klicken Sie dann auf Fertig stellen.
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Ergebnis
Auf der Seite Netzwerkzuordnungen werden die geschuitzten Standortressourcen und die Ressourcen des

Recovery-Standorts angezeigt. Sie kdnnen die gleichen Schritte fir andere Netzwerke in Ihrer Umgebung
befolgen.

Konfigurieren von Ordnerzuordnungen

Sie mussen Ihre Ordner auf dem geschutzten Standort und dem
Wiederherstellungsstandort zuordnen, um die Kommunikation zwischen ihnen zu
ermoglichen.

Was Sie brauchen
Sie mussen die geschitzten und die Recovery-Standorte miteinander verbunden haben.
Schritte

1. Melden Sie sich bei lhrem vCenter Server an und klicken Sie auf Site Recovery > Sites.
Wahlen Sie lhre geschitzte Seite aus, und klicken Sie dann auf Verwalten.

Wahlen Sie auf der Registerkarte Verwalten die Option Ordnerzuordnungen aus.

> w N

Wahlen Sie das Symbol Ordner, um eine neue Ordnerzuordnung zu erstellen.
Der Assistent zum Erstellen der Ordnerzuordnung wird angezeigt.

5. Fuhren Sie im Assistenten zum Erstellen der Ordnerzuordnung folgende Schritte aus:

a. Wahlen Sie Zuordnungen automatisch fiir Ordner mit iibereinstimmenden Namen vorbereiten
aus, und klicken Sie auf Weiter.

b. Wahlen Sie die erforderlichen Rechenzentrumsobjekte fur die geschiitzten und
Wiederherstellungsstandorte aus, und klicken Sie auf Zuordnungen hinzufiigen.

c. Klicken Sie auf Weiter, nachdem Zuordnungen erfolgreich erstellt wurden.

d. Wahlen Sie das Objekt aus, das friiher zum Erstellen einer umgekehrten Zuordnung verwendet wurde,
und klicken Sie dann auf Fertig stellen.

Ergebnis
Auf der Seite Ordnerzuordnungen werden die geschiitzten Site-Ressourcen und die Ressourcen des

Recovery-Standorts angezeigt. Sie kdnnen die gleichen Schritte fiir andere Netzwerke in lhrer Umgebung
befolgen.

Konfigurieren von Ressourcenzuordnungen

Sie mussen Ihre Ressourcen am geschutzten Standort und am Recovery-Standort
zuordnen, damit Virtual Machines flr ein Failover zu einer oder anderen Host-Gruppe
konfiguriert werden.

Was Sie brauchen

Sie mussen die geschitzten und die Recovery-Standorte miteinander verbunden haben.
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@ Im Site Recovery Manager (SRM) kénnen Ressourcen in Ressourcen-Pools, ESXi Hosts oder
vSphere Clustern zusammengefasst werden.

Schritte

1. Melden Sie sich bei Ihrem vCenter Server an und klicken Sie auf Site Recovery > Sites.
Wahlen Sie lhre geschitzte Seite aus, und klicken Sie dann auf Verwalten.

Wahlen Sie auf der Registerkarte Verwalten die Option Ressourcenzuordnungen aus.

A 0N

Klicken Sie auf das 4 Symbol zum Erstellen einer neuen Ressourcenzuordnung.
Der Assistent ,Ressourcenzuordnung erstellen wird angezeigt.

5. Fuhren Sie im Assistenten ,Ressourcenzuordnung erstellen® folgende Schritte aus:

a. Wahlen Sie Zuordnungen automatisch fiir Ressource vorbereiten mit libereinstimmenden
Namen und klicken Sie auf Weiter.

b. Wahlen Sie die erforderlichen Rechenzentrumsobjekte fir die geschitzten und
Wiederherstellungsstandorte aus, und klicken Sie auf Zuordnungen hinzufiigen.

c. Klicken Sie auf Weiter, nachdem Zuordnungen erfolgreich erstellt wurden.
d. Wahlen Sie das Objekt aus, das friiher zum Erstellen einer umgekehrten Zuordnung verwendet wurde,
und klicken Sie dann auf Fertig stellen.

Ergebnis

Auf der Seite Ressourcenzuordnungen werden die geschitzten Standortressourcen und die Ressourcen des
Recovery-Standorts angezeigt. Sie kdnnen die gleichen Schritte fiir andere Netzwerke in lhrer Umgebung
befolgen.

Zuordnung von Storage-Richtlinien

Sie sollten die Storage-Richtlinien am geschutzten Standort den Storage-Richtlinien am
Recovery-Standort zuordnen, damit Ihre Recovery-Plane die wiederhergestellten Virtual
Machines auf den entsprechenden Datastores basierend auf Ihren Zuordnungen
platzieren. Nachdem die Virtual Machine am Recovery-Standort wiederhergestellt wurde,
wird die zugeordnete VM-Speicherrichtlinie der Virtual Machine zugewiesen.

Schritte
1. Klicken Sie auf dem vSphere Client auf Standortwiederherstellung > Standortwiederherstellung
offnen.
2. Klicken Sie auf der Registerkarte Site Pair auf Configure > Storage Policy Mappings.
3. Wahlen Sie die gewlinschte Site aus, und klicken Sie dann auf Neu, um eine neue Zuordnung zu erstellen.
4. Wahlen Sie die Option Automatische Vorbereitung von Zuordnungen fiir Speicherrichtlinien mit

uibereinstimmenden Namen, und klicken Sie dann auf WEITER.

SRM wahlt Storage-Richtlinien am geschiitzten Standort aus, flir den eine Storage-Richtlinie mit
demselben Namen am Recovery-Standort vorhanden ist. Sie kdnnen auch die Option fiir die manuelle
Zuordnung auswahlen, um mehrere Storage-Richtlinien auszuwahlen.
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5. Klicken Sie auf Zuordnungen hinzufiigen und klicken Sie auf WEITER.

6. Wahlen Sie im Abschnitt Reverse Mapping die erforderlichen Kontrollkastchen fir die Zuordnung aus und
klicken Sie dann auf NEXT.

7. Uberpriifen Sie im Abschnitt * Ready to Complete* Ihre Auswahl und klicken Sie auf FINISH.

Platzhalter-Datastores konfigurieren

Sie mussen einen Platzhalterdatenspeicher konfigurieren, um einen Platz im vCenter
Inventar am Recovery-Standort fur die geschutzte Virtual Machine (VM) zu speichern.
Der Platzhalter-Datenspeicher muss nicht grof3 sein, da die Platzhalter-VMs klein sind
und nur einige Hundert Kilobyte verwenden.

Was Sie brauchen

« Sie missen die geschutzten und die Recovery-Standorte miteinander verbunden haben.

» Sie mussen lhre Ressourcen-Zuordnungen konfiguriert haben.
Schritte

1. Melden Sie sich bei Ihrem vCenter Server an und klicken Sie auf Site Recovery > Sites.
Wahlen Sie lhre geschitzte Seite aus, und klicken Sie dann auf Verwalten.

Wahlen Sie auf der Registerkarte Verwalten die Option Platzhalter-Datenspeicher aus.

A o N

Klicken Sie auf das 2 Symbol, um einen neuen Platzhalter-Datenspeicher zu erstellen.

5. Wahlen Sie den entsprechenden Datenspeicher aus, und klicken Sie dann auf OK.

@ Als Platzhalter-Datenspeicher kdnnen lokale oder Remote-Standorte verwendet werden und
sollten nicht repliziert werden.

6. Wiederholen Sie die Schritte 3 bis 5, um einen Platzhalter-Datenspeicher flir den Recovery-Standort zu
konfigurieren.

Konfigurieren Sie SRA mit Array Manager

Sie kdnnen Storage Replication Adapter (SRA) mithilfe des Array Manager-Assistenten
von Site Recovery Manager (SRM) konfigurieren, um Interaktionen zwischen SRM und
Storage Virtual Machines (SVMs) zu ermdglichen.

Was Sie brauchen

* In SRM mussen die geschitzten Standorte und die Recovery-Standorte kombiniert werden.
» Sie mussen lhren Speicher konfiguriert haben, bevor Sie den Array Manager konfigurieren.

» Sie miussen SnapMirror Beziehungen zwischen den geschiitzten Standorten und den Recovery-Standorten
konfiguriert und repliziert haben.

+ Um Mandantenfahigkeit zu ermoglichen, missen Sie die SVM Management-LIFs aktivieren.

SRA unterstitzt das Management auf Cluster-Ebene und das Management der SVM. Wenn Sie Storage auf
Cluster-Ebene hinzuflgen, kdnnen Sie alle SVMs im Cluster erkennen und ausfiihren. Wenn Sie Storage auf
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SVM-Ebene hinzufligen, kénnen Sie nur die spezifische SVM managen.
(i)  VMware unterstiitzt das NFS4.1 Protokoll fiir SRM nicht.

Schritte

1. Klicken Sie in SRM auf Array Manager und dann auf Array Manager hinzufiigen.

2. Geben Sie die folgenden Informationen ein, um das Array in SRM zu beschreiben:

a. Geben Sie einen Namen ein, um den Array-Manager im Feld Anzeigename zu identifizieren.
b. Wahlen Sie im Feld SRA Typ NetApp Storage Replication Adapter fiir ONTAP aus.
c. Geben Sie die Informationen ein, die fir eine Verbindung zum Cluster oder zur SVM bendtigen:

= Wenn Sie eine Verbindung zu einem Cluster herstellen, sollten Sie die Cluster-Management-LIF
eingeben.

= Wenn Sie eine direkte Verbindung zu einer SVM herstellen, sollten Sie die IP-Adresse der SVM
Management LIF eingeben.

Wenn Sie den Array-Manager konfigurieren, missen Sie die gleiche Verbindung und
die gleichen Anmeldeinformationen fir das Speichersystem verwenden, das zum

@ Hinzufligen des Speichersystems im Menu Storage-Systeme der virtuellen
Speicherkonsole verwendet wurde. Wenn beispielsweise die Konfiguration des
Array Managers auf SVM-Umfang festgelegt ist, muss der Storage unter VSC auf
SVM-Ebene hinzugeflgt werden.

d. Wenn Sie eine Verbindung zu einem Cluster herstellen, geben Sie den Namen der SVM in das Feld
SVM Name ein.

Sie konnen dieses Feld auch leer lassen.
e. Geben Sie die Volumes ein, die im Feld Liste der Volumes include erkannt werden sollen.

Sie kénnen das Quell-Volume am geschiitzten Standort und das replizierte Ziel-Volume am Recovery-
Standort eingeben. Sie kdnnen entweder den vollstandigen Volume-Namen oder den Namen des
partiellen Volumes eingeben.

Wenn Sie beispielsweise Volume src_vol1 entdecken mochten, das sich in einer SnapMirror-
Beziehung zu Volume dst_vol1 befindet, missen Sie im Feld Protected Site src_vol1 und dst_vol1 im
Feld des Recovery-Standortes src_vol1 angeben.

f. (Optional) Geben Sie im Feld Volume exclude list die Volumes ein, die von der Ermittlung
ausgeschlossen werden sollen.

Sie kénnen das Quell-Volume am geschitzten Standort und das replizierte Ziel-Volume am Recovery-
Standort eingeben. Sie kdnnen entweder den vollstdndigen Volume-Namen oder den Namen des
partiellen Volumes eingeben.

Wenn Sie zum Beispiel Volume src_vol1 ausschlieRen mochten, das sich in einer SnapMirror-Beziehung
zu Volume dst_vol1 befindet, missen Sie im Feld Protected Site src_vol7 und im Feld Recovery Site
dst_vol1 angeben.
a. (Optional) Geben Sie im Feld Benutzername den Benutzernamen des Kontos auf Cluster-Ebene oder
das SVM-Level-Konto ein.
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b. Geben Sie das Passwort des Benutzerkontos im Feld Passwort ein.
3. Klicken Sie Auf Weiter.

4. Vergewissern Sie sich, dass das Array erkannt und unten im Fenster Array Manager hinzufiigen angezeigt
wird.

5. Klicken Sie Auf Fertig Stellen.
Sie kdnnen dieselben Schritte fir den Recovery-Standort befolgen, indem Sie die entsprechenden SVM-
Management-IP-Adressen und Anmeldedaten verwenden. Auf dem Bildschirm Array-Paare aktivieren des

Assistenten zum Hinzufligen von Array-Manager sollten Sie Uberprifen, ob das richtige Array-Paar ausgewahlt
ist und dass es als bereit fiir die Aktivierung angezeigt wird.

Uberpriifung replizierter Storage-Systeme

Sie mussen uberprufen, ob der geschutzte Standort und der Recovery-Standort nach der
Konfiguration des Storage Replication Adapter (SRA) erfolgreich miteinander gepaart
wurden. Das replizierte Storage-System muss sowohl vom geschutzten als auch vom
Recovery-Standort erkannt werden konnen.

Was Sie brauchen

+ Sie missen |Ihr Storage-System konfiguriert haben.

« Sie missen den geschuitzten Standort und den Recovery-Standort mit dem SRM Array Manager gekoppelt
haben.

» Bevor Sie den Test-Failover-Betrieb und den Failover-Vorgang flir SRA durchfiihren, missen Sie die
Lizenz und die SnapMirror Lizenz aktivieren.

Schritte

1. Melden Sie sich bei Ihrem vCenter Server an.

2. Navigieren Sie zu Site Recovery > Array-basierte Replikation.

3. Wahlen Sie die gewiinschte SVM aus, und Uberprifen Sie dann die entsprechenden Details in den Array-
Paaren.

Die Speichersysteme missen am geschitzten Standort und am Recovery-Standort mit dem Status
,<Enabled” erkannt werden.
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