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Beliebige ONTAP 9-Version

Beenden Sie bestimmte SMB-Sitzungen, bevor Sie ONTAP
zurucksetzen

Bevor Sie ein ONTAP Cluster von einer beliebigen Version von ONTAP 9 zurtcksetzen,
sollten Sie alle SMB-Sitzungen, die nicht kontinuierlich verflgbar sind, identifizieren und
problemlos beenden.

Kontinuierlich verfligbare SMB-Freigaben, auf die von Hyper-V oder Microsoft SQL Server Clients mit dem
SMB 3.0 Protokoll zugegriffen wird, missen vor einem Upgrade oder Downgrade nicht beendet werden.

Schritte
1. Ermitteln Sie alle vorhandenen SMB-Sitzungen, die nicht standig verfigbar sind:

vserver cifs session show -continuously-available No -instance

Dieser Befehl zeigt detaillierte Informationen zu SMB-Sessions an, bei denen keine kontinuierliche
Verflgbarkeit vorhanden ist. Sie sollten sie beenden, bevor Sie mit der ONTAP-Herabstufung fortfahren.

clusterl::> vserver cifs session show -continuously-available No
-instance

Node: nodel
Vserver: vsl
Session ID: 1
Connection ID: 4160072788
Incoming Data LIF IP Address: 198.51.100.5
Workstation IP address: 203.0.113.20
Authentication Mechanism: NTLMv2
Windows User: CIFSLAB\userl
UNIX User: nobody
Open Shares: 1
Open Files: 2
Open Other: 0
Connected Time: 8m 39s
Idle Time: 7m 45s
Protocol Version: SMB2 1
Continuously Available: No
1 entry was displayed.

2. Identifizieren Sie bei Bedarf die Dateien, die fur jede von lhnen identifizierte SMB-Sitzung gedffnet sind:



vserver cifs session file show -session-id session ID

clusterl::> vserver cifs session file show -session-id 1

Node: nodel

Vserver: vsl

Connection: 4160072788

Session: 1

File File Open Hosting

Continuously

ID Type Mode Volume Share Available
1 Regular rw voll0 homedirshare No

Path: \TestDocument.docx

2 Regular rw voll0 homedirshare No
Path: \filel.txt
2 entries were displayed.

ONTAP setzt die Anforderungen fur SnapMirror- und
SnapVault-Beziehungen um

Der system node revert-to Befehl benachrichtigt Sie Uber alle SnapMirror- und
SnapVault-Beziehungen, die geloscht oder neu konfiguriert werden mussen, damit die
Umrlstung abgeschlossen werden kann. Diese Anforderungen sollten Sie jedoch
kennen, bevor Sie mit der Umversion beginnen.

+ Alle Beziehungen zwischen SnapVault und Datenschutz-Spiegelung missen stillgelegt und dann
beschadigt werden.

Nach Abschluss der Neuversion kénnen Sie diese Beziehungen erneut synchronisieren und wieder
aufnehmen, wenn ein gemeinsamer Snapshot vorhanden ist.

» SnapVault-Beziehungen diirfen die folgenden SnapMirror-Richtlinientypen nicht enthalten:

o Asynchrone Spiegelung
Sie mussen alle Beziehungen l6schen, die diesen Richtlinientyp verwenden.
o MirrorAndVault
Wenn eine dieser Beziehungen besteht, sollten Sie die SnapMirror-Richtlinie in Mirror-Vault andern.

 Alle Mirror-Beziehungen und Ziel-Volumes zur Lastverteilung missen geléscht werden.

» SnapMirror Beziehungen zu FlexClone Ziel-Volumes missen geldscht werden.



* FUr jede SnapMirror-Richtlinie muss die Netzwerkkomprimierung deaktiviert werden.

* Die Regel ,all_Source_Snapshot“ muss von allen SnapMirror Richtlinien vom Typ ,,Async-Mirror* entfernt
werden.

@ Die Vorgange Single File Snapshot Restore (SFSR) und PFSR (partial File Snapshot
Restore) sind im Root-Volume veraltet.

+ Alle derzeit ausgefihrten Einzeldatei- und Snapshot-Wiederherstellungsvorgange missen abgeschlossen
sein, bevor die Neuversion fortgesetzt werden kann.

Sie kdnnen entweder warten, bis der Wiederherstellungsvorgang abgeschlossen ist, oder Sie kénnen ihn
abbrechen.

* Alle unvollstandigen Restore-Vorgange fiir einzelne Dateien und Snapshots missen mit dem Befehl
entfernt werden snapmirror restore.

Erfahren Sie mehr Gber snapmirror restore in der "ONTAP-Befehlsreferenz".

Uberpriifen Sie den freien Speicherplatz fiir deduplizierte
Volumes, bevor Sie ONTAP zuriicksetzen

Bevor Sie ein ONTAP-Cluster von einer beliebigen Version von ONTAP 9 zurlicksetzen,
mussen Sie sicherstellen, dass die Volumes ausreichend freien Speicherplatz fir die
Wiederherstellung enthalten.

Das Volume muss Uber gentigend Speicherplatz verfigen, um die Einsparungen aufzunehmen, die durch die
Inline-Erkennung von Nullblécken erzielt wurden. Siehe die"NetApp Knowledge Base: So erzielen Sie
Platzeinsparungen durch Deduplizierung, Komprimierung und Verdichtung in ONTAP 9" .

Wenn Sie sowohl die Deduplizierung als auch die Datenkomprimierung auf einem Volume aktiviert haben, das
Sie zuriicksetzen méchten, missen Sie die Datenkomprimierung vor der Zurlicksetzen der Deduplizierung
zurlcksetzen.

Schritte
1. Sehen Sie sich den Fortschritt der Effizienzvorgange an, die auf den Volumes ausgefiihrt werden:

volume efficiency show -fields vserver,volume,progress
2. Beenden Sie alle aktiven Deduplizierungsprozesse und deren Warteschlange:

volume efficiency stop -vserver <svm name> -volume <volume name> -all
3. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced


https://docs.netapp.com/us-en/ontap-cli/snapmirror-restore.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_see_space_savings_from_deduplication%2C_compression%2C_and_compaction_in_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_see_space_savings_from_deduplication%2C_compression%2C_and_compaction_in_ONTAP_9

4. Downgrade der Effizienz-Metadaten eines Volumes auf die Zielversion von ONTAP:

volume efficiency revert-to -vserver <svm name> -volume <volume name>

-version <version>
Im folgenden Beispiel werden die Effizienzmetadaten auf Volume Vola auf ONTAP 9.x zurlickgesetzt

volume efficiency revert-to -vserver vsl -volume VolA -version 9.x

Mit dem Befehl ,revert-to“ fiir die Volume-Effizienz werden auf dem Node, auf dem dieser
@ Befehl ausgeflhrt wird, vorhandene Volumes zurtickgesetzt. Dieser Befehl bewirkt nicht,
dass Volumes Uber Nodes hinweg zurlickgesetzt werden.

5. Uberwachen Sie den Fortschritt des Downgrades:
volume efficiency show -vserver <svm name> -op-status Downgrading

6. Wenn die Rucksetzung nicht erfolgreich ist, zeigen Sie die Instanz an, um zu sehen, warum die
Ricksetzung fehlgeschlagen ist.

volume efficiency show -vserver <svm name> -volume <volume name> -

instance
7. Nach Abschluss des Vorgangs ,Zurlicksetzen® kehren Sie zur Administratorberechtigungsebene zurick:

set -privilege admin

Erfahren Sie mehr Uber "Logisches Storage-Management".

Vorbereiten von Snapshots vor dem Zuricksetzen eines
ONTAP-Clusters

Bevor Sie einen ONTAP-Cluster von einer beliebigen Version von ONTAP 9
zurucksetzen, mussen Sie alle Snapshot-Richtlinien deaktivieren und alle Snapshots
I6schen, die nach dem Upgrade auf die aktuelle Version erstellt wurden.

Beim Zurlcksetzen in einer SnapMirror Umgebung mussen Sie zuerst die folgenden Spiegelbeziehungen
geldscht haben:

 Alle Mirror-Beziehungen zur Lastverteilung

+ Alle Datensicherungsspiegelbeziehungen, die in ONTAP 8.3.x erstellt wurden


https://docs.netapp.com/de-de/ontap/volumes/index.html

+ Alle Datensicherungsspiegelbeziehungen, wenn das Cluster in ONTAP 8.3.x neu erstellt wurde

Schritte
1. Deaktivieren Sie Snapshot-Richtlinien fiir alle Daten-SVMs:

volume snapshot policy modify -vserver * -enabled false

2. Deaktivieren Sie Snapshot-Richtlinien fiir die Aggregate jedes Node:
a. Ermitteln Sie die Aggregate des Node:

run -node <nodename> -command aggr status

b. Deaktivieren Sie die Snapshot-Richtlinie fur jedes Aggregat:

run -node <nodename> -command aggr options aggr name nosnap on

c. Wiederholen Sie diesen Schritt fiir jeden verbleibenden Knoten.

3. Deaktivieren Sie Snapshot-Richtlinien flir das Root-Volume jedes Knotens:

a. Ermitteln Sie das Root-Volume des Node:

run -node <node name> -command vol status

Sie identifizieren das Wurzelvolumen anhand des Wortes root in der Spalte Options der vol status
Befehlsausgabe.

vsl::> run -node nodel vol status

Volume State Status Options
vol0 online raid dp, flex root, nvfail=on
64-bit

a. Deaktivieren Sie die Snapshot-Richtlinie auf dem Root-Volume:

run -node <node name> vol options root volume name nosnap on

b. Wiederholen Sie diesen Schritt fir jeden verbleibenden Knoten.

4. Loschen Sie alle Snapshots, die nach dem Upgrade auf den aktuellen Release erstellt wurden:

a. Legen Sie die Berechtigungsebene auf erweitert fest:



set -privilege advanced
b. Deaktivieren Sie die Snapshots:
snapshot policy modify -vserver * -enabled false
c. Loschen Sie die Snapshots der neueren Version des Knotens:
volume snapshot prepare-for-revert -node <node name>
Mit diesem Befehl werden die Snapshots neuerer Versionen auf jedem Daten-Volume, Root-Aggregat

und Root-Volume geldscht.

Wenn Snapshots nicht geléscht werden kénnen, schlagt der Befehl fehl und informiert Sie Uber alle
erforderlichen Aktionen, die Sie durchfihren missen, bevor die Snapshots geléscht werden kénnen.
Sie mussen die erforderlichen Aktionen ausfiihren und den Befehl erneut ausfiihren volume
snapshot prepare-for-revert, bevor Sie mit dem nachsten Schritt fortfahren.

clusterl::*> volume snapshot prepare-for-revert -node nodel

Warning: This command will delete all snapshots that have the format
used by the current version of ONTAP. It will fail if any snapshot
policies are enabled, or

if any snapshots have an owner. Continue? {yl|n}: vy

a. Uberpriifen Sie, ob die Snapshots geléscht wurden:

volume snapshot show -node nodename

b. Wenn Snapshots neuerer Versionen verbleiben, erzwingen Sie das Léschen:

volume snapshot delete {-fs-version 9.0 -node nodename -is

-constituent true} -ignore-owners -force

c. Wiederholen Sie diese Schritte fir jeden verbleibenden Knoten.

d. Zurick zur Administratorberechtigungsebene:

set -privilege admin



(D Sie missen diese Schritte in der MetroCluster-Konfiguration auf den Clustern durchfiihren.

Legen Sie fur SnapLock Volumes eine automatische
Commit-Zeitdauer fest, bevor Sie ONTAP zurucksetzen

Bevor Sie ein ONTAP Cluster von einer beliebigen Version von ONTAP 9 zurlicksetzen,
muss der Wert des Zeitraums fiir die automatische Ubertragung fiir SnapLock Volumes in
Stunden statt Tagen festgelegt werden. Sie sollten den Wert fir die automatische
Commit-Ubertragung flr Ihre SnapLock Volumes (berpriifen und ihn bei Bedarf von
Tagen auf Stunden andern.

Schritte

1. Uberpriifen Sie, ob im Cluster SnapLock Volumes enthalten sind, fiir die der Zeitraum fiir das automatische
Commit nicht unterstitzt wird:

volume snaplock show -autocommit-period *days
2. Andern Sie die nicht unterstiitzten Zeitraume fiir die automatische Ubertragung auf Stunden

volume snaplock modify -vserver <vserver name> -volume <volume name>

—autocommit-period value hours

Deaktivieren Sie die automatische ungeplante
Umschaltung, bevor Sie MetroCluster -Konfigurationen

zurucksetzen.

Bevor Sie eine MetroCluster -Konfiguration wiederherstellen, auf der eine beliebige
Version von ONTAP 9 ausgefluhrt wird, mussen Sie die automatische ungeplante
Umschaltung (AUSO) deaktivieren.

Schritt
1. Deaktivieren Sie auf beiden Clustern in MetroCluster die automatische ungeplante Umschaltung:

metrocluster modify -—-auto-switchover-failure-domain auso-disabled

Verwandte Informationen
"MetroCluster Management und Disaster Recovery"


https://docs.netapp.com/us-en/ontap-metrocluster/disaster-recovery/concept_dr_workflow.html

Beheben Sie Aktivitatswarnungen im autonomen
Ransomware-Schutz (ARP), bevor Sie ONTAP zurucksetzen.

Bevor Sie auf ONTAP 9.17.1 oder eine fruhere Version zurtickkehren, sollten Sie auf alle
von Autonomous Ransomware Protection (ARP) gemeldeten Warnungen vor
ungewohnlichen Aktivitaten reagieren und alle zugehdrigen ARP-Screenshots I6schen.

Bevor Sie beginnen
Sie bendtigen ,Erweiterte” Berechtigungen, um ARP-Snapshots zu I6schen.

Schritte

1. Reagieren Sie auf abnormale Aktivitatswarnungen, die von gemeldet "ARP"wurden, und beheben Sie
mdgliche Probleme.

2. Bestétigen Sie die Behebung dieser Probleme, bevor Sie die Anderungen riickgéngig machen, indem Sie
Aktualisieren und Verdéachtige Dateitypen I6schen auswahlen, um lhre Entscheidung zu speichern und
die normale ARP-Uberwachung wieder aufzunehmen.

3. Fuhren Sie folgenden Befehl aus, um alle mit den Warnungen verbundenen ARP-Screenshots aufzulisten:
volume snapshot snapshot show -fs-version 9.18

4. Loéschen Sie alle ARP-Screenshots, die mit den Warnungen in Verbindung stehen:

Dieser Befehl I6scht alle Snapshots, die das von der aktuellen Version von ONTAP

@ verwendete Format aufweisen, méglicherweise nicht nur ARP-Snapshots. Stellen Sie sicher,
dass Sie alle notwendigen MalRnahmen fir alle zu entfernenden Snapshots ergriffen haben,
bevor Sie diesen Befehl ausflhren.

volume snapshot prepare-for-revert -node <node name>


https://docs.netapp.com/de-de/ontap/anti-ransomware/respond-abnormal-task.html
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