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Cluster-Management (nur Cluster-
Administratoren)

Zeigen Sie Details auf Node-Ebene in einem ONTAP Cluster
an

Sie kdnnen Node-Namen anzeigen, ob sich die Nodes in einem ordnungsgemalfen
Zustand befinden und ob sie fur die Teilnahme am Cluster berechtigt sind. Auf der
erweiterten Berechtigungsebene kénnen Sie auch anzeigen, ob ein Node Epsilon halt.

Schritte

1. Um Informationen zu den Nodes in einem Cluster anzuzeigen, verwenden Sie den cluster show Befehl.

Wenn Sie méchten, dass die Ausgabe zeigt, ob ein Node Epsilon enthalt, flihren Sie den Befehl auf der
erweiterten Berechtigungsebene aus.

Erfahren Sie mehr Uber cluster show in der "ONTAP-Befehlsreferenz".

Beispiele zum Anzeigen der Nodes in einem Cluster

Im folgenden Beispiel werden Informationen Uber alle Nodes in einem Cluster mit vier Nodes angezeigt:

clusterl::> cluster show

Node Health Eligibility
nodel true true
node?2 true true
node3 true true
node4 true true

Im folgenden Beispiel werden auf der erweiterten Berechtigungsebene ausfihrliche Informationen tber den
Node ,nodel” angezeigt:


https://docs.netapp.com/us-en/ontap-cli/cluster-show.html

clusterl::> set -privilege advanced

Warning: These advanced commands are potentially dangerous; use them only
when directed to do so by support personnel.

Do you want to continue? {yln}: vy

clusterl::*> cluster show —-node nodel

Node: nodel

Node UUID: a67f£9f34-9d8f-11da-b484-000423b6£094
Epsilon: false
Eligibility: true
Health: true

Hier erhalten Sie Details zu ONTAP auf Cluster-Ebene

Sie konnen die eindeutige ID (UUID), den Namen, die Seriennummer, den Standort und
die Kontaktinformationen eines Clusters anzeigen.

Schritte

1. Verwenden Sie zum Anzeigen der Attribute eines Clusters den cluster identity show Befehl.

Beispiel zum Anzeigen von Cluster-Attributen

Im folgenden Beispiel werden der Name, die Seriennummer, der Standort und die Kontaktinformationen eines
Clusters angezeigt.

clusterl::> cluster identity show

Cluster UUID: 1cd8ad442-86dl-11e0-aelc-123478563412
Cluster Name: clusterl
Cluster Serial Number: 1-80-123456
Cluster Location: Sunnyvale
Cluster Contact: jsmith@example.com

Erfahren Sie mehr Giber cluster identity show in der "ONTAP-Befehlsreferenz".

Andern Sie die Attribute des ONTAP-Clusters

Sie konnen bei Bedarf die Attribute eines Clusters, z. B. den Cluster-Namen, den
Standort und die Kontaktinformationen andern.

Uber diese Aufgabe
Sie kdnnen die UUID eines Clusters nicht andern. Diese ist beim Erstellen des Clusters festgelegt.

Schritte


https://docs.netapp.com/us-en/ontap-cli/cluster-identity-show.html

1. Verwenden Sie zum Andern cluster identity modify von Cluster-Attributen den Befehl.

Der -name Parameter gibt den Namen des Clusters an. Erfahren Sie mehr Gber cluster identity
modify und die Regeln zum Angeben des Cluster-Namens in der "ONTAP-Befehlsreferenz".

Der -1ocation Parameter gibt den Standort des Clusters an.

Der -contact Parameter gibt die Kontaktinformationen an, z. B. einen Namen oder eine E-Mail-Adresse.

Beispiel fiir die Umbenennung eines Clusters

Mit dem folgenden Befehl wird das aktuelle Cluster (,clusterl ") in ,  cluster2”umbenannt:

clusterl::> cluster identity modify -name cluster?

Zeigen Sie den Replikationsstatus der ONTAP-Cluster-Ringe
an

Sie kdnnen den Status von Cluster-Replikationsringen anzeigen, um lhnen bei der
Diagnose von Cluster-weiten Problemen zu helfen. Wenn im Cluster Probleme auftreten,
werden Sie mdglicherweise von dem Support-Personal gebeten, diese Aufgabe
auszufuhren, um die Fehlerbehebung zu unterstutzen.

Schritte

1. Um den Status der Cluster-Replizierungsringe anzuzeigen, verwenden Sie den cluster ring show
Befehl auf der erweiterten Berechtigungsebene.

Beispiel zum Anzeigen des Status von Cluster-Ring-Replizierung

Im folgenden Beispiel wird der Status des VLDB-Replikationsrings auf einem Knoten mit dem Namen node0
angezeigt:


https://docs.netapp.com/us-en/ontap-cli/cluster-identity-modify.html

clusterl::> set -privilege advanced

Warning: These advanced commands are potentially dangerous; use them only
when directed to do so by support personnel.

Do you wish to continue? (y or n): y

clusterl::*> cluster ring show -node node0O -unitname vldb
Node: node0
Unit Name: v1db
Status: master
Epoch: 5
Master Node: nodeO
Local Node: nodeO0
DB Epoch: 5
DB Transaction: 56
Number Online: 4
RDB UUID: e492d2cl-fc50-11el-bae3-123478563412

Erfahren Sie mehr Uber cluster ring show in der "ONTAP-Befehlsreferenz".

Zustandsbewertungen von ONTAP Clustern anhand von
Quorum und Epsilon

Quorum und Epsilon sind wichtige Kennzahlen fur den Clusterzustand und die Funktion,
die gemeinsam zeigen, wie Cluster potenzielle Herausforderungen bei Kommunikation
und Konnektivitat bewaltigen.

Quorum ist eine Voraussetzung fir ein voll funktionsfahiges Cluster. Wenn ein Cluster Quorum aufweist, sind
die meisten Knoten in einem ordnungsgemafen Zustand und kdnnen miteinander kommunizieren. Wenn das
Quorum verloren geht, verliert das Cluster die Mdglichkeit, normale Cluster-Vorgange zu erledigen. Es kann
jederzeit nur eine Sammlung von Knoten Quorum enthalten, da alle Knoten gemeinsam eine Ansicht der
Daten teilen. Wenn zwei nicht kommunizierende Knoten die Daten auf unterschiedliche Weise andern dirfen,
ist es daher nicht mehr mdglich, die Daten in einer einzigen Datenansicht zu vergleichen.

Jeder Knoten im Cluster nimmt an einem Abstimmprotokoll Teil, das einen Knoten Master wahlt; jeder
verbleibende Knoten ist ein secondary. Der Master-Node ist fiir die Synchronisierung von Informationen im
gesamten Cluster verantwortlich. Wenn Quorum gebildet wird, wird es durch standige Abstimmung
beibehalten. Wenn der Hauptknoten offline geht und sich das Cluster noch im Quorum befindet, wird ein neuer
Master von den Knoten ausgewahlt, die online bleiben.

Da es die Méglichkeit einer Krawatte in einem Cluster mit einer geraden Anzahl von Knoten gibt, hat ein
Knoten eine zusatzliche fraktionale Abstimmungsgewichtung namens epsilon. Wenn die Konnektivitat
zwischen zwei gleichen Teilen eines grofRen Clusters ausfallt, bleibt die Gruppe der Nodes mit epsilon ein
Quorum, vorausgesetzt, dass alle Nodes ordnungsgemaf sind. Die folgende Abbildung zeigt beispielsweise
ein Cluster mit vier Nodes, in dem zwei der Nodes ausgefallen sind. Da einer der verbliebenen Nodes jedoch
Epsilon enthalt, bleibt das Cluster im Quorum, auch wenn es nicht die einfache Mehrheit der gesunden Knoten
gibt.


https://docs.netapp.com/us-en/ontap-cli/cluster-ring-show.html

Epsilon wird beim Erstellen des Clusters automatisch dem ersten Knoten zugewiesen. Wenn der Node, auf
dem Epsilon steht, ungesund wird, seinen Hochverfligbarkeits-Partner Gbernimmt oder vom
Hochverflugbarkeitspartner Gbernommen wird, wird Epsilon automatisch einem gesunden Node in einem
anderen HA-Paar neu zugewiesen.

Wenn ein Node offline geschaltet wird, kann sich dies darauf auswirken, dass das Cluster im Quorum bleibt.
Daher gibt ONTAP eine Warnmeldung aus, wenn Sie versuchen, einen Vorgang durchzufihren, der entweder
das Cluster aus dem Quorum entfernt, oder wenn es ein Ausfall von dem Verlust des Quorums entfernt wird.
Sie kdnnen die Quorum-Warnmeldungen deaktivieren, indem Sie den cluster quorum-service options
modi fy Befehl auf der erweiterten Berechtigungsebene verwenden. Erfahren Sie mehr Uiber cluster
quorum-service options modify in der "ONTAP-Befehlsreferenz".

Angenommen, die zuverlassige Konnektivitat zwischen den Knoten des Clusters ist, ist ein gréRerer Cluster im
Allgemeinen stabiler als ein kleinerer Cluster. Das Quorum, das die einfache Mehrheit der halben Nodes plus
Epsilon erfordert, ist auf einem Cluster mit 24 Nodes einfacher zu warten als bei einem Cluster mit zwei Nodes.

Ein Cluster mit zwei Nodes stellt die Beibehaltung von Quorum vor besondere Herausforderungen. Cluster mit
zwei Nodes verwenden Cluster HA, bei dem keines der Nodes Epsilon enthalt. Stattdessen werden beide
Nodes fortlaufend abgefragt, um sicherzustellen, dass bei einem Node ein voller Lese-/Schreibzugriff auf die
Daten sowie Zugriff auf logische Schnittstellen und Managementfunktionen sichergestellt ist.

Zeigen Sie die Storage-Kapazitatsauslastung von System-
Volumes in einem ONTAP Cluster an

System-Volumes sind FlexVol-Volumes, die spezielle Metadaten enthalten, z. B.
Metadaten fur Audit-Protokolle fir Fileservices. Diese Volumes sind im Cluster sichtbar,
sodass Sie die Storage-Nutzung im Cluster umfassend berucksichtigen kdnnen.

System-Volumes sind Eigentum des Cluster-Management-Servers (auch als Admin-SVM bezeichnet) und
werden automatisch erstellt, wenn die Prifung von Fileservices aktiviert ist.

Sie kdnnen System-Volumes mit dem volume show Befehl anzeigen, die meisten anderen Volume-Vorgange
sind jedoch nicht zulassig. Beispielsweise kénnen Sie ein System-Volume nicht mit dem volume modify
Befehl andern.

Das Beispiel zeigt vier System-Volumes auf der Administrator-SVM, die automatisch erstellt wurden, wenn das
Auditing von Fileservices flur eine Daten-SVM im Cluster aktiviert wurde:


https://docs.netapp.com/us-en/ontap-cli/cluster-quorum-service-options-modify.html

clusterl
Vserver
Used$%

::> volume show -vserver clusterl

Volume Aggregate State Type

Available

clusterl

5%
clusterl

5%
clusterl

5%
clusterl

5%

MDV aud 1d0131843d4811e296£fcl123478563412
aggr0 online RW

MDV_ aud 8be27£813d7311e296£fc123478563412
root vsO online RW

MDV aud 9dc4ad503d7311e296fc123478563412
aggrl online RW

MDV_aud a4b887ac3d7311e296fcl123478563412
aggr?2 online RW

4 entries were displayed.
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