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Cluster- und SVM-Peering werden vorbereitet

Grundlagen zu ONTAP Peering

Bevor Sie Snapshots mithilfe von SnapMirror replizieren können, müssen Sie „Peer-
Beziehungen“_ zwischen Quell- und Ziel-Clustern sowie zwischen Quell- und Ziel-SVMs
erstellen. Eine Peer-Beziehung definiert Netzwerkverbindungen, mit denen Cluster und
SVMs einen sicheren Datenaustausch ermöglichen.

Cluster und SVMs in Peer-Beziehungen kommunizieren über das Cluster-Netzwerk mithilfe von logischen
Schnittstellen (LIFs) zwischen Clustern._ eine Intercluster LIF ist eine LIF, die den „Intercluster-Core“-
Netzwerkschnittstellungsservice unterstützt und normalerweise mithilfe der Service-Richtlinie zur
Netzwerkschnittstelle „default-intercluster“ erstellt wird. Sie müssen für jeden Node in den Clustern, die
Peering durchführen, Intercluster-LIFs erstellen.

Intercluster-LIFs verwenden Routen, die zur System-SVM gehören, der sie zugewiesen sind. ONTAP erstellt
innerhalb eines IPspaces automatisch eine System-SVM für die Kommunikation auf Cluster-Ebene.

Fan-out- und Kaskadentopologien werden unterstützt. In einer Kaskadentopologie müssen lediglich Cluster-
Netzwerke zwischen den primären und sekundären Clustern sowie zwischen den sekundären und tertiären
Clustern erstellt werden. Sie müssen kein Cluster-Netzwerk zwischen dem primären und dem tertiären Cluster
erstellen.

Ein Administrator kann den Intercluster-Core-Service aus der Standard-Intercluster-Service-
Richtlinie entfernen (aber nicht ratsam). Wenn dies der Fall ist, sind LIFs, die mit „default-
intercluster“ erstellt wurden, tatsächlich keine Intercluster-LIFs. Verwenden Sie den folgenden
Befehl, um zu überprüfen, ob die Cluster-Standard-Service-Richtlinie den Intercluster-Core-
Service enthält:

network interface service-policy show -policy default-intercluster

Erfahren Sie mehr über network interface service-policy show in der "ONTAP-
Befehlsreferenz".

Voraussetzungen für ONTAP Peering

Bevor Sie Cluster-Peering einrichten, sollten Sie bestätigen, dass Konnektivität, Port, IP-
Adresse, Subnetz, Firewall, Und die Anforderungen für die Cluster-Benennung erfüllen.

Ab ONTAP 9.6 bietet Cluster Peering standardmäßig Unterstützung für die TLS 1.2 AES-256
GCM-Verschlüsselung für die Datenreplizierung. Die Standard-Sicherheitskiffren („PSK-
AES256-GCM-SHA364“) sind erforderlich, damit Cluster Peering auch dann funktioniert, wenn
die Verschlüsselung deaktiviert ist.

Ab ONTAP 9.11.1 sind die DHE-PSK-Sicherheitsschlüssel standardmäßig verfügbar.

Ab ONTAP 9.15.1 bietet Cluster Peering standardmäßig Unterstützung für die TLS 1.3-
Verschlüsselung für die Datenreplizierung.
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Konnektivitätsanforderungen erfüllen

Jede Intercluster LIF auf dem lokalen Cluster muss in der Lage sein, mit jeder Intercluster LIF auf dem
Remote-Cluster zu kommunizieren.

Es ist zwar nicht erforderlich, aber in der Regel ist es einfacher, die IP-Adressen zu konfigurieren, die für
Intercluster LIFs im selben Subnetz verwendet werden. Die IP-Adressen können sich im gleichen Subnetz wie
Daten-LIFs oder in einem anderen Subnetz befinden. Das in jedem Cluster verwendete Subnetz muss die
folgenden Anforderungen erfüllen:

• Das Subnetz muss zur Broadcast-Domäne gehören, die die Ports enthält, die für die Kommunikation
zwischen Clustern verwendet werden.

• Das Subnetz muss über genügend IP-Adressen verfügen, um einer Intercluster LIF pro Node zuzuweisen.

Beispielsweise muss in einem Cluster mit vier Nodes das für die Kommunikation zwischen Clustern
verwendete Subnetz vier verfügbare IP-Adressen haben.

Jeder Node muss über eine Intercluster-LIF mit einer IP-Adresse im Intercluster-Netzwerk verfügen.

Intercluster-LIFs können eine IPv4-Adresse oder eine IPv6-Adresse besitzen.

Mit ONTAP können Sie Ihre Peering-Netzwerke von IPv4 zu IPv6 migrieren, da Sie optional
beide Protokolle gleichzeitig auf den Intercluster LIFs anwesend sein können. In früheren
Versionen waren alle Cluster-Beziehungen für einen gesamten Cluster entweder IPv4 oder
IPv6. Somit war eine Änderung der Protokolle ein potenziell störendes Ereignis.

Port-Anforderungen

Sie können dedizierte Ports für die Cluster-übergreifende Kommunikation verwenden oder vom Datennetzwerk
verwendete Ports freigeben. Ports müssen folgende Anforderungen erfüllen:

• Alle Ports, die für die Kommunikation mit einem bestimmten Remote-Cluster verwendet werden, müssen
sich im selben IPspace befinden.

Sie können mehrere IPspaces verwenden, um mit mehreren Clustern zu Punkten. Paarweise ist
Vollmaschenverbindung nur innerhalb eines IPspaces erforderlich.

• Die Broadcast-Domäne, die für die Intercluster-Kommunikation verwendet wird, muss mindestens zwei
Ports pro Node enthalten, damit die Intercluster-Kommunikation von einem Port zu einem anderen Port
ausfallen kann.

Ports, die einer Broadcast-Domäne hinzugefügt werden, können physische Netzwerk-Ports, VLANs oder
Interface Groups (iffrps) sein.

• Alle Ports müssen verkabelt sein.

• Alle Ports müssen sich in einem ordnungsgemäßen Zustand befinden.

• Die MTU-Einstellungen der Ports müssen konsistent sein.

Anforderungen an die Firewall
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Ab ONTAP 9.10.1 sind Firewall-Richtlinien veraltet und werden vollständig durch LIF-
Servicerichtlinien ersetzt. Weitere Informationen finden Sie unter "Konfigurieren Sie
Firewallrichtlinien für LIFs".

Firewalls und die Cluster-übergreifende Firewall-Richtlinie müssen folgende Protokolle zulassen:

• Bidirektionaler ICMP-Datenverkehr

• Bidirektionaler, initiierter TCP-Datenverkehr zu den IP-Adressen aller Intercluster-LIFs über die Ports 11104
und 11105

• Bidirektionales HTTPS zwischen den Intercluster-LIFs

Obwohl HTTPS nicht erforderlich ist, wenn Sie Cluster-Peering über die CLI einrichten, wird später HTTPS
erforderlich, wenn Sie den Datenschutz mit System Manager konfigurieren.

Die Standard- `intercluster`Firewallrichtlinie ermöglicht den Zugriff über das HTTPS-Protokoll und von allen IP-
Adressen (0.0.0.0/0). Sie können die Richtlinie bei Bedarf ändern oder ersetzen.

Cluster-Anforderungen erfüllen

Cluster müssen die folgenden Anforderungen erfüllen:

• Ein Cluster kann nicht in einer Peer-Beziehung mit mehr als 255 Clustern sein.

Verwenden Sie gemeinsam genutzte oder dedizierte ONTAP-
Ports

Sie können dedizierte Ports für die Cluster-übergreifende Kommunikation verwenden
oder vom Datennetzwerk verwendete Ports freigeben. Bei der Entscheidung, ob Ports
gemeinsam genutzt werden sollen, müssen Sie die Netzwerkbandbreite, das
Replikationsintervall und die Portverfügbarkeit berücksichtigen.

Sie können Ports für einen Peering Cluster gemeinsam nutzen, während Sie auf dem anderen
dedizierte Ports verwenden.

Netzwerkbandbreite

Wenn Sie ein High-Speed-Netzwerk wie 10 GbE haben, verfügen Sie möglicherweise über ausreichend lokale
LAN-Bandbreite, um eine Replikation mit denselben 10 GbE-Ports durchzuführen, die für den Datenzugriff
verwendet werden.

Selbst dann sollten Sie Ihre verfügbare WAN-Bandbreite mit Ihrer LAN-Bandbreite vergleichen. Wenn die
verfügbare WAN-Bandbreite deutlich weniger als 10 GbE beträgt, müssen Sie möglicherweise dedizierte Ports
verwenden.

Eine Ausnahme von dieser Regel besteht unter Umständen darin, dass alle oder viele Nodes im
Cluster Daten replizieren. In diesem Fall wird die Bandbreitenauslastung normalerweise über
verschiedene Nodes verteilt.

Wenn Sie keine dedizierten Ports verwenden, sollte die MTU-Größe (Maximum Transmission Unit) des
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Replikationsnetzwerks in der Regel mit der MTU-Größe des Datennetzwerks übereinstimmen.

Replikationsintervall

Wenn die Replizierung in Zeiten geringerer Auslastung stattfindet, sollten Sie in der Lage sein, Daten-Ports für
die Replizierung zu nutzen, auch ohne eine 10-GbE-LAN-Verbindung.

Wenn die Replizierung während der normalen Geschäftszeiten stattfindet, müssen Sie die Menge der zu
replizierenden Daten berücksichtigen und entscheiden, ob es so viel Bandbreite erfordert, dass es Konflikte mit
den Datenprotokolle verursachen kann. Wenn die Netzwerkauslastung durch Datenprotokolle (SMB, NFS,
iSCSI) über 50 % liegt, sollten dedizierte Ports für die Kommunikation zwischen Clustern verwendet werden.
Damit wird bei einem Node-Failover die Performance nicht beeinträchtigt.

Port-Verfügbarkeit

Wenn Sie feststellen, dass der Replizierungsverkehr den Datenverkehr beeinträchtigt, können Sie LIFs
zwischen Clustern auf jeden anderen Cluster-fähigen, gemeinsam genutzten Port desselben Nodes migrieren.

Sie können auch VLAN-Ports für die Replikation zuweisen. Die Bandbreite des Ports wird von allen VLANs
und dem Basis-Port gemeinsam genutzt.

Verwenden Sie benutzerdefinierte ONTAP IPspaces, um den
Replikationsdatenverkehr zu isolieren

Sie können benutzerdefinierte IPspaces verwenden, um die Interaktionen eines Clusters
mit seinen Peers voneinander zu trennen. Diese Konfiguration, die als designierte
Intercluster-Konnektivität bezeichnet wird, ermöglicht Service-Providern die Isolierung
des Replizierungsdatenverkehrs in mandantenfähigen Umgebungen.

Angenommen, Sie möchten beispielsweise, dass der Replikationsverkehr zwischen Cluster A und Cluster B
vom Replikationsverkehr zwischen Cluster A und Cluster C getrennt wird. Um dies zu erreichen, können Sie
zwei IPspaces auf Cluster A erstellen

Ein IPspace enthält die Intercluster LIFs, die Sie für die Verbindung mit Cluster B verwenden. Der andere
enthält die Intercluster LIFs, die Sie für die Kommunikation mit Cluster C verwenden, wie in der folgenden
Abbildung dargestellt.
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Verwandte Informationen

• "Erfahren Sie mehr über die Konfiguration des ONTAP IP-Speicherplatzes"
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