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FPolicy verstehen
Erfahren Sie mehr uber die ONTAP FPolicy-Losungen

FPolicy ist ein Benachrichtigungs-Framework flr den Dateizugriff, mit dem Ereignisse fur
den Dateizugriff auf Storage Virtual Machines (SVMs) Uuber Partnerlosungen uberwacht
und gemanagt werden kdnnen. Partnerlésungen unterstitzen Sie bei der Bewaltigung
verschiedener Anwendungsfalle wie Daten-Governance und Compliance, Ransomware-
Schutz und Datenmobilitat.

Zu den Partnerldsungen zahlen sowohl von NetApp unterstitzte Losungen von Drittanbietern als auch NetApp
Produkte Workload Security und Cloud Data Sense.

Es gibt zwei Teile zu einer FPolicy L6sung. Das ONTAP FPolicy Framework verwaltet Aktivitdten im Cluster
und sendet Benachrichtigungen an die Partnerapplikation (auch externe FPolicy Server genannt). Externe
FPolicy Server verarbeiten Benachrichtigungen, die von ONTAP FPolicy gesendet werden, um
Kundennutzungsfalle zu erflillen.

Das ONTAP Framework erstellt und pflegt die FPolicy Konfiguration, iberwacht Dateiereignisse und sendet
Benachrichtigungen an externe FPolicy Server. ONTAP FPolicy bietet die Infrastruktur fir die Kommunikation
zwischen externen FPolicy Servern und Storage Virtual Machine (SVM) Nodes.

Das FPolicy-Framework stellt eine Verbindung zu externen FPolicy-Servern her und sendet
Benachrichtigungen fir bestimmte Dateisystemereignisse an die FPolicy-Server, wenn diese Ereignisse als
Folge des Client-Zugriffs auftreten. Die externen FPolicy Server verarbeiten die Benachrichtigungen und
senden Antworten zurtick auf den Knoten. Was als Folge der Benachrichtigungsverarbeitung geschieht, hangt
von der Anwendung ab und ob die Kommunikation zwischen Knoten und externen Servern asynchron oder
synchron ist.

ONTAP FPolicy synchrone und asynchrone
Benachrichtigungen

FPolicy sendet Benachrichtigungen Uber die FPolicy Schnittstelle an externe FPolicy
Server. Die Benachrichtigungen werden entweder im synchronen oder asynchronen
Modus gesendet. Der Benachrichtigungsmodus bestimmt, was ONTAP nach dem
Senden von Benachrichtigungen an FPolicy-Server tut.

» Asynchronous Notifications

Bei asynchronen Benachrichtigungen wartet der Node nicht auf eine Antwort des FPolicy Servers, wodurch
der Gesamtdurchsatz des Systems verbessert wird. Diese Art der Benachrichtigung ist fir Anwendungen
geeignet, bei denen der FPolicy-Server aufgrund der Benachrichtigungsbewertung keine MaRnahmen
erfordert. Asynchrone Benachrichtigungen kommen beispielsweise zum Einsatz, wenn der SVM-
Administrator (Storage Virtual Machine) den Dateizugriff Uberwachen und prifen méchte.

Wenn bei einem FPolicy-Server im asynchronen Modus ein Netzwerkausfall auftritt, werden FPolicy
Benachrichtigungen, die wahrend des Ausfalls generiert wurden, auf dem Storage-Node gespeichert.
Wenn der FPolicy-Server wieder online geschaltet wird, wird er Uber die gespeicherten Benachrichtigungen
benachrichtigt und kann sie vom Speicher-Node abrufen. Die Lange der Speicherung der
Benachrichtigungen wahrend eines Ausfalls kann so bis zu 10 Minuten betragen.



Ab ONTAP 9.14.1 kdnnen Sie mit FPolicy einen persistenten Speicher einrichten, um
Dateizugriffsereignisse fur asynchrone, nicht obligatorische Richtlinien auf der SVM zu erfassen.
Persistente Speicher kénnen die Client-1/0-Verarbeitung von der FPolicy-Benachrichtigungsverarbeitung
entkoppeln, um die Client-Latenz zu verringern. Synchrone (obligatorische oder nicht obligatorische) und
asynchrone obligatorische Konfigurationen werden nicht unterstitzt.

« Synchrone Benachrichtigungen

Wenn der FPolicy-Server fir die Ausfiihrung im synchronen Modus konfiguriert ist, muss er jede
Benachrichtigung bestatigen, bevor der Clientvorgang fortgesetzt werden kann. Diese Art der
Benachrichtigung wird verwendet, wenn eine Aktion erforderlich ist, basierend auf den Ergebnissen der
Auswertung der Benachrichtigung. Synchrone Benachrichtigungen werden beispielsweise verwendet,
wenn der SVM-Administrator Anfragen basierend auf den auf dem externen FPolicy-Server festgelegten
Kriterien zulassen oder ablehnen mdchte.

Synchrone und asynchrone Applikationen
Es gibt viele mdgliche Einsatzmaoglichkeiten fiir FPolicy-Applikationen, sowohl asynchron als auch synchron.

Asynchrone Applikationen sind solche, bei denen der externe FPolicy-Server den Zugriff auf Dateien oder
Verzeichnisse nicht verandert oder Daten auf der Storage Virtual Machine (SVM) verandert. Beispiel:

 Dateizugriff und Revisionsprotokollierung

 Storage-Ressourcenmanagement
Synchrone Applikationen sind solche, bei denen der Datenzugriff gedndert wird oder die Daten vom externen
FPolicy-Server geandert werden. Beispiel:

» Kontingentverwaltung

* Blockierung des Dateizugriffs

+ Dateiarchivierung und hierarchisches Storage-Management

* Verschlusselungs- und Entschlisselungsdienste

» Komprimierungs- und Dekomprimierungsservices

ONTAP FPolicy persistente Speicher

Persistente Speicher konnen die Client-1/0O-Verarbeitung von der FPolicy-
Benachrichtigungsverarbeitung entkoppeln, um die Client-Latenz zu verringern. Ab
ONTAP 9.14.1 kdnnen Sie einen persistenten FPolicy Store einrichten, um
Dateizugriffsereignisse fur asynchrone, nicht obligatorische Richtlinien in der SVM zu
erfassen. Synchrone (obligatorische oder nicht obligatorische) und asynchrone
obligatorische Konfigurationen werden nicht unterstutzt.

Diese Funktion ist nur im externen FPolicy-Modus verfiigbar. Die Partneranwendung, die Sie verwenden, muss
diese Funktion unterstitzen. Stellen Sie sicher, dass diese FPolicy-Konfiguration von lhrem Partner unterstitzt
wird.

Ab ONTAP 9.15.1 wird die Konfiguration persistenter FPolicy-Speicher vereinfacht. Der persistent-store
create Befehl automatisiert die Volume-Erstellung fir die SVM und konfiguriert das Volume mit Best
Practices fur persistenten Speicher.



Weitere Informationen zu Best Practices flr persistenten Speicher finden Sie unter "Anforderungen,
Uberlegungen und Best Practices fiir die Konfiguration von FPolicy".

Informationen zum Hinzufligen persistenter Speicher finden Sie unter "Erstellen persistenter Speicher".

ONTAP FPolicy-Konfigurationstypen

Es gibt zwei grundlegende FPolicy-Konfigurationstypen. Eine Konfiguration verwendet
externe FPolicy Server zur Verarbeitung und Bearbeitung von Benachrichtigungen. Die
andere Konfiguration verwendet keine externen FPolicy Server; stattdessen verwendet
es den internen, nativen FPolicy Server von ONTAP fur einfaches File Blocking auf Basis
von Erweiterungen.

* Konfiguration des externen FPolicy Servers

Die Benachrichtigung wird an den FPolicy-Server gesendet, der die Anforderung einliest und Regeln
anwendet, um zu bestimmen, ob der Knoten den angeforderten Dateibetrieb zulassen soll. Fiir synchrone
Richtlinien sendet der FPolicy-Server dann eine Antwort an den Node, um die angeforderte Dateioperation
zu ermdglichen oder zu blockieren.

* Native FPolicy Server-Konfiguration

Die Benachrichtigung wird intern gescreent. Die Anforderung wird zulassig oder abgelehnt, basierend auf
den im FPolicy-Umfang konfigurierten Dateiendungeinstellungen.

Hinweis: Nicht ablehnte Dateiendungsanfragen werden protokolliert.

Wann eine native FPolicy Konfiguration erstellt werden soll

Native FPolicy-Konfigurationen verwenden die interne ONTAP FPolicy Engine, um Dateivorgange basierend
auf der Dateierweiterung zu Gberwachen und zu blockieren. Diese Losung erfordert keine externen FPolicy
Server (FPolicy Server). Wenn diese einfache Losung bendtigt wird, ist die Verwendung einer nativen File
Blocking-Konfiguration angemessen.

Das native File Blocking erméglicht Ihnen die Uberwachung aller Dateivorgéange, die mit konfigurierten
Vorgangen und Filterereignissen Ubereinstimmen, und verweigert dann den Zugriff auf Dateien mit bestimmten
Erweiterungen. Dies ist die Standardkonfiguration.

Mit dieser Konfiguration wird der Dateizugriff nur auf Basis der Dateiendung blockiert. Um z. B. Dateien zu
blockieren, die mp3 Erweiterungen enthalten, konfigurieren Sie eine Richtlinie, die Benachrichtigungen fir
bestimmte Vorgange mit Zieldateierweiterungen von mp3 " zur Verfiigung stellt. Die Richtlinie
ist so konfiguriert, dass “mp3 Dateianforderungen fir Vorgange, die Benachrichtigungen
generieren, abgelehnt werden.

Das gilt fiir native FPolicy-Konfigurationen:

 Dieselben Filter und Protokolle, die von FPolicy Server-basierten Dateiscreening unterstiitzt werden,
werden auch fir das native File Blocking untersttitzt.

» Native File Blocking- und FPolicy-basierte Datei-Screening-Applikationen kénnen gleichzeitig konfiguriert
werden.

Dazu kénnen Sie zwei separate FPolicy Richtlinien fur die Storage Virtual Machine (SVM) konfigurieren,
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wobei eine fur natives File Blocking konfiguriert ist und eine fiir FPolicy-Server-basierte Datei-Screening
konfiguriert ist.

* Die native File Blocking-Funktion nur Bildschirme Dateien auf der Grundlage der Erweiterungen und nicht
auf den Inhalt der Datei.

* Bei symbolischen Links verwendet das native File Blocking die Dateiendung der Root-Datei.

Erfahren Sie mehr tber "FPolicy: Native Dateisperrung".

Wenn eine Konfiguration erstellt werden soll, die externe FPolicy-Server verwendet

FPolicy-Konfigurationen, die fur die Verarbeitung und das Management von Benachrichtigungen Uber externe
FPolicy-Server verfiigen, bieten zuverlassige Lésungen fiir Anwendungsfalle, in denen mehr als einfaches File
Blocking auf Basis einer Dateierweiterung erforderlich ist.

Sie sollten eine Konfiguration erstellen, die externe FPolicy-Server verwendet, wenn Sie solche Dinge wie
Uberwachung und Aufzeichnung von Dateizugriffsereignissen, Bereitstellung von Quotendiensten,
Durchfihrung von Dateiblockierung auf der Grundlage von Kriterien andere als einfache Dateierweiterungen,
Bereitstellung von Datenmigrationsservices unter Verwendung von hierarchischen Speichermanagement-
Anwendungen, Alternativ kdnnen Sie feingranulare Richtlinien anbieten, die nur eine Teilmenge an Daten in
der Storage Virtual Machine (SVM) Gberwachen.

Cluster-Komponentenrollen in der ONTAP FPolicy-
Implementierung

In einer FPolicy Implementierung spielen der Cluster, die enthaltenen Storage Virtual
Machines (SVMs) und Daten-LIFs eine Rolle.

e * Cluster*

Das Cluster enthalt das FPolicy Management-Framework und verwaltet Informationen zu allen FPolicy-
Konfigurationen im Cluster.

+ SVM

Eine FPolicy-Konfiguration wird auf SVM-Ebene definiert. Der Konfigurationsumfang ist die SVM, die nur
auf SVM-Ressourcen ausgefiihrt wird. Eine SVM-Konfiguration kann keine Benachrichtigungen flir
Dateizugriffsanfragen Uberwachen und senden, die sich auf Daten auf einer anderen SVM befinden.

FPolicy-Konfigurationen kénnen auf der Admin-SVM definiert werden. Nachdem die Konfigurationen auf
der Administrator-SVM definiert wurden, kdnnen sie in allen SVMs angezeigt und verwendet werden.

e Daten-LIFs

Verbindungen zu den FPolicy-Servern werden Uber Daten-LIFs, die zur SVM mit der FPolicy-Konfiguration
gehdren, hergestellt. Die fur diese Verbindungen verwendeten Daten-LIFs kénnen ein Failover auf dieselbe
Weise durchfiihren wie die Daten-LIFs flr den normalen Client-Zugriff.
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So funktioniert ONTAP FPolicy mit externen FPolicy-
Servern

Nachdem FPolicy auf der Storage Virtual Machine (SVM) konfiguriert und aktiviert wurde,
wird FPolicy auf jedem Node ausgefuhrt, an dem die SVM teilnimmt. FPolicy ist fur die
Einrichtung und Wartung von Verbindungen mit externen FPolicy-Servern (FPolicy-
Servern), fur die Benachrichtigungsverarbeitung und das Management von
Benachrichtigungsmeldungen zu und von FPolicy-Servern verantwortlich.

Darlber hinaus hat FPolicy im Rahmen des Verbindungsmanagements folgende Aufgaben:

« Stellt sicher, dass die Dateibenachrichtigung durch die richtige LIF an den FPolicy-Server fliel3t.

« Stellt sicher, dass beim Senden von Benachrichtigungen an die FPolicy-Server ein Lastausgleich erfolgt,
wenn mehrere FPolicy-Server mit einer Richtlinie verkniipft sind.

* Versucht, die Verbindung wiederherzustellen, wenn eine Verbindung zu einem FPolicy-Server
unterbrochen wird.

« Sendet Benachrichtigungen Uber eine authentifizierte Sitzung an FPolicy Server.

» Verwaltet die vom FPolicy-Server fur die Verarbeitung von Clientanforderungen festgelegte Passthrough-
Datenverbindung, wenn das Passthrough-Lesevorgang aktiviert ist.

Wie Kontrollkanale fir die FPolicy Kommunikation verwendet werden

FPolicy initiiert eine Steuerkanalverbindung zu einem externen FPolicy Server von den Daten-LIFs jedes
Nodes, der an einer Storage Virtual Machine (SVM) beteiligt ist. FPolicy verwendet Kontrollkanale fir die
Ubertragung von Dateibenachrichtigungen. Daher kénnen bei einem FPolicy-Server je nach SVM-Topologie
mehrere Kontrollkanalverbindungen zu erkennen sein.

Verwendung von privilegierten Datenzugriffskanalen fiir die synchrone
Kommunikation

Bei synchronen Anwendungsfallen greift der FPolicy Server Uber einen privilegierten Datenpfad auf die auf der
Storage Virtual Machine (SVM) befindlichen Daten zu. Der Zugriff Gber den privilegierten Pfad stellt dem
FPolicy-Server das komplette Dateisystem zur Verfligung. Es kann auf Datendateien zugreifen, um
Informationen zu sammeln, Dateien zu scannen, Dateien zu lesen oder in Dateien zu schreiben.

Da der externe FPolicy-Server Uber den privilegierten Datenkanal vom Root der SVM auf das gesamte
Filesystem zugreifen kann, muss die Verbindung mit dem privilegierten Datenkanal sicher sein.

Verwendung von FPolicy Connection Anmeldeinformationen mit privilegierten
Datenzugriffskanalen

Der FPolicy-Server stellt privilegierte Datenzugangsverbindungen zu Cluster-Knoten mithilfe einer bestimmten
Windows-Benutzeranmeldeinformationen bereit, die mit der FPolicy-Konfiguration gespeichert werden. SMB ist
das einzige unterstitzte Protokoll fiir eine Verbindung mit einem privilegierten Channel fur den Datenzugriff.

Wenn der FPolicy-Server einen privilegierten Datenzugriff erfordert, missen die folgenden Bedingungen erfullt
sein:

* Eine SMB-Lizenz muss auf dem Cluster aktiviert sein.



* Der FPolicy-Server muss unter den in der FPolicy-Konfiguration konfigurierten Anmeldeinformationen
ausgefuhrt werden.

Beim Herstellen einer Datenkanalverbindung verwendet FPolicy die Anmeldeinformationen flr den
angegebenen Windows-Benutzernamen. Der Datenzugriff erfolgt Gber den Admin-Anteil ,ONTAP_ADMIN®.

Was die Gewahrung von Super-User-Anmeldeinformationen fir privilegierten
Datenzugriff bedeutet

ONTAP verwendet die Kombination aus der IP-Adresse und den in der FPolicy-Konfiguration konfigurierten
Benutzerberechtigungen, um dem FPolicy-Server Super-Benutzeranmeldeinformationen zu erteilen.

Der Superuser-Status gewahrt die folgenden Berechtigungen, wenn der FPolicy-Server auf Daten zugreift:
» Vermeiden Sie Berechtigungsprufungen
Der Benutzer vermeidet Uberpriifungen von Dateien und Verzeichniszugriff.
» Besondere Sperrrechte

ONTAP ermdglicht Lese-, Schreib- oder Anderungszugriff auf beliebige Dateien, unabhangig von
vorhandenen Sperren. Wenn der FPolicy-Server Byte-Sperren auf der Datei nimmt, werden bestehende
Sperren auf der Datei sofort entfernt.

* Umgehen Sie alle FPolicy-Prifungen

Der Zugriff generiert keine FPolicy-Benachrichtigungen.

So managt FPolicy die Richtlinienverarbeitung

Ihrer Storage Virtual Machine (SVM) kénnen mehrere FPolicy Richtlinien zugewiesen sein, von denen jede
eine andere Prioritat hat. Um eine entsprechende FPolicy-Konfiguration auf der SVM zu erstellen, ist es wichtig
zu verstehen, wie FPolicy die Richtlinienverarbeitung managt.

Jede Dateizugriffsanforderung wird zunachst ausgewertet, um festzustellen, welche Richtlinien dieses Ereignis
Uberwachen. Wenn es sich um ein Uberwachtes Ereignis handelt, werden Informationen Uber das Gberwachte
Ereignis zusammen mit interessierten Richtlinien an FPolicy weitergeleitet, wo es ausgewertet wird. Jede
Richtlinie wird in der Reihenfolge der zugewiesenen Prioritat bewertet.

Beim Konfigurieren von Richtlinien sollten Sie die folgenden Empfehlungen bericksichtigen:

* Wenn eine Richtlinie immer vor anderen Richtlinien bewertet werden soll, konfigurieren Sie diese Richtlinie
mit hdherer Prioritat.

» Wenn der Erfolg des angeforderten Dateizugriffs bei einem tiberwachten Ereignis eine Voraussetzung fir
eine Dateianforderung ist, die anhand einer anderen Richtlinie ausgewertet wird, geben Sie der Richtlinie,
die den Erfolg oder den Fehler des ersten Dateivorgangs steuert, eine hdhere Prioritat.

Wenn eine Richtlinie beispielsweise Funktionen zur Dateiarchivierung und -Wiederherstellung auf FPolicy
managt und eine zweite Richtlinie Dateizugriffsvorgange in der Online-Datei managt, Die Richtlinie fir die
Wiederherstellung von Dateien muss eine hdhere Prioritat haben, damit die Datei wiederhergestellt wird,
bevor der Vorgang, der von der zweiten Richtlinie gemanagt wird, zulassig ist.

* Wenn Sie moéchten, dass alle Richtlinien, die fir einen Dateizugriffsvorgang gelten, ausgewertet werden,
sollten Sie synchrone Richtlinien mit niedrigerer Prioritat betrachten.



Sie kénnen Richtlinienprioritaten fir vorhandene Richtlinien neu anordnen, indem Sie die Nummer der
Richtliniensequenz andern. Um Richtlinien basierend auf der gednderten Prioritatsreihenfolge jedoch FPolicy
bewerten zu kdnnen, missen Sie die Richtlinie mit der gednderten Sequenznummer deaktivieren und erneut
aktivieren.

Kommunikationsprozess vom Knoten zum externen ONTAP
FPolicy-Server

Um lhre FPolicy-Konfiguration richtig zu planen, sollten Sie verstehen, was der Knoten-
zu-externe FPolicy Server-Kommunikationsprozess ist.

Jeder Node, der an jeder Storage Virtual Machine (SVM) teilnimmt, initiiert mithilfe von TCP/IP eine
Verbindung zu einem externen FPolicy Server (FPolicy Server). Verbindungen zu den FPolicy-Servern werden
mithilfe von Node-Daten-LIFs eingerichtet. Daher kann ein teilnehmender Node eine Verbindung nur
einrichten, wenn der Node Uber eine funktionsfahige Daten-LIF fur die SVM verflgt.

Jeder FPolicy-Prozess auf teiinehmenden Knoten versucht, eine Verbindung zum FPolicy-Server herzustellen,
wenn die Richtlinie aktiviert ist. Sie verwendet die IP-Adresse und den Port der FPolicy-externen Engine, die in
der Richtlinienkonfiguration angegeben ist.

Die Verbindung stellt von jedem der Nodes, die an jeder SVM teilnehmen, Uber die Daten-LIF einen
Kontrollkanal zum FPolicy-Server bereit. Wenn IPv4- und IPv6-Daten-LIF-Adressen auf demselben
teilnehmenden Node vorhanden sind, versucht FPolicy zudem, Verbindungen sowohl fir IPv4 als auch fur IPv6
herzustellen. Daher muss der FPolicy-Server in einem Szenario, in dem die SVM Uber mehrere Nodes
erweitert wird oder wenn sowohl IPv4- als auch IPv6-Adressen vorhanden sind, bereit sein, nach Aktivierung
der FPolicy auf der SVM mehrere Kontrollkanaleinrichtungsanfragen vom Cluster aus zu bearbeiten.

Wenn beispielsweise ein Cluster drei Nodes hat —-Node1, Node2 und Node3- und SVM-Daten-LIFs werden
Uber nur Node2 und Node3 verteilt — werden die Kontrollkanale nur von Node2 und Node3 aus initiiert,
unabhangig von der Verteilung der Daten-Volumes. Sagen wir, dass Node2 zwei Daten-LIFs hat --LIF1 und
LIF2 —die zur SVM gehoren und dass die anfangliche Verbindung von LIF1 ist. Wenn LIF1 fehlschlagt,
versucht FPolicy, einen Kontrollkanal von LIF2 einzurichten.
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So managt FPolicy die externe Kommunikation wahrend LIF-Migration oder
Failover

Daten-LIFs kénnen zu Daten-Ports im selben Node oder zu Daten-Ports eines Remote Nodes migriert werden.

Bei einem Failover oder der Migration einer Daten-LIF wird eine neue Kontrollkanal-Verbindung zum FPolicy-
Server hergestellt. FPolicy kann dann erneut versuchen SMB- und NFS-Client-Anforderungen zu versuchen,
die abgelaufen sind. Mit dem Ergebnis, dass neue Benachrichtigungen an die externen FPolicy-Server
gesendet werden. Der Node lehnt FPolicy-Serverantworten an urspriingliche, zeitlich begrenzte SMB- und
NFS-Anforderungen ab.

Wie FPolicy die externe Kommunikation beim Node Failover managt

Wenn der Cluster-Node, der die fur die FPolicy Kommunikation verwendeten Daten-Ports hostet, ausfallt,
bricht ONTAP die Verbindung zwischen dem FPolicy-Server und dem Node aus.

Die Auswirkungen eines Cluster Failover auf den FPolicy-Server kdnnen durch Konfiguration der Failover-
Richtlinie reduziert werden, um den in der FPolicy-Kommunikation verwendeten Daten-Port zu einem anderen
aktiven Node zu migrieren. Nach Abschluss der Migration wird tGber den neuen Daten-Port eine neue
Verbindung hergestellt.

Wenn die Failover-Richtlinie nicht fir die Migration des Daten-Ports konfiguriert ist, muss der FPolicy-Server
warten, bis der ausgefallene Node angezeigt wird. Nachdem der Knoten aktiv ist, wird eine neue Verbindung
von diesem Knoten mit einer neuen Session-ID initiiert.

Der FPolicy-Server erkennt unterbrochene Verbindungen mit der Keep-Alive-Protokollnachricht.
Bei der Konfiguration von FPolicy wird die Zeitiberschreitung fiir das Léschen der Sitzungs-I1D
festgelegt. Die standardmaRige Keep-Alive-Zeitliberschreitung betragt zwei Minuten.



Erfahren Sie mehr tiber ONTAP FPolicy-Dienste in allen
SVM-Namespaces

ONTARP stellt einen Namespace fur Unified Storage Virtual Machine (SVM) bereit.
Volumes im Cluster werden gemeinsam mit Verbindungen zu einem einzigen logischen
File-System verbunden. Der FPolicy-Server erkennt die Namespace-Topologie und bietet
FPolicy Services fur den gesamten Namespace.

Der Namespace ist spezifisch und in der SVM enthalten. Daher wird der Namespace nur aus dem SVM-
Kontext angezeigt. Namespaces haben die folgenden Eigenschaften:

* In jeder SVM ist ein einziger Namespace vorhanden, wobei der Root-Namespace das Root-Volume ist und
im Namespace als ,Schragstrich® (/) dargestellt ist.

* Alle anderen Volumes verfligen Uber Verbindungspunkte unter dem Root (/).

» Volume-Verbindungen sind fiir Clients transparent.

* Ein einzelner NFS-Export kann Zugriff auf den vollstandigen Namespace bieten. Andernfalls kénnen
Exportrichtlinien bestimmte Volumes exportieren.

* SMB-Shares kénnen auf dem Volume oder gtrees innerhalb des Volume oder in jedem Verzeichnis im
Namespace erstellt werden.

» Die Namespace-Architektur ist flexibel.
Beispiele fur typische Namespace-Architekturen:

o Ein Namespace mit einem einzelnen Zweig aus dem Root
o Ein Namespace mit mehreren Zweigen vom Root

o Ein Namespace mit mehreren nicht verzweigten Volumes vom Root

Wie ONTAP FPolicy Passthrough-Read die
Benutzerfreundlichkeit fuir hierarchisches
Speichermanagement verbessert

PassThrough-Read ermdglicht es dem FPolicy Server (funktioniert als hierarchischer
Storage Management (HSM) Server) Lesezugriff auf Offline-Dateien zu bieten, ohne die
Datei vom sekundaren Storage-System auf das primare Storage-System zurtckrufen zu
mussen.

Wenn ein FPolicy Server so konfiguriert wird, dass HSM fiir Dateien auf einem SMB-Server bereitgestellt wird,
erfolgt eine richtlinienbasierte Dateimigration, bei der die Dateien offline auf dem Sekundéarspeicher
gespeichert werden, wahrend nur eine Stub-Datei im Primarspeicher bleibt. Obwohl eine Stub-Datei fir Clients
als normale Datei erscheint, handelt es sich eigentlich um eine sparliche Datei, die die gleiche GrélRe der
urspriinglichen Datei hat. In der sparlichen Datei ist das SMB-Offline-Bit gesetzt und verweist auf die
eigentliche Datei, die zum sekundaren Storage migriert wurde.

Wenn eine Leseanfrage fur eine Offline-Datei eingeht, muss der angeforderte Inhalt in der Regel zurlick im
primaren Storage abgerufen werden. Der Zugriff erfolgt dann tber den Primar-Storage. Der Ruckruf von Daten
auf den primaren Storage hat mehrere unerwlinschte Auswirkungen. Zu den unerwinschten Auswirkungen
gehort die hdhere Latenz bei Client-Anfragen, die durch das Abrufen des Inhalts vor der Reaktion auf die



Anforderung verursacht werden, und der héhere Verbrauch an Speicherplatz, der flr abgerufene Dateien im
primaren Storage bendtigt wird.

FPolicy Passthrough-read ermdglicht dem HSM-Server (der FPolicy Server) einen Lesezugriff auf migrierte
Offline-Dateien, ohne die Datei vom sekundaren Storage-System auf das primare Storage-System zurtickrufen
zu muissen. Statt die Dateien zurlick auf den Primar-Storage zu zurtickrufen, kdnnen Leseanforderungen direkt
aus dem Sekundarspeicher abgerufen werden.

@ Copy Offload (ODX) wird bei FPolicy-Passthrough-Vorgang nicht unterstitzt.

Passthrough-read verbessert die Benutzerfreundlichkeit durch die folgenden Vorteile:
+ Lesezugriffe kdnnen auch dann bedient werden, wenn der primare Storage nicht Uber gentigend
Speicherplatz verfiigt, um die angeforderten Daten zuriick auf den primaren Storage abzurufen.

» Besseres Kapazitats- und Performance-Management, wenn eine Zunahme des Datenaufrufs auftreten
kann, beispielsweise wenn ein Skript oder eine Backup-Losung auf viele Offline-Dateien zugreifen muss.

Leseanforderungen fiir Offline-Dateien in Snapshots kénnen bearbeitet werden.

Da Snapshots schreibgeschtzt sind, kann der FPolicy-Server die Originaldatei nicht wiederherstellen,
wenn sich die Stub-Datei in einem Snapshot befindet. Dieses Problem wird durch die Verwendung von
Passthrough-Read behoben.

* Richtlinien kdnnen eingerichtet werden, die steuern, wenn Leseanforderungen Uber den Zugriff auf die
Datei im sekundaren Storage verarbeitet werden und wann die Offline-Datei an den primaren Storage
abgerufen werden soll.

Beispielsweise kann eine Richtlinie auf dem HSM-Server erstellt werden, die die Anzahl der Zugriffszeiten
fur die Offline-Datei in einem bestimmten Zeitraum angibt, bis die Datei zurlick zum primaren Storage
migriert wurde. Diese Art von Richtlinie verhindert das Abrufen von Dateien, auf die selten zugegriffen wird.

Wie Leseanforderungen gemanagt werden, wenn FPolicy Passthrough-read
aktiviert ist

Sie sollten verstehen, wie Leseanforderungen gemanagt werden, wenn FPolicy Passthrough-Read aktiviert ist,
damit Sie die Konnektivitat zwischen der Storage Virtual Machine (SVM) und den FPolicy Servern optimal
konfigurieren kénnen.

Wenn FPolicy Passthrough-Read aktiviert ist und die SVM eine Anfrage fur eine Offline-Datei erhalt, sendet
FPolicy tber den Standard-Verbindungskanal eine Benachrichtigung an den FPolicy-Server (HSM-Server).

Nach Erhalt der Benachrichtigung liest der FPolicy-Server die Daten aus dem in der Benachrichtigung
gesendeten Dateipfad und sendet die angeforderten Daten Uber die Verbindung mit privilegierten
Lesevorgangen mit Passthrough-Lesevorgangen, die zwischen der SVM und dem FPolicy-Server hergestellt
wurde.

Nach dem Senden der Daten reagiert der FPolicy-Server dann auf die Leseanforderung als ZULASSEN oder

ABLEHNEN. Basierend darauf, ob die Leseanforderung zulassig oder verweigert wird, sendet ONTAP
entweder die angeforderten Informationen oder sendet eine Fehlermeldung an den Client.
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