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FlexCache Write-Back

Erfahren Sie mehr uiiber ONTAP FlexCache Write-Back

Seit ONTAP 9.15.1 ist FlexCache Write-Back ein alternativer Betriebsmodus zum
Schreiben in einen Cache. Mit Write-Back kann der Schreibvorgang auf stabilen Storage
im Cache Ubertragen und dem Client bestatigt werden, ohne darauf zu warten, dass die
Daten zum Ursprung gebracht werden. Die Daten werden asynchron an den Ursprung
zuruckgespult. Das Ergebnis ist ein weltweit verteiltes Filesystem, mit dem
Schreibvorgange fur spezifische Workloads und Umgebungen mit nahezu lokaler
Geschwindigkeit ausgefuhrt werden konnen und das mit deutlichen Performance-
Vorteilen verbunden ist.

ONTAP 9.12.1 hat eine Write-Back-Funktion als 6ffentliche Vorschau eingefiihrt. Dies wird als
Write-Back-Version 1 (wbv1) bezeichnet und sollte nicht als Write-Back in ONTAP 9.15.1, das
als Write-Back-Version 2 (wbv2) bezeichnet wird, gedacht werden.

Write Back vs Write Around

Seit der Einflihrung von FlexCache in ONTAP 9.5 handelt es sich um einen Lese- und Schreibzugriff-Cache,
der jedoch im Write-Around-Modus betrieben wird. Schreibvorgange im Cache wurden an den Ursprung
gesendet, um in einen stabilen Storage verschoben zu werden. Nachdem der Ursprung den Schreibvorgang
erfolgreich in einen stabilen Speicher Gbertragen hat, hat er den Schreibvorgang in den Cache bestatigt. Der
Cache bestatigt dann den Schreibvorgang an den Client. Dies flhrte dazu, dass bei jedem Schreibvorgang der
Vorgang des Durchquerens des Netzwerks zwischen dem Cache und dem Ursprung beeintrachtigt wird.
FlexCache Write-Back andert dies.

Nach der Aktualisierung auf ONTAP 9.15.1 kdnnen Sie einen herkdmmlichen Write-Around-

@ Cache in einen Write-Back-Cache und, falls erforderlich, wieder in einen Write-Around
konvertieren. Dies kann jedoch das Lesen von Diagnoseprotokollen erschweren, sollte ein
Problem auftreten.

Umschreibung Zuriickschreiben
ONTAP-Version 9,6+ 9.15.1+
Anwendungsfall Leseintensive Workload Schreibintensive Workload
Daten werden Ubertragen bei Ursprung Cache
Kundenerfahrung WAN-ahnlich LAN-ahnlich
Begrenzungen 100 pro Herkunft 10 pro Herkunft
"CAP Theorem" Verfligbar und partitiontolerant Verfligbar und konsistent

FlexCache Write-Back-Terminologie

Verstehen Sie Schlisselkonzepte und -Begriffe in der Arbeit mit FlexCache Write-Back.


https://en.wikipedia.org/wiki/CAP_theorem

Laufzeit Definition

schmutzi Daten, die zwar in stabilen Speicher im Cache gespeichert wurden, aber nicht in den
ge Daten  Ursprungsort geldéscht wurden.

Exklusiv Eine Sperrberechtigung auf Protokollebene, die einem Cache pro Datei gewahrt wird. Diese

Lock Berechtigung ermdglicht es dem Cache, exklusive Schreibsperren an Clients zu ibergeben,
Delegation ohne den Ursprung zu kontaktieren.

(XLD)

Shared Eine Sperrberechtigung auf Protokollebene, die einem Cache pro Datei gewahrt wird. Diese
Lock Berechtigung ermoglicht es dem Cache, freigegebene Lesesperren an Clients zu ibergeben,
Delegation ohne den Ursprung zu kontaktieren.

(SLD)

Riickschrei Dieser Modus von FlexCache-Vorgang, bei dem Schreibvorgange in einen Cache auf stabilen
ben Storage in diesem Cache Ubertragen und dem Client sofort bestatigt werden. Die Daten werden
asynchron zurtick in den Ursprung geschrieben.

Write- Dieser Modus von FlexCache-Vorgang, bei dem Schreibvorgange an einen Cache an den

Around Ursprung weitergeleitet werden, um sie in stabilen Speicher zu speichern. Nach der Erstellung
bestatigt der Ursprung den Schreibvorgang in den Cache, und der Cache bestatigt den
Schreibvorgang an den Client.

Dirty Data Ein proprietarer Mechanismus, der die fehlerhaften Daten in einem Write-Back-aktivierten Cache
Record pro Datei verfolgt.

System

(DDRS)

Ursprung Eine FlexGroup oder FlexVol, die die Quelldaten fir alle FlexCache Cache Volumes enthalt. Sie
ist die zentrale Quelle der Wahrheit, orchestriert Sperrungen und sorgt fiir 100%ige
Datenkonsistenz, Wahrung und Koharenz.

Cache Eine FlexGroup, die ein spéarliches Cache-Volume des Ursprungs von FlexCache ist.

Konsistent, aktuell und koharent

FlexCache ist die Lésung von NetApp, die darauf abstellt, jederzeit und Uberall die richtigen Daten zu haben.
FlexCache ist zu 100 % konsistent, aktuell und in 100 % der Zeit koharent:

» Konsistent: die Daten sind Uberall dort gleich, wo sie abgerufen werden.

« Aktuell: die Daten sind immer aktuell.

» Koharent: die Daten sind korrekt/nicht beschadigt.

ONTAP FlexCache-Ruickschreibrichtlinien

FlexCache Write-Back beinhaltet viele komplexe Interaktionen zwischen dem
Ursprungsserver und den Caches. Flr eine optimale Leistung sollten Sie sicherstellen,
dass Ihre Umgebung diesen Richtlinien entspricht. Diese Richtlinien basieren auf der
zum Zeitpunkt der Inhaltserstellung aktuellsten ONTAP Hauptversion (ONTAP 9.17.1.).

Als Best Practice sollten Sie lhren Produktions-Workload in einer nicht-Produktionsumgebung testen. Das ist
noch wichtiger, wenn Sie FlexCache Write-Back aulderhalb dieser Richtlinien implementieren.

Die folgenden Richtlinien wurden intern bei NetApp ausflhrlich getestet. Es wird stark empfohlen, dass Sie in



ihnen bleiben. Andernfalls kann es zu unerwartetem Verhalten kommen.

* In ONTAP 9.17.1P1 wurden bedeutende Verbesserungen fiur FlexCache Write-Back eingefuhrt. Es wird
dringend empfohlen, nach 9.17.1P1 sowohl auf dem Ursprungs- als auch auf dem Cache-Cluster die
aktuell empfohlene Version auszufiihren. Falls Sie die Codeline 9.17.1 nicht ausfiihren kénnen, ist die
neueste P-Version 9.16.1 die ndchstempfohlene Version. ONTAP 9.15.1 enthalt nicht alle notwendigen
Korrekturen und Verbesserungen fiir FlexCache Write-Back und wird daher nicht fiir Produktionsworkloads
empfohlen.

In ihrer aktuellen Version sollten die FlexCache Write-Back-Caches mit einer einzigen Komponente flr das
gesamte FlexCache Volume konfiguriert werden. FlexCaches mit mehreren Bestandteilen kann zu
unerwiinschtem Entfernen von Daten aus dem Cache flihren.

* Die Tests wurden fiir Dateien mit einer Gréf3e von weniger als 100 GB und WAN-Roundtrip-Zeiten
zwischen Cache und Ursprungsserver von maximal 200 ms durchgefihrt. Bei Arbeitslasten aulRerhalb
dieser Grenzen kann es zu unerwarteten Leistungseigenschaften kommen.

» Beim Schreiben in alternative SMB-Datenstrome wird die Hauptdatei aus dem Cache entfernt. Alle
schmutzigen Daten fiir die Hauptdatei miissen an den Ursprung gespiilt werden, bevor andere Vorgange
an dieser Datei stattfinden kdnnen. Der alternative Datenstrom wird auch an den Ursprung weitergeleitet.

* Durch Umbenennen einer Datei wird die Datei aus dem Cache entfernt. Alle schmutzigen Daten fir die
Datei missen an den Ursprung gespult werden, bevor andere Vorgange an dieser Datei stattfinden
koénnen.

 Derzeit kbnnen nur die folgenden Attribute fir eine Datei auf dem schreibgeschiitzten FlexCache-Volume
geandert oder festgelegt werden:

o Zeitstempel
> Modusbits
NT-ACLs

o

o Eigentimer
o Gruppieren
o Grole

Alle anderen Attribute, die geandert oder gesetzt werden, werden an den Ursprung weitergeleitet, was
dazu fuhren kann, dass die Datei aus dem Cache entfernt wird. Wenn Sie andere Attribute andern oder
im Cache einstellen missen, bitten Sie Ihr Account Team, ein PVR zu o6ffnen.

» Snapshots, die am Ursprung aufgenommen wurden, verursachen den Abruf aller ausstehenden
schmutzigen Daten aus jedem Riickschreibungs-aktivierten Cache, der mit diesem Ursprungsvolume
verbunden ist. Dies kann mehrere Wiederholungen des Vorgangs erfordern, wenn erhebliche Write-Back-
Aktivitdten ausgeflhrt werden, da das Entfernen dieser fehlerhaften Dateien einige Zeit in Anspruch
nehmen kann.

» Opportunistische Sperren (Oplocks) fir SMB-Schreibvorgange werden auf FlexCache -Volumes mit
aktiviertem Write-Back nicht unterstitzt.

» Der Ursprung muss unter 80% voll bleiben. Cache-Volumes erhalten keine exklusiven Sperrdelegationen,
wenn nicht mindestens 20 % des Speicherplatzes im Ursprungs-Volume verbleiben. Aufrufe zu einem
Write-Back-aktivierten Cache werden in dieser Situation an den Ursprung weitergeleitet. Dadurch wird
verhindert, dass der Speicherplatz am Ursprung knapp wird, was dazu fiihren wiirde, dass schmutzige
Daten in einem Cache mit aktivierter Riickschreibfunktion verwaist bleiben.

* Niedrige Bandbreite und/oder verlustbehaftete Intercluster-Netzwerke kénnen einen erheblichen negativen
Einfluss auf die Write-Back-Performance von FlexCache haben. Es gibt zwar keine spezifische
Bandbreitenanforderung, da diese stark von lhrer Arbeitslast abhangt, es wird jedoch dringend empfohlen,



die Funktionsfahigkeit der Intercluster-Verbindung zwischen dem/den Cache(s) und dem Ursprungsserver
sicherzustellen.

ONTAP FlexCache Write-Back-Architektur

FlexCache wurde unter Bertcksichtigung starker Konsistenz entwickelt, einschliel3lich
beider Schreibmodi: Write-Back und Write-Around. Sowohl der traditionelle Write-Around-
Modus als auch der in ONTAP 9.15.1 eingefuhrte Write-Back-Modus garantieren, dass
die Daten, auf die zugegriffen wird, immer 100% konsistent, aktuell und koharent sind.

Die folgenden Konzepte beschreiben den Betrieb von FlexCache Write-Back.

Delegationen

Durch Sperren von Delegierungen und Datendelegationen kann FlexCache sowohl Write-Back- als auch Write-
Around-Caches konsistent, koharent und aktuell halten. Der Ursprung orchestriert beide Delegationen.

Delegierungen sperren

Eine Sperrdelegation ist eine Sperrbehdrde auf Protokollebene, die Origin einem Cache pro Datei gewahrt, um
bei Bedarf Protokollsperren an Clients auszustellen. Dazu gehéren Exklusive Sperrdelegationen (XLD) und
Gemeinsame Sperrdelegationen (SLD).

XLD und Write-Back

Um sicherzustellen, dass ONTAP niemals einen widersprichlichen Schreibvorgang abgleichen muss, wird ein
XLD einem Cache gewabhrt, in dem ein Client das Schreiben in eine Datei anfordert. Wichtig ist, dass zu jeder
Zeit nur ein XLD fur jede Datei existieren kann, was bedeutet, dass es nie mehr als einen Writer zu einer Datei
gleichzeitig geben wird.

Wenn die Anfrage zum Schreiben in eine Datei in einen schreibaktivierten Cache kommt, werden die
folgenden Schritte ausgeflhrt:

1. Der Cache prift, ob bereits ein XLD fiir die angeforderte Datei vorhanden ist. Wenn dies der Fall ist, wird
dem Client die Schreibsperre gewahrt, solange ein anderer Client nicht in die Datei im Cache schreibt.
Wenn der Cache keine XLD fir die angeforderte Datei hat, wird eine vom Ursprungsort angefordert. Dies
ist ein proprietarer Anruf, der das Cluster-Netzwerk durchquert.

2. Nach dem Empfang der XLD-Anforderung aus dem Cache prtft der Origin, ob ein ausstehender XLD flr
die Datei in einem anderen Cache vorhanden ist. Wenn dies der Fall ist, ruft es die XLD dieser Datei auf,
die eine Spilung von jedem aus diesem Cache zurlick zum Ursprung auslést Schmutzige Daten .

3. Sobald die fehlerhaften Daten aus diesem Cache zurlickgeleert und an einen stabilen Speicher am
Ursprung Ubertragen wurden, wird der Ursprung die XLD fir die Datei dem anfragenden Cache zuweisen.

4. Sobald der XLD der Datei empfangen wurde, gewahrt der Cache dem Client die Sperre, und der
Schreibvorgang beginnt.

Ein hochstufiger Ablaufplan, der einige dieser Schritte abdeckt, wird im [write-back-sequence-diagram]
Ablaufdiagramm beschrieben.

Aus der Client-Perspektive funktioniert alle Sperrung so, als wiirde sie auf eine Standard-FlexVol oder
FlexGroup geschrieben. Das Risiko liegt bei einer kleinen Verzégerung, wenn die Schreibsperre angefordert
wird.

Wenn in der aktuellen lteration ein Write-Back-fahiger Cache den XLD fiir eine Datei enthalt, blockiert ONTAP *



jeden beliebigen* Zugriff auf diese Datei in anderen Caches, einschlieRlich READ Operationen.

@ Es gibt eine Grenze von 170 XLDs pro Ursprungsbestandteil.

Datendelegationen

Eine Datendelegierung ist eine dateibasierte Garantie, die einem Cache nach Herkunft zugestellt wird, dass
die fur diese Datei zwischengespeicherten Daten auf dem neuesten Stand sind. Solange der Cache eine
Datendelegation fir eine Datei hat, kann er die fir die Datei zwischengespeicherten Daten fir den Client
bereitstellen, ohne sich mit dem Ursprung in Verbindung setzen zu missen. Wenn der Cache keine
Datendelegierung flir die Datei hat, muss er sich an den Ursprung wenden, um die vom Client angeforderten
Daten zu erhalten.

Im Write-Back-Modus wird die Datendelegierung einer Datei aufgehoben, wenn eine XLD fiur diese Datei in
einem anderen Cache oder vom Ursprung genommen wird. Dadurch wird die Datei effektiv von Clients aller
anderen Caches und vom Ursprung abgetrennt, auch bei Lesevorgangen. Dies ist ein Kompromiss, der
getroffen werden muss, um sicherzustellen, dass auf alte Daten nie zugegriffen wird.

Lesevorgange in einem Write-Back-aktivierten Cache arbeiten im Allgemeinen wie Lesevorgange in einem
Write-Around-Cache. Sowohl in Write-Around- als auch in Write-Back-fahigen Caches kann es zu einem
ersten READ Performance-Hit kommen, wenn die angeforderte Datei Uber eine exklusive Schreibsperre in
einem anderen Write-Back-aktivierten Cache verfugt, als wenn der Lesevorgang ausgefuhrt wird. Der XLD
muss widerrufen werden, und die fehlerhaften Daten missen an den Ursprung tbertragen werden, bevor der
Lesevorgang im anderen Cache bedient werden kann.

Unsaubere Daten werden nachverfolgt

Das Riickschreiben vom Cache zum Ursprung erfolgt asynchron. Das heif’t, schmutzige Daten werden nicht
sofort zuriick in die urspringliche Quelle geschrieben. ONTAP verwendet ein System mit nicht
ordnungsgemalen Datensatzen, um schmutzige Daten pro Datei nachzuverfolgen. Jeder Dirty Data Record
(DDR) stellt ungefahr 20 MB schmutzige Daten fir eine bestimmte Datei dar. Wenn eine Datei aktiv
geschrieben wird, beginnt ONTAP schmutzige Daten zuriick zu spllen, nachdem zwei DDRs gefillt wurden
und der dritte DDR geschrieben wird. Dies fUhrt dazu, dass wahrend der Schreibvorgange ungefahr 40 MB an
schmutzigen Daten in einem Cache verbleiben. Bei zustandsbehafteten Protokollen (NFSv4.x, SMB) werden
die verbleibenden 40 MB an Daten zurlick an den Ursprung Ubertragen, wenn die Datei geschlossen wird. Bei
zustandslosen Protokollen (NFSv3) werden die 40 MB an Daten zurlickgeldscht, wenn entweder der Zugriff auf
die Datei in einem anderen Cache angefordert wird oder wenn die Datei zwei oder mehr Minuten lang inaktiv
ist, maximal funf Minuten. Weitere Informationen zum Auslésen von durch Timer oder durch Speicherplatz
ausgeldsten schmutzigen Daten finden Sie unter Cache-Scrubber.

Zusatzlich zu den DDRs und Scrubbers I6sen einige Front-End NAS-Operationen auch das Spulen aller
schmutzigen Daten fiir eine Datei aus:

¢* SETATTR

o "SETATTR's, die nur mtime, atitime und/oder ctime andern, konnen im Cache verarbeitet werden, um
die EinbulRen des WAN zu vermeiden.

* CLOSE
* OPEN In einem anderen Cache
* READ In einem anderen Cache

* READDIR In einem anderen Cache



°* READDIRPLUS In einem anderen Cache

* WRITE In einem anderen Cache

Abgetrennter Modus

Wenn eine XLD fir eine Datei in einem Write-Around-Cache gespeichert wird und dieser Cache vom Ursprung
getrennt wird, sind Lesevorgange fir diese Datei weiterhin in den anderen Caches und im Ursprung zulassig.
Dieses Verhalten unterscheidet sich, wenn ein XLD von einem Write-Back-aktivierten Cache gehalten wird.
Wenn der Cache getrennt ist, hangt in diesem Fall Giberall der Lesezugriff auf die Datei. Dies tragt dazu bei,
100 % Konsistenz, Wahrung und Koharenz aufrechtzuerhalten. Die Lesevorgange sind im Write-Around-
Modus erlaubt, da am Ursprung garantiert ist, dass alle Daten verfiigbar sind, die firr den Client
schreibgeschutzt sind. Im Write-Back-Modus wahrend einer Trennung kann der Origin nicht garantieren, dass
alle Daten, die in den Write-Back-aktivierten Cache geschrieben und vom Write-Back-aktivierten Cache
bestatigt wurden, vor der Trennung auf den Ursprung gebracht wurden.

Falls ein Cache mit einem XLD fir eine Datei Gber einen langeren Zeitraum getrennt wird, kann ein
Systemadministrator den XLD am Ursprung manuell widerrufen. Dadurch kann die E/A-Datei an den
verbleibenden Caches und am Ursprung wieder aufgenommen werden.

Das manuelle Zurilickziehen des XLD fihrt zum Verlust von fehlerhaften Daten fiir die Datei im
@ nicht verbundenen Cache. Das manuelle Revocieren eines XLD sollte nur im Falle einer
katastrophalen Stérung zwischen Cache und Ursprung erfolgen.

Cache-Scrubber

In ONTAP gibt es Scrubbers, die als Reaktion auf bestimmte Ereignisse ausgefiihrt werden, wie z. B. einen
Timer, der ablauft oder die Schwellenwerte fiir die Leerraume verletzt werden. Die Scrubbers erhalten eine
exklusive Sperre fir die zu scrubbed Datei, effektiv Einfrieren 10 auf diese Datei, bis das Scrub abgeschlossen
ist.

Zu den Scrubbers gehoren:

» Mtime-basierte Scrubber im Cache: dieser Scrubber startet alle fiinf Minuten und reibt jede Datei, die
zwei Minuten lang unverandert sitzt. Wenn sich irgendwelche fehlerhaften Daten fir die Datei noch im
Cache befinden, wird die I/O-Vorgange fiir diese Datei stillgelegt und ein Ruckschreiben ausgelost. Die
E/A-Vorgange werden nach Abschluss des Rickschreibens wieder aufgenommen.

» Mtime-basierte Scrubber nach Herkunft: &hnlich wie der mtime-basierte Scrubber im Cache I14uft dieser
auch alle funf Minuten. Es reibt jedoch jede Datei, die 15 Minuten lang unverandert sitzt, und erinnert an
die Delegation der Inode. Dieser Scrubber initiiert keinen Rickschreibvorgang.

* RW-Scheuersaugmaschine auf Ursprungsbasis: ONTAP Uberwacht, wie viele RW-Lock-Delegationen
pro Ursprungskomponente ausgehandigt werden. Wenn diese Zahl 170 Gbertrifft, beginnt ONTAP mit dem
Scrubbing von Write Lock-Delegationen auf LRU-Basis (Least-Recently-Used).

» Platzbasiertes Scrubber auf dem Cache: erreicht ein FlexCache-Volumen 90% voll, wird der Cache
geschrubbt und wird auf LRU-Basis entfernt.

* Platzbasiertes Scrubber auf der Herkunft: erreicht ein FlexCache-Ursprungsvolumen 90% voll, wird der
Cache geschrubbt und wird auf LRU-Basis entfernt.

Sequenzdiagramme

Diese Sequenzdiagramme zeigen den Unterschied zwischen Write-Acknowledgement und Write-Back-Modus.



Umschreibung

Client Cache Origin

Write to file “zeppelin’

Request XLD from origin

Is there an outstanding XLD for “zeppelin'?

.......

.

‘ _____
Grant XLD
«
Grant write lock!
loop
Write Request
Forward write to origin
>
Ack write to cache
«
Ack write to client
<
Client Cache Origin

Zurlickschreiben



Client Cache Origin

Write to file “zeppelin’

Request XLD from origin

Is there an outstanding XLD for “zeppelin™?

.......

-~

<
Grant XLD
«
Grant write lock!
«
loop [In parallel with async
flush]
Write Request
>
Ack write to client
«
Async flush of dirty data
Client Cache Origin

Anwendungsfalle fur die ONTAP FlexCache-
Ruckschreibung

Dies sind Schreibprofile, die sich am besten fir eine schreibBack-fahige FlexCache
eignen. Sie sollten Ihren Workload testen, um festzustellen, ob Write-Back- oder Write-
Around die beste Performance bietet.

Write-Back ist kein Ersatz flr Write-Around. Obwohl Write-Back-Anwendungen mit
schreibintensiven Workloads konzipiert sind, ist die Write-Around-L&sung immer noch die
bessere Wahl fir viele Workloads.

Ziel-Workloads

Dateigrofe

Die Dateigrofe ist weniger wichtig als die Anzahl der Schreibvorgange, die zwischen dem und -Aufrufen fur
eine Datei ausgegeben OPEN CLOSE wurden. Kleine Dateien haben von Natur aus weniger WRITE Anrufe,
wodurch sie weniger ideal fir das Zurtickschreiben sind. Grofe Dateien kdnnen mehr Schreibvorgange
zwischen und Aufrufen haben OPEN CLOSE , aber dies ist nicht garantiert.



Auf der "FlexCache-Ruckschreibrichtlinien" Seite finden Sie die aktuellen Empfehlungen zur maximalen
DateigroRRe.

Schreibgrofe

Beim Schreiben von einem Client sind andere modifizierende NAS-Anrufe aulier Schreibanrufe beteiligt. Dazu
gehoren unter anderem:

¢ CREATE
* OPEN

* CLOSE

¢ SETATTR

®* SET_INFO

SETATTR Und SET INFO Aufrufe, die gesetzt mtime, ,,, atime ctime owner group oder size werden im
Cache verarbeitet. Der Rest dieser Aufrufe muss am Ursprung verarbeitet werden und einen
Rickschreibvorgang fur alle schmutzigen Daten ausldsen, die im schreibBack-aktivierten Cache fir die Datei
gesammelt werden, auf der ausgefiihrt wird. 10 auf die Datei wird stillgelegt, bis der Schreibvorgang
abgeschlossen ist.

Wenn Sie wissen, dass diese Anrufe das WAN durchlaufen missen, konnen Sie Workloads identifizieren, die
sich fur Write-Back eignen. Je mehr Schreibvorgdnge zwischen OPEN und CLOSE Anrufen erfolgen kdnnen,
ohne dass einer der oben aufgefiihrten Anrufe ausgegeben wird, desto besser ist die Performance-Steigerung
des Ruckschreibens.

Read-after-Write

Workloads mit Lese-/Schreibzugriff hatten in der Vergangenheit bei FlexCache eine schlechte Performance.
Dies ist auf den Schreibmodus vor 9.15.1 zurtickzufiihren. Der WRITE Aufruf der Datei muss am Ursprung
erfolgen, und der nachfolgende READ Aufruf misste die Daten zurlck in den Cache verschieben. Dies fuhrt
dazu, dass beide Vorgange die WAN-EinbuRen nach sich nehmen. Daher werden fiir FlexCache im Write-
Around-Modus von Read-after-Write-Workloads abgeraten. Mit der Einfihrung von Write-Back im Jahr 9.15.1
werden Daten nun im Cache gespeichert und kénnen sofort aus dem Cache gelesen werden, wodurch die
WAN-EinbufRen eliminiert werden. Wenn lhr Workload auf FlexCache Volumes Lese-nach-Schreiben
beinhaltet, sollten Sie den Cache fur den Write-Back-Modus konfigurieren.

Wenn Read-after-write ein wichtiger Teil Ihrer Arbeitslast ist, sollten Sie Ihren Cache so
konfigurieren, dass er im Write-Back-Modus arbeitet.

Write-after-Write

Wenn eine Datei schmutzige Daten in einem Cache akkumuliert, schreibt der Cache die Daten asynchron
zurtick zum Ursprung. Dies fuhrt natirlich zu Zeiten, wenn der Client die Datei mit schmutzigen Daten schlief3t,
die noch darauf warten, wieder an den Ursprung zurtickgespult zu werden. Wenn fir die gerade geschlossene
Datei ein weiterer offener oder ein anderer Schreibvorgang eingeht und noch schmutzige Daten enthalt, wird
der Schreibvorgang unterbrochen, bis alle fehlerhaften Daten auf den Ursprung Ubertragen wurden.

Uberlegungen zur Latenz

Wenn FlexCache im Write-Back-Modus arbeitet, ist dies flir NAS-Clients mit zunehmender Latenz vorteilhafter.
Es gibt jedoch einen Punkt, an dem der Overhead von Write-Back die Vorteile Gberwiegt, die in Umgebungen
mit niedriger Latenz erzielt werden. In einigen NetApp-Tests flihrten die Write-Back-Ergebnisse zu einer
minimalen Latenz zwischen Cache und Ursprung von 8 ms. Diese Latenz variiert je nach Workload. Stellen Sie
daher sicher, dass Sie den Endpunkt Ihres Workloads kennen.



Das folgende Diagramm zeigt den Rickgabepunkt fir den Riickschreibvorgang in NetApp Labortests. Die x
Achse ist die Dateigréfie und die y Achse die verstrichene Zeit. Bei dem Test wurde NFSv3 verwendet, wobei
ein und 256 KB und 64 ms WAN-Latenz gemountet rsize wsize werden. Dieser Test wurde mit einer kleinen
ONTAP Select-Instanz sowohl fir den Cache als auch fiir den Ursprungs sowie mit einem einzigen Thread-
Schreibvorgang durchgefiihrt. Ihre Ergebnisse kdnnen variieren.
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@ Write-Back sollte nicht fiir Intracluster-Caching verwendet werden. Intracluster-Caching findet
statt, wenn sich Ursprung und Cache im selben Cluster befinden.

Voraussetzungen fur die ONTAP FlexCache-
Zuruckschreibung

Stellen Sie vor der Implementierung von FlexCache im Write-Back-Modus sicher, dass
Sie diese Anforderungen an Performance, Software, Lizenzierung und
Systemkonfiguration erfullt haben.

CPU und Speicher

Es wird dringend empfohlen, dass jeder Ursprungsclusterknoten tber mindestens 128 GB RAM und

20 CPUs verflgt, um die von Caches mit aktiviertem Write-Back initilerten Write-Back-Nachrichten
aufzunehmen. Dies entspricht einer A400 oder héher. Wenn der Origin-Cluster als Ursprung flir mehrere Write-
Back-fahige FlexCaches dient, werden mehr CPU und RAM bendtigt.

@ Die Verwendung eines zu kleinen Ursprungs fur lhren Workload kann erhebliche Auswirkungen
auf die Performance am Write Back-Enabled Cache oder am Entstehungsort haben.
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ONTAP-Version

* Der Ursprung must wird mit ONTAP 9.15.1 oder héher ausgefihrt.

* Alle Caching-Cluster, die im Write-Back-Modus arbeiten missen must, werden mit ONTAP 9.15.1 oder
héher ausgeflihrt.

» Auf jedem Caching-Cluster, der nicht im Write-Back-Modus betrieben werden muss, kann jede allgemein
unterstitzte ONTAP-Version ausgefuhrt werden.

Lizenzierung

FlexCache, einschlie3lich des Write-Back-Betriebsmodus, ist in Ihrem ONTAP-Kauf enthalten. Es ist keine
zusatzliche Lizenz erforderlich.

Peering

* Ursprungs- und Cache-Cluster missen sein "Cluster-Peered"

 Die Server Virtual Machines (SVMs) im Ursprungs- und Cache-Cluster missen mit der Option FlexCache
ausgestattet sein "svm-Peering" .

@ Sie mussen keinen Peer eines Cache-Clusters mit einem anderen Cache-Cluster erstellen. Es
muss auch keine Cache-SVM mehr einer anderen Cache-SVM zugewiesen werden.

Interoperabilitat von ONTAP FlexCache-Schreibvorgangen

Beachten Sie diese Interoperabilitatsiberlegungen, wenn Sie FlexCache im Write-Back-
Modus bereitstellen.

ONTAP-Version

Um den Write-Back-Modus zu verwenden, missen sowohl der Cache als auch der Ursprung *ONTAP 9.15.1
oder héher ausfihren.

Auf Clustern, auf denen kein Write-Back-fahiger Cache erforderlich ist, kdnnen frihere
@ Versionen von ONTAP ausgefiihrt werden, dieser Cluster kann jedoch nur im Write-Around-
Modus betrieben werden.

Sie kdnnen in lhrer Umgebung verschiedene ONTAP-Versionen verwenden.

Cluster ONTAP-Version Write-Back unterstiitzt?
Ursprung ONTAP 9.15.1 KIA T

Cluster 1 ONTAP 9.15.1 Ja.

Cluster 2 ONTAP 9.14.1 Nein

Cluster ONTAP-Version Write-Back unterstiitzt?
Ursprung ONTAP 9.14.1 KA T

Cluster 1 ONTAP 9.15.1 Nein
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Cluster ONTAP-Version Write-Back unterstiitzt?
Cluster 2 ONTAP 9.15.1 Nein

T Origins sind kein Cache, daher ist weder Write-Back- noch Write-Around-Unterstiitzung anwendbar.

@ In [example2-tablelkann kein Cluster den Write-Back-Modus aktivieren, da ONTAP 9.15.1 oder
héher im Ursprung nicht ausgefuhrt wird, was eine strikte Anforderung ist.

Client-Interoperabilitat

Jeder von ONTAP allgemein unterstitzte Client kann auf ein FlexCache Volume zugreifen, unabhangig davon,
ob er im Write-Around- oder Write-Back-Modus arbeitet. Eine aktuelle Liste der unterstitzten Clients finden Sie
im Dokument NetApp "Interoperabilitats-Matrix".

Obwohl die Client-Version speziell nicht von Bedeutung ist, muss der Client neu genug sein, um NFSv3,
NFSv4.0, NFSv4.1, SMB2.x oder SMB3.x zu unterstiitzen SMB1 und NFSv2 sind veraltete Protokolle und
werden nicht unterstitzt.

Write-Back und Write-Around

Wie in gezeigt [example1-table], kann FlexCache im Write-Back-Modus zusammen mit Caches im Write-
Around-Modus eingesetzt werden. Es wird empfohlen, Write-Around- und Write-Back-Vergleiche mit lhrem
spezifischen Workload anzustellen.

Falls die Performance flr einen Workload zwischen Write-Back und Write-Around identisch ist,
verwenden Sie Write-Around.
Interoperabilitdit von ONTAP Funktionen

Eine aktuelle Liste der Interoperabilitat von FlexCache-Funktionen finden Sie unter "Die unterstitzten und nicht
unterstitzten Funktionen fur FlexCache Volumes".

Aktivieren und Verwalten von ONTAP FlexCache Write-Back

Ab ONTAP 9.15.1 kdnnen Sie den FlexCache Write-Back-Modus auf FlexCache-Volumes
aktivieren, um eine bessere Performance fur Edge-Computing-Umgebungen und Caches
mit schreibintensiven Workloads zu erreichen. Sie konnen auch bestimmen, ob Write-
back auf einem FlexCache-Volume aktiviert ist, oder bei Bedarf den Write-Back-Wert auf
dem Volume deaktivieren.

Wenn der Rickschreibvorgang auf dem Cache-Volume aktiviert ist, werden Schreibanforderungen an den
lokalen Cache und nicht an das Ursprungs-Volume gesendet.

Bevor Sie beginnen
Sie mussen sich im erweiterten Berechtigungsmodus befinden.

Erstellen Sie ein neues FlexCache-Volume mit aktiviertem Write-Back

Schritte
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Sie kdénnen ein neues FlexCache Volume mit aktivierter Write-Back-Funktion Glber ONTAP System Manager
oder die ONTAP CLI erstellen.
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System Manager

1.

CLI
1.

14

Wenn sich das FlexCache Volume auf einem anderen Cluster als dem Ursprungs-Volume befindet,
erstellen Sie eine Cluster Peer-Beziehung:

a. Klicken Sie im lokalen Cluster auf Schutz > Ubersicht.

b. Erweitern Sie Intercluster-Einstellungen, klicken Sie auf Netzwerkschnittstellen hinzufiigen
und figen Sie dem Cluster Intercluster-Schnittstellen hinzu.
Wiederholen Sie dies auf dem Remote-Cluster.

c. Klicken Sie im Remote-Cluster auf Schutz > Ubersicht. Klicken Sie  im Abschnitt Cluster Peers
auf Passphrase generieren.

d. Kopieren Sie die generierte Passphrase, und fligen Sie sie in das lokale Cluster ein.

e. Klicken Sie auf dem lokalen Cluster unter Cluster Peers auf Peer Clusters, um die lokalen und
Remote-Cluster zu sehen.

Wenn sich das FlexCache Volume auf einem anderen Cluster als dem Ursprungs-Volume befindet,
erstellen Sie eine SVM Peer-Beziehung:

Klicken Sie unter Storage VM Peers auf und dann auf : Peer Storage VMs, um die Speicher-VMs
zu sehen.

Wenn sich das FlexCache Volume auf demselben Cluster befindet, kdnnen Sie mit System Manager
keine SVM-Peer-Beziehung erstellen.

3. Wahlen Sie Storage > Volumes.
4.
5
6

Wahlen Sie Hinzufiigen.

. Wahlen Sie More Options und dann Add as Cache for a Remote Volume.

. Wahlen Sie FlexCache-Riickschreibung aktivieren.

Wenn sich das zu erstellenden FlexCache Volume in einem anderen Cluster befindet, erstellen Sie
eine Cluster-Peer-Beziehung:

a. Erstellen Sie auf dem Ziel-Cluster eine Peer-Beziehung mit dem Datensicherheits-Quellcluster:

cluster peer create -generate-passphrase -offer-expiration
MM/DD/YYYY HH:MM:SS|1...7days|1...168hours -peer-addrs
<peer LIF IPs> -initial-allowed-vserver-peers <svm name>, .. |*
-ipspace <ipspace name>

Ab ONTAP 9.6 ist die TLS-Verschlisselung bei der Erstellung einer Cluster-Peer-Beziehung
standardmafig aktiviert. Die TLS-Verschllsselung wird fir die Cluster-ibergreifende
Kommunikation zwischen den Ursprungs- und FlexCache Volumes unterstitzt. Bei Bedarf kdnnen
Sie auch die TLS-Verschlisselung fir die Cluster-Peer-Beziehung deaktivieren.



cluster02::> cluster peer create —-generate-passphrase -offer

-expiration 2days -initial-allowed-vserver-peers *

Passphrase: UCa+61RVICXel/gglWrK7ShR
Expiration Time: 6/7/2017 08:16:10 EST
Initial Allowed Vserver Peers: *
Intercluster LIF IP: 192.140.112.101
Peer Cluster Name: Clus 7ShR (temporary generated)

Warning: make a note of the passphrase - it cannot be displayed
again.

a. Authentifizierung des Quellclusters im Quellcluster beim Ziel-Cluster:

cluster peer create -peer-addrs <peer LIF IPs> -ipspace <ipspace>

cluster0l::> cluster peer create -peer-addrs
192.140.112.101,192.140.112.102

Notice: Use a generated passphrase or choose a passphrase of 8 or
more characters.

To ensure the authenticity of the peering relationship,
use a phrase or sequence of characters that would be hard to
guess.

Enter the passphrase:

Confirm the passphrase:

Clusters cluster02 and cluster0l are peered.

2. Wenn sich das FlexCache-Volume in einer anderen SVM als der Ursprungs-Volume befindet,
erstellen Sie eine SVM-Peer-Beziehung mit f1excache als Applikation:

a. Wenn sich die SVM in einem anderen Cluster befindet, erstellen Sie eine SVM-Berechtigung fir
die Peering SVMs:

vserver peer permission create -peer-cluster <cluster name>

-vserver <svm-name> -applications flexcache

Das folgende Beispiel veranschaulicht die Erstellung einer SVM-Peer-Berechtigung, die fur alle
lokalen SVMs gilt:



clusterl::> vserver peer permission create -peer-cluster cluster?

-vserver "*" -applications flexcache

Warning: This Vserver peer permission applies to all local Vservers.
After that no explict

"vserver peer accept" command required for Vserver peer relationship
creation request

from peer cluster "cluster2" with any of the local Vservers. Do you
want to continue? {y|n}: y

a. SVM-Peer-Beziehung erstellen:

vserver peer create -vserver <local SVM> -peer-vserver

<remote SVM> -peer-cluster <cluster name> -applications flexcache

3. Erstellen Sie ein FlexCache-Volume mit aktiviertem Write-Back:

volume flexcache create -vserver <cache vserver name> -volume
<cache flexgroup name> -aggr-list <list of aggregates> -origin
-volume <origin flexgroup> -origin-vserver <origin vserver name>

-junction-path <junction path> -is-writeback-enabled true

Aktivieren Sie FlexCache Write-Back auf einem vorhandenen FlexCache-Volume

Sie kénnen FlexCache Write-Back auf einem vorhandenen FlexCache Volume mithilfe von ONTAP System
Manager oder der ONTAP CLI aktivieren.

System Manager

1. Wahlen Sie Speicher > Volumes und wahlen Sie ein vorhandenes FlexCache-Volume aus.
2. Klicken Sie auf der Ubersichtsseite des Volumes oben rechts auf Bearbeiten.

3. Wahlen Sie im Fenster Volume bearbeiten FlexCache-Riickschreiben aktivieren aus.

CLlI
1. Write-Back auf einem vorhandenen FlexCache-Volume aktivieren:

volume flexcache config modify -volume <cache flexgroup name> -is
-writeback-enabled true
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Uberpriifen Sie, ob FlexCache Write-Back aktiviert ist

Schritte
Sie kdnnen mit System Manager oder der ONTAP-CLI bestimmen, ob das FlexCache-Zurlickschreiben
aktiviert ist.

System Manager
1. Wahlen Sie Speicher > Volumes und wahlen Sie ein Volume aus.

2. Suchen Sie im Volume Ubersicht FlexCache Details und priifen Sie, ob FlexCache Write-back auf
dem FlexCache Volume auf aktiviert eingestellt ist.

CLlI
1. Uberpriifen Sie, ob FlexCache Write-Back aktiviert ist:

volume flexcache config show -volume <cache flexgroup name> -fields

is-writeback-enabled

Deaktivieren Sie Write-Back auf einem FlexCache-Volume

Bevor Sie ein FlexCache-Volume I6schen kénnen, missen Sie den FlexCache-Schreibvorgang deaktivieren.

Schritte
Sie kdnnen System Manager oder die ONTAP CLI verwenden, um FlexCache Write-Back zu deaktivieren.

System Manager
1. Wahlen Sie Speicher > Volumes aus, und wahlen Sie ein vorhandenes FlexCache-Volume aus, fiir
das FlexCache-Ruckschreiben aktiviert ist.

2. Klicken Sie auf der Ubersichtsseite des Volumes oben rechts auf Bearbeiten.

3. Deaktivieren Sie im Fenster Volume bearbeiten die Option FlexCache-Riickschreiben aktivieren.
CLI

1. Ruckschreibvorgang deaktivieren:

volume flexcache config modify -volume <cache vol name> -is

-writeback-enabled false

Haufig gestellte Fragen zum ONTAP FlexCache-
Ruickschreiben

Diese FAQ kann Ihnen helfen, wenn Sie eine schnelle Antwort auf eine Frage suchen.

Ich mochte Riickschreiben verwenden. Welche Version von ONTAP muss ich ausfiihren?
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Sowohl der Cache als auch der Ursprung missen ONTAP 9.15.1 oder héher ausflhren. Es wird stark
empfohlen, die neueste P-Version auszuflihren. Engineering verbessert kontinuierlich die Performance und
Funktionalitdt von Write-Back-Enabled Caches.

Koénnen Clients, die auf den Ursprung zugreifen, Auswirkungen auf Clients haben, die auf den
schreibaktivierten Cache zugreifen?

Ja. Der Ursprung hat das gleiche Recht auf Daten wie jeder der Caches. Wenn ein Vorgang fiir eine Datei
ausgefuhrt wird, bei der die Datei aus dem Cache entfernt werden muss, oder wenn eine
Sperre/Datendelegation aufgehoben werden muss, kann es vorkommen, dass der Client im Cache eine
Verzdgerung beim Zugriff auf die Datei sieht.

Kann ich QoS auf schreibBack-Enabled FlexCaches anwenden?

Ja. Auf jeden Cache und auf den Ursprung kénnen unabhangige QoS-Richtlinien angewendet werden. Dies
hat keine direkten Auswirkungen auf einen durch das Ruckschreiben initiierten Intercluster-Datenverkehr.
Indirekt kdnnen Sie durch QoS-Beschrankung des Front-End-Datenverkehrs im schreibBack-fahigen Cache
den zurlckschreibenden Datenverkehr verlangsamen.

Wird Multi-Protokoll-NAS bei Write-Back-Enabled FlexCaches unterstiitzt?

Ja. Multi-Protokoll wird bei schreibBack-fahigen FlexCaches vollstandig unterstitzt. Derzeit werden NFSv4.2
und S3 nicht von FlexCache unterstltzt, die im Write-Around Write-Back-Modus arbeiten.

Werden alternative SMB-Datenstrome in FlexCaches mit Write-Back-Funktion unterstiitzt?

Alternative SMB-Datenstréome (ADS) werden unterstltzt, jedoch nicht durch einen Schreibvorgang
beschleunigt. Der Schreibvorgang auf die ADS wird an den Ursprung weitergeleitet, wodurch die WAN-Latenz
beeintrachtigt wird. Der Schreibvorgang entfernt auch die Hauptdatei, zu der die ANZEIGEN gehoren, aus dem
Cache.

Kann ich einen Cache zwischen Write-Around- und Write-Back-Modus wechseln, nachdem er erstellt wurde?

Ja. Alles was Sie tun mussen, ist das Flag im Link:../FlexCache-writeback/FlexCache-writeback-enable-
task.html[flexcache modify Befehl] umzuschalten i s-writeback-enabled.

Gibt es Bandbreiteniiberlegungen, die ich hinsichtlich der Intercluster-Verbindung zwischen dem/den
Cache(s) und dem Ursprungsserver beachten sollte?

Ja. FlexCache Write-Back ist stark von der Intercluster-Verbindung zwischen dem/den Cache(s) und dem
Ursprung abhangig. Geringe Bandbreite und/oder verlustbehaftete Netzwerke kdnnen die Leistung erheblich
beeintrachtigen. Es gibt keine festgelegte Bandbreitenanforderung, da diese stark von lhrer Arbeitslast
abhangt.
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