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Garantierter Durchsatz durch QoS

Sichern Sie den Durchsatz mit einer QoS-Ubersicht in
ONTAP

Dank Storage-Servicequalitat (QoS) kann die Performance kritischer Workloads nicht
durch konkurrierende Workloads beeintrachtigt werden. Sie kdnnen fur einen
konkurrierenden Workload eine Durchsatzbegrenzung festlegen, um die Auswirkungen
auf Systemressourcen zu begrenzen oder flir einen kritischen Workload einen Durchsatz
Floor festzulegen. So wird sichergestellt, dass er unabhangig von der Nachfrage durch
konkurrierende Workloads ein Mindestziel fur den Durchsatz erreicht. Sie kdnnen sogar
eine Decke und einen Boden fur die gleiche Arbeitslast einstellen.

Durchsatzgrenzen (QoS max)

Eine Durchsatzbegrenzung beschrankt den Durchsatz fiir einen Workload auf eine maximale Anzahl an IOPS
oder MB/s oder IOPS und MB/Sek.. In der Abbildung unten stellt die Durchsatzobergrenze fiir Workload 2
sicher, dass die Workloads 1 und 3 nicht ,problematische“ Workloads ausgefuhrt werden.

Eine Policy Group definiert die Durchsatzobergrenze fir einen oder mehrere Workloads. Ein Workload
reprasentiert die 1/0-Vorgange fir ein Storage-Objekt:_ ein Volume, eine Datei, einen qgtree oder eine LUN
oder alle Volumes, Dateien, gtrees oder LUNs in einer SVM. Sie kdnnen beim Erstellen der Richtliniengruppe
die Obergrenze festlegen oder warten, bis Sie die Workloads iiberwachen und sie angeben.

Der Durchsatz bei Workloads kann den angegebenen Héchstwert um bis zu 10 %
uberschreiten, insbesondere bei einem Workload, der einen schnellen Durchsatzwechsel

@ aufweist. Die Decke konnte um bis zu 50 % Uberschritten werden, um mit Ausbriichen zu
umgehen. Stausbriiche erfolgen auf einzelnen Nodes, wenn sich Token bis zu 150 %
ansammeln

Before QoS Boot Storm
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Durchsatzbéden (QoS Min)

Eine Durchsatzmenge stellt sicher, dass der Durchsatz fir einen Workload nicht unter eine Mindestanzahl von
IOPS oder MB/s bzw. IOPS und MB/s fallt. In der Abbildung unten stellen die Durchsatzbdden fir Workload 1



und Workload 3 sicher, dass sie unabhangig von der Nachfrage nach Workload 2 ein Mindestdurchsatz
erreichen.

Wie die Beispiele zeigen, wird der Durchsatz durch eine Durchsatzbegrenzung direkt
gedrosselt. Ein Durchsatzboden drosselt den Durchsatz indirekt, indem den Workloads, fiir die
das Boden festgelegt wurde, Prioritat eingeraumt wird.

Sie kdnnen den Boden beim Erstellen der Richtliniengruppe angeben oder warten, bis Sie die Workloads
Uberwachen, um sie anzugeben.

Ab ONTAP 9.13.1 lassen sich Durchsatzbéden im SVM-Bereich mit einstellen[adaptive-qos-templates]. In
Versionen von ONTAP vor 9.13.1 kann eine Richtliniengruppe, die eine Durchsatzmenge definiert, nicht auf
eine SVM angewendet werden.

In Releases vor ONTAP 9.7 werden Durchsatzbdden garantiert, wenn gentigend Performance-
Kapazitat zur Verfigung steht.

In ONTAP 9.7 und hdher kann auch bei unzureichender Performance-Kapazitat der
Durchsatzboden garantiert werden. Dieses neue Bodenverhalten wird Floors v2 genannt. Um
die Garantien zu erflillen, kann Floors v2 zu einer hdheren Latenz bei Workloads ohne
Durchsatzboden oder Arbeitsleistung fuhren, die die Bodeneinstellungen Uberschreitet.

@ FulRbdden v2 gelten sowohl fir QoS als auch fur anpassungsfahige QoS.

Die Option zum Aktivieren/Deaktivieren des neuen Verhaltens von Floors v2 ist ab ONTAP
9.7P6 verflgbar. Eine Arbeitslast konnte wahrend kritischer Vorgange wie "volume move trigger-
cutover'z. B. unter die angegebene Arbeitslast fallen. Auch wenn genligend Kapazitat zur
Verfligung steht und geschéftskritische Betriebsablaufe nicht stattfinden, kann der Durchsatz zu
einem Workload um bis zu 5 % unter das angegebene Stockwerk fallen. Wenn Béden zu hoch
sind und es keine Performance-Kapazitat gibt, kdnnen einige Workloads unter die angegebene
Etage fallen.
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Shared-QoS-Richtliniengruppen und nicht-Shared-Richtliniengruppen

Ab ONTAP 9.4 kdnnen Sie mithilfe einer QoS-Richtliniengruppe ohne Shared_ angeben, dass die definierte
Durchsatzdecke oder -Etage fur jeden Workload der Mitglieder einzeln gilt. Das Verhalten von shared
-Richtliniengruppen hangt vom Richtlinientyp ab:

» Bei Durchsatzbegrenzungen kann der Gesamtdurchsatz der Workloads, die der gemeinsam genutzten



Richtliniengruppe zugewiesen sind, die angegebene Obergrenze nicht Giberschreiten.

* Bei Durchsatzbdden kann die gemeinsame Richtliniengruppe nur auf einen einzelnen Workload
angewendet werden.

Anpassungsfahige QoS

Normalerweise wird der Wert der Richtliniengruppe, die Sie einem Storage-Objekt zuweisen, behoben. Sie
mussen den Wert manuell andern, wenn sich die Grofde des Speicherobjekts andert. Ein Anstieg des
Platzansatzes, der z. B. auf einem Volumen genutzt wird, erfordert in der Regel eine entsprechende Erhéhung
der fur das Volumen angegebenen Durchsatzdecke.

Adaptive QoS skaliert den Richtliniengruppenwert automatisch auf die Workload-GréRe und behalt das
Verhaltnis von IOPS zu TBs bei sich anderter Workload-GroRe bei. Wenn Sie Hunderte oder Tausende
Workloads in einer gro3en Implementierung managen, bedeutet dies einen enormen Vorteil.

Meist verwenden Kunden anpassungsfahige QoS zur Anpassung der Durchsatzdecken, allerdings kénnen sie
auch zum Managen von Durchsatzbéden (bei einer Erhéhung der Workload-Gro3e) eingesetzt werden. Die
Workload-GroRe wird entweder als zugewiesener Speicherplatz flir das Storage-Objekt oder als Speicherplatz
angegeben, der vom Storage-Objekt verwendet wird.

@ Gebrauchte Flachen sind fur Durchsatzboden in ONTAP 9.5 und héher verfigbar. Es wird bei
Durchsatzbdden in ONTAP 9.4 und friher nicht unterstitzt.

 Eine Richtlinie ,zugewiesener Speicherplatz“ behalt das IOPS/TB-Verhaltnis entsprechend der nominalen
Grolie des Storage-Objekts bei. Wenn das Verhaltnis 100 IOPS/GB ist, wird ein 150 GB grofRes Volume
eine Durchsatzgrenze von 15,000 IOPS aufweisen, solange das Volume diese Grdle bleibt. Wenn die
Volume-GroRe auf 300 GB geandert wird, passt die anpassungsfahige QoS die Durchsatzdecke auf
30,000 IOPS an.

 Eine Richtlinie ,Used space” (Standard) behalt das Verhaltnis von IOPS/TB GB entsprechend der Menge
der tatsachlich gespeicherten Daten vor der Storage-Effizienz bei. Wenn das Verhaltnis 100 IOPS/GB ist,
wurde ein 150 GB grof3es Volumen, das 100 GB gespeicherte Daten hat, eine Durchsatzdecke von 10,000
IOPS haben. Wenn sich die Menge des belegten Speicherplatzes andert, passt die anpassungsfahige QoS
die Durchsatzobergrenze dem Verhaltnis an.

Ab ONTAP 9.5 kdnnen Sie fir Ihre Applikation eine 1/0-Blockgréf3e angeben, die sowohl in IOPS als auch in
MB/Sek. ein Durchsatzlimit angegeben. Die GroRe des MB/s wird aus der BlockgréRe berechnet, die mit dem
IOPS-Limit multipliziert wird. Beispielsweise ergibt eine I/O-Blockgrofie von 32.000 IOPS bei einem IOPS-Limit
von 6144 |IOPS/TB einen Grenzwert von 192 MB/s.

Das folgende Verhalten kann sowohl bei Durchsatzdecken als auch bei Béden erwartet werden:

* Wenn ein Workload einer anpassungsfahigen QoS-Richtliniengruppe zugewiesen wird, wird die Decke
oder der Boden sofort aktualisiert.

* Wenn die GrofRe eines Workloads in einer adaptiven QoS-Richtliniengruppe angepasst wird, werden die
Decke oder der Boden in etwa funf Minuten aktualisiert.

Bevor Updates erfolgen, muss der Durchsatz um mindestens 10 IOPS erhéht werden.

Adaptive QoS-Richtliniengruppen werden immer nicht gemeinsam genutzt: Die definierte Durchsatzdecke oder
-Etage wird flur jeden Workload der Mitglieder einzeln angewendet.

Ab ONTAP 9.6 werden Durchsatzbdden auf ONTAP Select Premium mit SSDs unterstitzt.



Vorlage fiir adaptive Richtliniengruppen

Ab ONTAP 9.13.1 kdnnen Sie eine anpassungsfahige QoS-Vorlage auf einer SVM festlegen. Mithilfe von
Vorlagen fiir adaptive Richtliniengruppen kénnen Sie Durchsatzraten und -decken fiir alle Volumes in einer
SVM festlegen.

Anpassungsfahige Richtliniengruppen-Vorlagen kénnen erst nach Erstellung der SVM festgelegt werden.
vserver modify -qos-adaptive-policy-group-template’Legen Sie die Richtlinie mit dem Befehl mit dem
Parameter fest.

Wenn Sie eine Vorlage flr eine Gruppe adaptiver Richtlinien festlegen, ibernehmen die nach dem Festlegen
der Richtlinie erstellten oder migrierten Volumes automatisch die Richtlinie. Alle Volumes, die auf der SVM
vorhanden sind, werden nicht beeintrachtigt, wenn Sie die Richtlinienvorlage zuweisen. Wenn Sie die Richtlinie
auf der SVM deaktivieren, erhalt jedes spater auf die SVM migrierte oder erstellte Volume nicht diese
Richtlinie. Die Deaktivierung der Vorlage fir adaptive Richtliniengruppen wirkt sich nicht auf Volumes aus, die
die Richtlinienvorlage ilbernommen haben, da sie die Richtlinienvorlage beibehalten.

Weitere Informationen finden Sie unter Legen Sie eine Vorlage fur adaptive Richtliniengruppen fest.

Allgemeiner Support

Die folgende Tabelle zeigt die Unterschiede bei der Unterstitzung von Durchsatzdecken, Durchsatzbéden und
anpassungsfahiger QoS.

Ressource oder Durchsatzdecke Durchsatzboden Durchsatzboden v2 Anpassungsfahige
Funktion QoS
ONTAP 9-Version Alle 9.2 und hoher 9.7 und hoher 9.3 und hoéher
Plattformen Alle  AFF  AFF Alle
« C190M1 A * C190
* ONTAP Select * ONTAP Select
Premium mit Premium mit
SSD’ SSD
Protokolle Alle Alle Alle Alle
FabricPool Ja. Ja, wenn die Tiering- Ja, wenn die Tiering- Nein
Richtlinie auf ,keine“ Richtlinie auf ,keine”
eingestellt ist und eingestellt ist und
keine Blocke in der  keine Blocke in der
Cloud liegen. Cloud liegen.
SnapMirror Ja. Nein Nein Ja.
Synchronous

1 C190 und ONTAP Select Unterstiitzung gestartet mit ONTAP 9.6 Version.

Unterstutzte Workloads bei Durchsatzbegrenzungen

Die folgende Tabelle zeigt die Workload-Unterstlitzung fur Durchsatzbegrenzungen mit der Version ONTAP 9.



Root-Volumes, Spiegelungen zur Lastverteilung und Datensicherungsspiegelungen werden nicht unterstitzt.

Workload-Unterstiitzung ONTAP 9.8 und hoher

Datenmenge

Datei

LUN

SVM

FlexGroup Volume

Qtrees '

Mehrere Workloads pro

Richtliniengruppe

Nicht gemeinsam
genutzte
Richtliniengruppen

ja

ja

ja

ja

ja

ja

ja

ja

ja

ja

ja

ja

ja

Nein

ja

ja

ONTAP 9.7 bis 9.4

ONTAP 9.3 und friihere
Versionen

ja

ja

ja

ja

ja (nur ONTAP 9.3)

Nein

ja

Nein

" Ab ONTAP 9.9.1 wird der SMB-Zugriff auch in Qtrees in FlexVol und FlexGroup -Volumes mit aktiviertem
SMB unterstutzt. Ab ONTAP 9.8 wird der NFS-Zugriff in Qtrees in FlexVol und FlexGroup -Volumes mit

aktiviertem NFS unterstitzt.

Unterstutzte Workloads fiir Durchsatzboden

Die folgende Tabelle zeigt Workload-Support fur Durchsatzbéden mit ONTAP 9 Version. Root-Volumes,
Spiegelungen zur Lastverteilung und Datensicherungsspiegelungen werden nicht unterstitzt.

Workload-
Unterstiitzung

Datenmenge

Datei

LUN

SVM

FlexGroup Volume
Qtrees '

Mehrere Workloads
pro
Richtliniengruppe

ONTAP 9.13.1 und ONTAP 9.8 bis

hoher

ja
ja
ja
ja
ja
ja

ja

9.13.0

ja ja

ja ja

ja ja
Nein Nein
ja ja

ja Nein
ja ja

ONTAP 9.4 bis 9.7 ONTAP 9,3

ja
ja
ja
Nein
Nein
Nein

Nein



Workload- ONTAP 9.13.1 und ONTAP 9.8 bis ONTAP 9.4 bis 9.7 ONTAP 9,3

Unterstiitzung hoéher 9.13.0
Nicht gemeinsam ja ja ja Nein
genutzte

Richtliniengruppen

"ab ONTAP 9.8 wird der NFS-Zugriff in gtrees in FlexVol- und FlexGroup-Volumes mit aktiviertem NFS
unterstitzt. Ab ONTAP 9.9 wird SMB-Zugriff auch in gtrees in FlexVol und FlexGroup Volumes mit aktiviertem
SMB unterstitzt.

Unterstitzte Workloads fiir anpassungsfahige QoS

Die folgende Tabelle zeigt die Workload-Unterstiitzung fir die adaptive QoS von ONTAP 9. Root-Volumes,
Spiegelungen zur Lastverteilung und Datensicherungsspiegelungen werden nicht unterstitzt.

Workload-Unterstiitzung ONTAP 9.13.1 und héher ONTAP 9.4 bis 9.13.0 ONTAP 9,3

Datenmenge ja ja ja
Datei ja ja Nein
LUN ja ja Nein
SVM ja Nein Nein
FlexGroup Volume ja ja Nein
Mehrere Workloads pro ja ja ja

Richtliniengruppe

Nicht gemeinsam ja ja ja
genutzte
Richtliniengruppen

Maximale Anzahl an Workloads und Richtliniengruppen

In der folgenden Tabelle wird die maximale Anzahl an Workloads und Richtliniengruppen nach Version ONTAP
9 angezeigt.

Workload-Unterstiitzung ONTAP 9.4 und hoher ONTAP 9.3 und friihere
Versionen

Maximale Workloads pro Cluster 40.000 12.000

Maximale Workloads pro Node 40.000 12.000

Maximale Anzahl von 12.000 12.000

Richtliniengruppen



Aktivieren oder Deaktivieren von ONTAP Throughput Floors
v2

Auf AFF kdnnen Sie Durchsatzbdden v2 aktivieren oder deaktivieren. Die
Standardeinstellung ist aktiviert. Bei aktivierten Etagen v2 konnen Durchsatzboden
eingehalten werden, wenn Controller stark genutzt werden, um Kosten fur eine héhere
Latenz bei anderen Workloads zu senken. Floors v2 gilt sowohl fur QoS als auch fur
Adaptive QoS.

Schritte
1. Andern Sie die erweiterte Berechtigungsebene:

set -privilege advanced

2. Geben Sie einen der folgenden Befehle ein:

lhr Ziel ist Verwenden Sie den folgenden Befehl:

Deaktivieren Sie die Etagen v2 gos settings throughput-floors-v2
—enable false

Ebenen v2 aktivieren gos settings throughput-floors-v2
-enable true

Um Durchsatzbodden v2 in einem MetroCluster Cluster zu deaktivieren, missen Sie die
ausfiihren

(:) gos settings throughput-floors-v2 -enable false

Befehl auf Quell- und Ziel-Clustern.

clusterl::*> gos settings throughput-floors-v2 -enable false

Erfahren Sie mehr Gber gos settings throughput-floors-v2 in der "ONTAP-Befehlsreferenz".

ONTAP Speicher-QoS-Workflow

Wenn Sie bereits die Performance-Anforderungen fur die Workloads kennen, die Sie mit
QoS managen mochten, konnen Sie beim Erstellen der Richtliniengruppe das
Durchsatzlimit angeben. Andernfalls kdnnen Sie warten, bis Sie das Limit nach dem
Monitoring der Workloads angeben.


https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html
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Legen Sie mit QoS in ONTAP eine Durchsatzobergrenze fest

Uber das max-throughput Feld fir eine Richtliniengruppe konnen Sie eine
Durchsatzobergrenze flr Storage-Objekt-Workloads definieren (QoS max). Sie kdnnen
die Richtliniengruppe anwenden, wenn Sie das Speicherobjekt erstellen oder andern.

Bevor Sie beginnen
« Zum Erstellen einer Richtliniengruppe missen Sie ein Cluster-Administrator sein.

« Zum Anwenden einer Richtliniengruppe auf eine SVM missen Sie ein Cluster-Administrator sein.

Uber diese Aufgabe
* Ab ONTAP 9.4 kénnen Sie mithilfe einer Richtliniengruppe ,,non-shared QoS* angeben, dass die definierte
Durchsatzobergrenze flr jeden einzelnen Mitglied-Workload gilt. Andernfalls wird die Richtliniengruppe
~Shared”: der Gesamtdurchsatz der der Richtliniengruppe zugewiesenen Workloads darf die angegebene
Obergrenze nicht Uberschreiten.

Legen Sie -is-shared=false fir den gos policy-group create Befehl fest, um eine nicht
freigegebene Richtliniengruppe anzugeben.



 Sie kdnnen das Durchsatzlimit fir IOPS, MB/s oder IOPS, MB/s festlegen Wenn Sie sowohl IOPS als auch
MB/s angeben, wird der erste Grenzwert erreicht.

@ Wenn Sie eine Decke und ein Boden fir denselben Workload festlegen, kbnnen Sie nur das
Durchsatzlimit fur den IOPS festlegen.

 Ein Storage-Objekt, das einem QoS-Limit unterliegt, muss von der SVM, der die Richtliniengruppe
angehort, enthalten sein. Mehrere Richtliniengruppen kénnen derselben SVM angehoren.

 Sie kénnen einer Richtliniengruppe kein Speicherobjekt zuweisen, wenn das zugehdrige Objekt oder seine
untergeordneten Objekte zur Richtliniengruppe gehdren.

Es handelt sich um eine Best Practice bei QoS, eine Richtliniengruppe auf denselben Storage-Typ
anzuwenden.

Schritte
1. Erstellen einer Richtliniengruppe:

gos policy-group create -policy-group policy group -vserver SVM -max
-throughput number of iops|Mb/Sl|iops,Mb/S -is-shared true|false

Erfahren Sie mehr lGiber gos policy-group create in der "ONTAP-Befehlsreferenz".
Sie kénnen die gos policy-group modify Durchsatzdecken mit dem Befehl anpassen.

Mit dem folgenden Befehl wird die Gruppe fir gemeinsam genutzte Richtlinien pg-vs1 mit einem
maximalen Durchsatz von 5,000 IOPS erstellt:

clusterl::> gos policy-group create -policy-group pg-vsl -vserver vsl
-max-throughput 5000iops -is-shared true

Mit dem folgenden Befehl wird die nicht gemeinsam genutzte Richtliniengruppe pg-vs3 mit einem
maximalen Durchsatz von 100 IOPS und 400 KB/s erstellt:

clusterl::> gos policy-group create -policy-group pg-vs3 -vserver vs3
-max-throughput 100iops, 400KB/s -is-shared false

Mit dem folgenden Befehl wird die nicht gemeinsam genutzte Richtliniengruppe pg-vs4 ohne
Durchsatzbegrenzung erstellt:

clusterl::> gos policy-group create -policy-group pg-vsé4d -vserver vsd
-is-shared false
Erfahren Sie mehr liber gos policy-group modify in der "ONTAP-Befehlsreferenz".
2. Anwenden einer Richtliniengruppe auf eine SVM, Datei, Volume oder LUN:

storage object create -vserver SVM -gos-policy-group policy group


https://docs.netapp.com/us-en/ontap-cli/qos-policy-group-create.html
https://docs.netapp.com/us-en/ontap-cli/qos-policy-group-modify.html
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Erfahren Sie mehr Uber die in diesem Verfahren beschriebenen Befehle im "ONTAP-Befehlsreferenz". Sie
kénnen mit dem storage object modify Befehl eine andere Richtliniengruppe auf das Speicherobjekt
anwenden.

Der folgende Befehl wendet Policy Group pg-vs1 auf SVM an vs1:

clusterl::> vserver create -vserver vsl -gos-policy-group pg-vsl

Die folgenden Befehle wenden Policy Group pg-app auf die Volumes appl und "app2’an:

clusterl::> volume create -vserver vs2Z2 -volume appl -aggregate aggrl
-gos-policy-group pg-app

clusterl::> volume create -vserver vs2 -volume app2 -aggregate aggrl
-gos-policy-group pg-app

. Uberwachung der Richtliniengruppenleistung:

gos statistics performance show

Erfahren Sie mehr Gber gos statistics performance show in der "ONTAP-Befehlsreferenz".

(D Monitoring der Performance tber das Cluster Verwenden Sie kein Tool auf dem Host, um
die Leistung zu Uberwachen.

Mit dem folgenden Befehl wird die Performance der Richtliniengruppe angezeigt:

clusterl::> gos statistics performance show

Policy Group IOPS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
pg vsl 5008 19.56MB/s 2.45ms
_System-Best-Effort 62 13.36KB/s 4.13ms
__System-Background 30 OKB/s Oms

Monitoring der Workload-Performance:

gos statistics workload performance show

(D Monitoring der Performance tber das Cluster Verwenden Sie kein Tool auf dem Host, um
die Leistung zu Uberwachen.

Mit dem folgenden Befehl wird die Workload-Performance angezeigt:


https://docs.netapp.com/us-en/ontap-cli/
https://docs.netapp.com/us-en/ontap-cli/qos-statistics-performance-show.html

clusterl::> gos statistics workload performance show

Workload ID I0PS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
appl-wid7967 7967 7219 28.20MB/s 319.00us
vsl-wid1l2279 12279 5026 19.63MB/s 2.52ms
_USERSPACE_APPS 14 55 10.92KB/s  236.00us
_Scan_Backgro. . 5688 20 OKB/s Oms

Erfahren Sie mehr Uber gos statistics workload performance show in der "ONTAP-
Befehlsreferenz".

Sie kdnnen mit dem gos statistics workload latency show Befehl detaillierte
@ Latenzstatistiken fiir QoS-Workloads anzeigen. Erfahren Sie mehr Uber gos statistics
workload latency show in der "ONTAP-Befehlsreferenz".

Richten Sie mit QoS in ONTAP eine Durchsatzebene ein

Uber das min-throughput Feld fir eine Richtliniengruppe kann eine Durchsatzmenge
fur Storage-Objekt-Workloads definiert werden (QoS Min). Sie konnen die
Richtliniengruppe anwenden, wenn Sie das Speicherobjekt erstellen oder andern. Ab
ONTAP 9.8 kdnnen Sie die Durchsatzflache in IOPS oder MB/s oder IOPS und MB/s
angeben.

Bevor Sie beginnen
« Zum Erstellen einer Richtliniengruppe missen Sie ein Cluster-Administrator sein.

* Ab ONTAP 9.13.1 lassen sich Durchsatzwerte auf SVM-Ebene mithilfe eines erzwingenVorlage flr
adaptive Richtliniengruppen. Sie kdnnen keine Vorlage flir adaptive Richtliniengruppen auf einer SVM mit
einer QoS-Richtliniengruppe festlegen.

Uber diese Aufgabe

* Ab ONTAP 9.4 kdnnen Sie mithilfe einer Richtliniengruppe ohne Shared_ QoS festlegen, dass die
definierte Durchsatzflache auf jeden Workload der Mitglieder einzeln angewendet wird. Dies ist die einzige
Bedingung, bei der eine Richtliniengruppe fiir eine Durchsatzboden auf mehrere Workloads angewendet
werden kann.

Legen Sie -is-shared=false firden gos policy-group create Befehl fest, um eine nicht
freigegebene Richtliniengruppe anzugeben.

* Der Durchsatz flir einen Workload konnte unter die angegebene Etage fallen, wenn auf dem Node oder
Aggregat keine Performance-Kapazitat (Reserve) vorhanden ist.

» Ein Storage-Objekt, das einem QoS-Limit unterliegt, muss von der SVM, der die Richtliniengruppe
angehort, enthalten sein. Mehrere Richtliniengruppen kénnen derselben SVM angehdren.

» Es handelt sich um eine Best Practice bei QoS, eine Richtliniengruppe auf denselben Storage-Typ
anzuwenden.

* Eine Richtliniengruppe mit Durchsatzboden kann nicht auf eine SVM angewendet werden.

11


https://docs.netapp.com/us-en/ontap-cli/qos-statistics-workload-performance-show.html
https://docs.netapp.com/us-en/ontap-cli/qos-statistics-workload-performance-show.html
https://docs.netapp.com/us-en/ontap-cli/qos-statistics-workload-latency-show.html
https://docs.netapp.com/de-de/ontap/adaptive-policy-template-task.html
https://docs.netapp.com/de-de/ontap/adaptive-policy-template-task.html

Schritte

1. Prifen Sie, ob auf dem Node oder Aggregat eine ausreichende Performance-Kapazitat zur "ldentifizierung
der verbleibenden Performance-Kapazitat"Verfigung steht, wie in beschrieben.

2. Erstellen einer Richtliniengruppe:

gos policy-group create -policy group policy group -vserver SVM -min
-throughput gos target -is-shared true|false

Erfahren Sie mehr lGiber gos policy-group create in der "ONTAP-Befehlsreferenz".
3. Sie konnen den gos policy-group modify Befehl verwenden, um Durchsatzbéden anzupassen.

Mit dem folgenden Befehl wird die Gruppe fiir gemeinsam genutzte Richtlinien pg-vs2 mit einem
Mindestdurchsatz von 1,000 IOPS erstellt:

clusterl::> gos policy-group create -policy group pg-vs2 -vserver vs2
-min-throughput 1000iops -is-shared true

Mit dem folgenden Befehl wird die nicht gemeinsam genutzte Richtliniengruppe pg-vs4 ohne
Durchsatzbegrenzung erstellt:

clusterl::> gos policy-group create -policy group pg-vsé4d -vserver vs4
-is-shared false
Erfahren Sie mehr Giber gos policy-group modify in der "ONTAP-Befehlsreferenz".
4. Anwenden einer Richtliniengruppe auf ein Volume oder eine LUN:
storage object create -vserver SVM -gos-policy-group policy group Sie kdnnen
die ' storage object modify Befehl, um eine andere Richtliniengruppe auf das Speicherobjekt

anzuwenden.

Mit dem folgenden Befehl wird die Richtliniengruppe pg-app2 auf das Volume angewendet app2:

clusterl::> volume create -vserver vs2 -volume app2 -aggregate aggrl
-gqos-policy-group pg-app?

Erfahren Sie mehr Uber die in diesem Verfahren beschriebenen Befehle im "ONTAP-Befehlsreferenz".
5. Uberwachung der Richtliniengruppenleistung:

gos statistics performance show

@ Monitoring der Performance Uber das Cluster Verwenden Sie kein Tool auf dem Host, um
die Leistung zu Uberwachen.

Mit dem folgenden Befehl wird die Performance der Richtliniengruppe angezeigt:
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clusterl::> gos statistics performance show

Policy Group I0PS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
pg_app2 7216 28.19MB/s 420.00us
_System-Best-Effort 62 13.36KB/s 4.13ms
__System-Background 30 OKB/s Oms

Erfahren Sie mehr Uber gos statistics performance show in der "ONTAP-Befehlsreferenz".
6. Monitoring der Workload-Performance:

gos statistics workload performance show

@ Monitoring der Performance Uber das Cluster Verwenden Sie kein Tool auf dem Host, um
die Leistung zu Uberwachen.

Mit dem folgenden Befehl wird die Workload-Performance angezeigt:

clusterl::> gos statistics workload performance show

Workload ID IOPS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
app2-wid7967 7967 7219 28.20MB/s 319.00us
vsl-wid1l2279 12279 5026 19.63MB/s 2.52ms
_USERSPACE APPS 14 55 10.92KB/s 236.00us
_Scan_Backgro.. 5688 20 OKB/s Oms

Erfahren Sie mehr Gber gos statistics workload performance show in der "ONTAP-
Befehlsreferenz".

Sie kdbnnen mit dem gos statistics workload latency show Befehl detaillierte
(D Latenzstatistiken fir QoS-Workloads anzeigen. Erfahren Sie mehr Uber gos statistics
workload latency show in der "ONTAP-Befehlsreferenz".

Verwenden Sie adaptive QoS-Richtliniengruppen in ONTAP

Sie kdnnen eine adaptive QoS-Richtliniengruppe verwenden, um eine
Durchsatzobergrenze oder -untergrenze automatisch an die Volumengrolde anzupassen
und dabei das Verhaltnis von IOPS zu TB/GB beizubehalten, wenn sich die GrofRe des
Volumens andert. Das ist ein erheblicher Vorteil, wenn man Hunderte oder Tausende von
Workloads in einer gro3en Implementierung verwaltet.

Bevor Sie beginnen
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« Sie missen ONTAP 9.3 oder héher ausflihren. Adaptive QoS-Richtliniengruppen sind ab ONTAP 9.3
verfugbar.

« Zum Erstellen einer Richtliniengruppe missen Sie ein Cluster-Administrator sein.

Uber diese Aufgabe

Ein Storage-Objekt kann Mitglied einer adaptiven Richtliniengruppe oder einer nicht-adaptiven
Richtliniengruppe sein, jedoch nicht beides. Die SVM des Storage-Objekts und die Richtlinie missen identisch
sein. Das Storage-Objekt muss online sein.

Adaptive QoS-Richtliniengruppen werden immer nicht gemeinsam genutzt: Die definierte Durchsatzdecke oder
-Etage wird fur jeden Workload der Mitglieder einzeln angewendet.

Das Verhaltnis der Durchsatzbegrenzungen zum Storage-Objektgrée wird durch die Interaktion der folgenden

Felder bestimmt:

» “expected-iops’ist die minimale erwartete IOPS-Zahl pro zugewiesenem TB/GB.

‘expected-iops’ Garantiert nur auf AFF-Plattformen.
‘expected-iops’ Eine Garantie fiir FabricPool ist nur dann
gegeben, wenn die Tiering-Richtlinie auf ,keine"“ gesetzt ist

@ und sich keine Blocke in der Cloud befinden. “expected-iops’
Garantiert fir Volumes, die sich nicht in einer synchronen
SnapMirror-Beziehung befinden.

* “peak-iops’ist die maximal mogliche IOPS-Zahl pro zugewiesenem oder verwendetem TB/GB.

* expected-iops—-allocation Gibt an, ob zugewiesener Speicherplatz (Standard) oder belegter
Speicherplatz flr erwartete iops verwendet wird.

@ expected-iops-allocation Ist verfigbar in ONTAP 9.5 und spater. Es wird nicht
unterstutzt in ONTAP 9.4 und fruher.

* peak-iops-allocation Gibt an, ob zugewiesener oder genutzter Speicherplatz (Standard) fir
verwendet wird peak-iops.

* absolute-min-iops Ist die absolute Mindestanzahl an IOPS. Sie konnen dieses Feld mit sehr kleinen
Speicherobjekten verwenden. Es lberschreibt sowohl peak-iops und/oder expected-iops wenn
absolute-min-iops grofer als der berechnete ist expected-iops.

Wenn Sie beispielsweise expected-iops 1,000 IOPS/TB festlegen und die Volume-Grofie weniger als 1
GB betragt, expected-iops wird als Berechnung ein fraktionaler IOP berechnet. Der berechnete peak-
iops Anteil wird noch kleiner sein. Sie konnen dies vermeiden, indem Sie absolute-min-iops einen
realistischen Wert einstellen.

* block-size Gibt die Anwendungs-1/0O-BlockgréRe an. Der Standardwert ist 32K. Glltige Werte sind 8K,
16K, 32K, 64K, BELIEBIG. IRGENDWELCHE bedeutet, dass die BlockgroRe nicht durchgesetzt wird.

StandardmaBige adaptive QoS-Richtliniengruppen

In der folgenden Tabelle sind drei Adaptive QoS-Richtliniengruppen verfligbar. Sie kdnnen diese
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Richtliniengruppen direkt auf ein Volume anwenden.

Standardrichtliniengruppe Erwartete IOPS/TB Max. IOPS/TB Absolute IOPS-Minimum
extreme 6.144 12.288 1000

performance 2.048 4.096 500

value 128 512 75

Einschrankungen bei der Zuweisung von Speicherobjektrichtliniengruppen

In einigen Fallen kdnnen Sie ein Speicherobjekt keiner Richtliniengruppe zuordnen, wenn das enthaltende
Objekt oder seine untergeordneten Objekte zu einer Richtliniengruppe gehoren.

Ab ONTAP 9.18.1 kdnnen Sie verschachtelte QoS-Richtlinien verwenden, die es ermdglichen,
Richtliniengruppen sowohl dem tbergeordneten Objekt, wie z. B. einer SVM, als auch dessen untergeordneten
Objekten, wie z. B. einem Volume, zuzuweisen. In einer Multi-Tenant-Umgebung erméglichen verschachtelte
QoS-Richtlinien den Administratoren, die QoS-Limits fiur SVMs auf die Volumes und Qtrees innerhalb der SVM
aufzuteilen und die Speicherressourcen Uber verschiedene Rechenumgebungen hinweg auszugleichen,
wahrend gleichzeitig die Priorisierung geschéaftskritischer Workloads ermdéglicht wird.

Verschachtelte QoS-Richtlinien werden fir die folgenden Objektpaare unterstitzt:

* SVMs und FlexVol oder FlexGroup -Volumes, die von der SVM enthalten sind.

» FlexVol oder FlexGroup Volumes und Qtrees innerhalb der Volumes.
Bei verschachtelten QoS-Richtlinien wird die restriktivste anwendbare Richtlinie verwendet.

Die Einschrankungen sind in der folgenden Tabelle aufgeftihrt.

Wenn Sie die folgende Zuordnung zuweisen: Dann kénnen Sie die Richtlinie keiner
Richtliniengruppe zuweisen...

SVM einer Richtliniengruppe Alle im SVM enthaltenen Speicherobjekte.

Wenn Sie ONTAP 9.18.1 verwenden,
kénnen FlexVol und FlexGroup

@ -Volumes, die in SVMs enthalten sind,
einer Richtliniengruppe zugewiesen
werden.
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Wenn Sie die folgende Zuordnung zuweisen: Dann konnen Sie die Richtlinie keiner

Richtliniengruppe zuweisen...

Volume zu einer Richtliniengruppe Die SVM, die das Volume oder alle untergeordneten

LUNs enthalt.

Wenn Sie ONTAP 9.18.1 oder héher
verwenden, kann die SVM, die das
(D Volume enthalt, einer Richtliniengruppe
zugewiesen werden. Zusatzlich kénnen
Qtrees in FlexVol oder FlexGroup
-Volumes zugewiesen werden.

LUN einer Richtliniengruppe Das Volume oder SVM, das die LUNs enthalt
Datei zu einer Richtliniengruppe Das Volume oder SVM, das die Datei enthalt
Schritte

1.

2.
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Erstellung einer anpassungsfahigen QoS-Richtliniengruppe:

gos adaptive-policy-group create -policy group policy group -vserver SVM
-expected-iops number of iops/TB|GB -peak-iops number of iops/TB|GB -expected
-iops-allocation-space|used-space -peak-iops-allocation allocated-space|used-
space -absolute-min-iops number of iops -block-size 8K|16K|32K|64K|ANY

Erfahren Sie mehr Gber gos adaptive-policy-group create in der "ONTAP-Befehlsreferenz".

(D -expected-iops-allocation Und -block-size istin ONTAP 9.5 und spater
verfugbar. Diese Optionen werden in ONTAP 9.4 und friher nicht unterstitzt.

Mit dem folgenden Befehl wird eine Richtliniengruppe adpg-app1l flr adaptive QoS mit —expected-iops
einem Wert von 300 IOPS/ -peak-iops TB erstellt, ' -peak-iops-allocation auf 1,000
IOPS/TB used-space -absolute-min-iops festgelegt, auf festgelegt und auf 50 IOPS festgelegt:

clusterl::> gos adaptive-policy-group create -policy group adpg-appl
-vserver vs2 -expected-iops 300iops/tb -peak-iops 1000iops/TB -peak-iops
-allocation used-space -absolute-min-iops 50iops

Anwenden einer anpassungsfahigen QoS-Richtliniengruppe auf ein Volume:

volume create -vserver SVM -volume volume -aggregate aggregate -size number of
TB|GB —-gos-adaptive-policy-group policy group

Erfahren Sie mehr Uber volume create in der "ONTAP-Befehlsreferenz".

Mit dem folgenden Befehl wird die Richtliniengruppe der adaptiven QoS adpg-app1 auf das Volume
angewendet app1:


https://docs.netapp.com/us-en/ontap-cli/qos-adaptive-policy-group-create.html
https://docs.netapp.com/us-en/ontap-cli/volume-create.html

clusterl::> volume create -vserver vsl -volume appl -aggregate aggrl
-size 2TB -gos-adaptive-policy-group adpg-appl

Mit den folgenden Befehlen wenden Sie die standardmaliige Richtliniengruppe adaptive QoS extreme auf
das neue Volume app4 und auf das vorhandene Volume app5 an. Die fir die
Richtliniengruppe definierte Durchsatzobergrenze gilt fir Volumes “app4 und appb
individuell:

clusterl::> volume create -vserver vs4 -volume app4 -aggregate aggrié
-size 2TB -gos-adaptive-policy-group extreme

clusterl::> volume modify -vserver vs5 -volume appb5 -gos-adaptive-policy

—group extreme

Legen Sie eine Vorlage fur adaptive Richtliniengruppen in
ONTAP fest

Ab ONTAP 9.13.1 lassen sich Durchsatzraten und -decken auf SVM-Ebene mithilfe einer
Vorlage fur adaptive Richtliniengruppen durchsetzen.

Uber diese Aufgabe

Die Vorlage fur die adaptive Richtliniengruppe ist eine Standardrichtlinie apg1. Die Richtlinie kann jederzeit
geandert werden. Sie kann nur mit der CLI oder der ONTAP-REST-API festgelegt werden und kann nur auf
vorhandene SVMs angewendet werden.

Die Vorlage fur die adaptive Richtliniengruppe wirkt sich nach Festlegen der Richtlinie nur auf Volumes
aus, die auf der SVM erstellt oder auf sie migriert wurden. Vorhandene Volumes auf der SVM behalten
ihren vorhandenen Status bei.

Wenn Sie die Vorlage flr die adaptive Policy-Gruppe deaktivieren, behalten Volumes auf der SVM ihre
vorhandenen Richtlinien. Nur Volumes, die anschlief3end auf der SVM erstellt oder zu dieser migriert
wurden, werden von der Deaktivierung beeintrachtigt.

Sie kénnen keine Vorlage fur adaptive Richtliniengruppen auf einer SVM mit einer QoS-Richtliniengruppe
festlegen.

Vorlagen fir adaptive Richtliniengruppen wurden fur AFF-Plattformen entwickelt. Eine Vorlage fur adaptive
Richtliniengruppen kann auf anderen Plattformen festgelegt werden, die Richtlinie kann jedoch keinen
minimalen Durchsatz erzwingen. Auf &hnliche Weise kdnnen Sie einer SVM eine Vorlage fur
anpassungsfahige Richtliniengruppen in einem FabricPool Aggregat oder einem Aggregat hinzufligen, das
keinen minimalen Durchsatz unterstiitzt. Die Durchsatzmenge wird jedoch nicht durchgesetzt.

Wenn sich die SVM in einer MetroCluster Konfiguration oder SnapMirror Beziehung befindet, wird die
Vorlage fur die adaptive Richtliniengruppe auf der gespiegelten SVM erzwungen.

Schritte

1.

SVM so andern, dass sie die Vorlage fir die Gruppe der anpassbaren Richtlinien anwendet: vserver

17



modify -gos-adaptive-policy-group-template apgl

2. Bestatigen Sie, dass die Richtlinie festgelegt wurde: vserver show -fields gos-adaptive-
policy-group
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