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Konfigurieren Sie SVM-Scoped NDMP

Aktivieren Sie SVM-bezogenes NDMP auf dem ONTAP-
Cluster

Wenn der DMA die Erweiterung Cluster-Aware Backup (CAB) unterstutzt, konnen Sie alle
Volumes, die auf verschiedenen Nodes in einem Cluster gehostet werden, sichern, indem
Sie SVM-Scoped NDMP aktivieren, den NDMP-Service auf dem Cluster aktivieren
(admin SVM) und LIFs fir die Daten- und Kontrollverbindung konfigurieren.

Bevor Sie beginnen

Die CAB-Erweiterung muss vom DMA unterstitzt werden.

Uber diese Aufgabe

Durch die Aktivierung des Node-Scoped NDMP-Modus wird der SVM-Scoped NDMP-Modus auf dem Cluster
aktiviert.

Schritte
1. NDMP-Modus mit SVM-Umfang aktivieren:

clusterl::> system services ndmp node-scope-mode off

Der NDMP-Modus mit SVM-Umfang ist aktiviert.

2. NDMP-Service auf der Admin-SVM aktivieren:

clusterl::> vserver services ndmp on -vserver clusterl

Der Authentifizierungstyp ist challenge standardmafig auf festgelegt und die Klartext-Authentifizierung
ist deaktiviert.

@ Fir eine sichere Kommunikation sollten Sie die Klartext-Authentifizierung deaktivieren.

3. Uberpriifen Sie, ob der NDMP-Dienst aktiviert ist:

clusterl::> vserver services ndmp show

Vserver Enabled Authentication type

clusterl true challenge
vsl false challenge



Backup-Benutzer fur ONTAP NDMP-Authentifizierung
aktivieren

Zur Authentifizierung von SVM-Scoped NDMP aus der Backup-Applikation muss ein
administrativer Benutzer mit ausreichenden Berechtigungen und einem NDMP-Passwort
eingerichtet werden.

Uber diese Aufgabe

Sie mussen ein NDMP-Passwort flir Backup-Admin-Benutzer generieren. Sie kdnnen Backup-Admin-Benutzer
auf Cluster- oder SVM-Ebene aktivieren und bei Bedarf einen neuen Benutzer erstellen. Standardmafig
koénnen sich Benutzer mit den folgenden Rollen beim NDMP-Backup authentifizieren:

* Cluster-weit: admin Oder backup

* Einzelne SVMs: vsadmin Oder vsadmin-backup

Wenn Sie einen NIS- oder LDAP-Benutzer verwenden, muss der Benutzer auf dem jeweiligen Server
vorhanden sein. Sie kdnnen keinen Active Directory-Benutzer verwenden.

Schritte
1. Aktuelle Admin-Benutzer und -Berechtigungen anzeigen:

security login show
Erfahren Sie mehr liber security login show in der "ONTAP-Befehlsreferenz".

2. Erstellen Sie bei Bedarf einen neuen NDMP-Backup-Benutzer mit dem security login create Befehl
und der entsprechenden Rolle fur den gesamten Cluster oder einzelne SVM-Privileges.

Sie kénnen einen lokalen Backup-Benutzernamen oder einen NIS- oder LDAP-Benutzernamen fir den
-user-or—-group-name Parameter angeben.

Mit dem folgenden Befehl wird der Backup-Benutzer backup adminl mit der backup Rolle fir den
gesamten Cluster erstellt:

clusterl::> security login create -user-or—-group-name backup adminl
-application ssh —-authmethod password -role backup

Mit dem folgenden Befehl wird der Backup-Benutzer vsbackup adminl mit der vsadmin-backup Rolle
flr eine einzelne SVM erstellt:

clusterl::> security login create -user-or-group-name vsbackup adminl
—application ssh —-authmethod password -role vsadmin-backup

Geben Sie ein Passwort fur den neuen Benutzer ein und bestatigen Sie.
Erfahren Sie mehr Uber security login create in der "ONTAP-Befehlsreferenz".

3. Generieren Sie mit dem vserver services ndmp generate password Befehl ein Passwort fiir die
Admin-SVM.

Das generierte Passwort muss verwendet werden, um die NDMP-Verbindung durch die Backup-


https://docs.netapp.com/us-en/ontap-cli/security-login-show.html
https://docs.netapp.com/us-en/ontap-cli/security-login-create.html

Anwendung zu authentifizieren.

clusterl::> vserver services ndmp generate-password -vserver clusterl

-user backup adminl

Vserver: clusterl
User: backup adminl
Password: gG5CgQHYxw7tE57g

Konfigurieren Sie ONTAP LIFs fur SVM-bezogenes NDMP

Sie mussen die LIFs identifizieren, die fur die Einrichtung einer Datenverbindung
zwischen den Daten- und Tape-Ressourcen verwendet werden, und flr die
Kontrollverbindung zwischen der Admin-SVM und der Backup-Applikation. Nach der
Identifizierung der LIFs mussen Sie Uberprifen, ob die Service- und Failover-Richtlinien

festgelegt sind.

Ab ONTAP 9.10.1 sind Firewall-Richtlinien veraltet und werden vollstandig durch LIF-
Servicerichtlinien ersetzt. Weitere Informationen finden Sie unter "Unterstltzter Datenverkehr

verwalten".


https://docs.netapp.com/de-de/ontap/networking/manage_supported_traffic.html
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ONTAP 9.10.1 oder hoher
Schritte

1. Identifizieren Sie die Intercluster LIF, die auf den Nodes gehostet wird network interface show
-service-policy, indem Sie den Befehl mit dem Parameter verwenden.

network interface show -service-policy default-intercluster
Erfahren Sie mehr Uber network interface show in der "ONTAP-Befehlsreferenz".

2. |dentifizieren Sie die auf den Nodes gehostete Management-LIF mit dem network interface
show Befehl mit dem -service-policy Parameter.

network interface show -service-policy default-management
3. Stellen Sie sicher, dass die Intercluster LIF den Service umfasst backup-ndmp-control:
network interface service-policy show

Erfahren Sie mehr Gber network interface service-policy show in der "ONTAP-
Befehlsreferenz".

4. Vergewissern Sie sich, dass die Failover-Richtlinie fur alle LIFs ordnungsgemal festgelegt ist:

a. Uberpriifen Sie, ob die Failover-Richtlinie fir die Cluster-Management-LIF auf festgelegt ist
broadcast-domain-wide und ob die Richtlinie fur die Intercluster- und Node-Management-
LIFs local-only Uber den network interface show -failover Befehl auf festgelegt ist.

Mit dem folgenden Befehl wird die Failover-Richtlinie fir die LIFs fir das Cluster-Management, die
Intercluster und die Node-Management angezeigt:
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clusterl::> network interface show -failover

Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
cluster clusterl clusl clusterl-l:e0a local-only cluster
Failover
Targets:
clusterl cluster mgmt clusterl-1:e0Om broadcast- Default
domain-wide
Failover
Targets:
IC1l clusterl-1:e0a 1local-only Default
Failover
Targets:
IC2 clusterl-1:e0b 1local-only Default
Failover
Targets:
clusterl-1 cl-1 mgmtl clusterl-1:e0Om local-only Default
Failover
Targets:
clusterl-2 cl-2 mgmtl clusterl-2:e0m local-only Default
Failover
Targets:

a. Wenn die Failover-Richtlinien nicht ordnungsgemaf festgelegt wurden, andern Sie die Failover-
Richtlinie mithilfe des network interface modify Befehls mitdem -failover-policy
Parameter.

clusterl::> network interface modify -vserver clusterl -1if IC1
-failover-policy local-only
Erfahren Sie mehr Uber network interface modify in der "ONTAP-Befehlsreferenz".

5. Geben Sie die LIFs an, die fiir die Datenverbindung erforderlich sind, indem vserver services
ndmp modify preferred-interface-role Sie den Befehl mit dem Parameter verwenden.


https://docs.netapp.com/us-en/ontap-cli/network-interface-modify.html

clusterl::> vserver services ndmp modify -vserver clusterl

-preferred-interface-role intercluster,cluster-mgmt, node-mgmt

6. Uberpriifen Sie mit dem vserver services ndmp show Befehl, ob die bevorzugte

Schnittstellenrolle fir das Cluster festgelegt ist.

clusterl::> vserver services ndmp show -vserver clusterl

Vserver: clusterl
NDMP Version: 4

Preferred Interface Role: intercluster, cluster-mgmt,

ONTAP 9.9 oder friiher
Schritte

node-mgmt

1. Intercluster-, Cluster-Management- und Node-Management-LIFs identifizieren, indem Sie den

network interface show Befehl mit dem -role Parameter verwenden.

Mit dem folgenden Befehl werden die Intercluster-LIFs angezeigt:

clusterl::> network interface show -role intercluster

Logical Status Network

Current Is

Vserver Interface Admin/Oper Address/Mask
Port Home

clusterl ICl up/up 192.0.2.65/24
ela true

clusterl IC2 up/up 192.0.2.68/24
elb true

Mit dem folgenden Befehl wird die Cluster-Management-LIF angezeigt:

Current

Node

clusterl-1

clusterl-2



clusterl::> network interface show -role cluster-mgmt

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
clusterl cluster mgmt up/up 192.0.2.60/24 clusterl-2
eOM true

Mit dem folgenden Befehl werden die Node-Management-LIFs angezeigt:

clusterl::> network interface show -role node-mgmt

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
clusterl clusterl-1 mgmtl wup/up 192.0.2.69/24 clusterl-1
eOM true

clusterl-2 mgmtl up/up 192.0.2.70/24 clusterl-2
eOM true

Erfahren Sie mehr Uber network interface show in der "ONTAP-Befehlsreferenz".

2. Stellen Sie sicher, dass die Firewallrichtlinie fiir NDMP auf den Intercluster, Cluster-Management
(cluster-mgmt) und Node-Management aktiviert ist(node-mgmt) LIFs:

a. Uberpriifen Sie mit dem system services firewall policy show Befehl, ob die
Firewallrichtlinie fuir NDMP aktiviert ist.

Mit dem folgenden Befehl wird die Firewallrichtlinie fir die Cluster-Management-LIF angezeigt:
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clusterl::> system services firewall policy show -policy cluster

Vserver Policy Service Allowed

cluster cluster dns 0.0.0.0/0
http 0.0.0.0/0
https 0.0.0.0/0
ndmp 0.0.0.0/0
ndmps 0.0.0.0/0
ntp 0.0.0.0/0
rsh 0.0.0.0/0
snmp 0.0.0.0/0
ssh 0.0.0.0/0
telnet 0.0.0.0/0

10 entries were displayed.

Mit dem folgenden Befehl wird die Firewallrichtlinie fir die Intercluster-LIF angezeigt:

clusterl::> system services firewall policy show -policy

intercluster
Vserver Policy Service Allowed

clusterl intercluster dns -

ndmp 0.0.0.0/0, ::/0

ssh =
telnet =
9 entries were displayed.

Mit dem folgenden Befehl wird die Firewallrichtlinie fir die Node-Management-LIF angezeigt:



clusterl::> system services firewall policy show -policy mgmt

Vserver Policy Service Allowed

clusterl-1 mgmt dns 0.0.0.0/0, /0
http 0.0.0.0/0, /0
https 0.0.0.0/0, /0
ndmp 0.0.0.0/0, /0
ndmps 0.0.0.0/0, /0
ntp 0.0.0.0/0, ::/0
rsh =
snmp 0.0.0.0/0, /0
ssh 0. 0/0, /0
telnet =

10 entries were displayed.

b. Wenn die Firewallrichtlinie nicht aktiviert ist, aktivieren Sie die Firewallrichtlinie, indem Sie den
system services firewall policy modify Befehl mit dem -service Parameter
verwenden.

Mit dem folgenden Befehl wird eine Firewall-Richtlinie fir die Intercluster LIF aktiviert:

clusterl::> system services firewall policy modify -vserver clusterl
-policy intercluster -service ndmp 0.0.0.0/0

3. Vergewissern Sie sich, dass die Failover-Richtlinie fir alle LIFs ordnungsgemaR festgelegt ist:

a. Uberpriifen Sie, ob die Failover-Richtlinie fiir die Cluster-Management-LIF auf festgelegt ist
broadcast-domain-wide und ob die Richtlinie fur die Intercluster- und Node-Management-
LIFs local-only Uber den network interface show -failover Befehl auf festgelegt ist.

Mit dem folgenden Befehl wird die Failover-Richtlinie fir die LIFs fur das Cluster-Management, die
Intercluster und die Node-Management angezeigt:



clusterl::> network interface show -failover

Failover
Vserver

Group

clusterl

Logical

Interface

clusterl clusl

cluster mgmt

wide Default

Targets:

Default

Targets:

Default

Targets:

clusterl-1
Default

Targets:

clusterl-2
Default

Targets:

IC1

IC2

clusterl-1 mgmtl

clusterl-2 mgmtl

Home

Node:Port

clusterl-1:e0a

clusterl-1:e0m

clusterl-1:e0a

clusterl-1:e0b

clusterl-1:e0m

clusterl-2:e0m

Failover

Policy

local-only

Failover

broadcast-domain-

Failover

local-only

Failover

local-only

Failover

local-only

Failover

local-only

Failover

a. Wenn die Failover-Richtlinien nicht ordnungsgemaf festgelegt wurden, andern Sie die Failover-
Richtlinie mithilfe des network interface modify Befehls mitdem -failover-policy

Parameter.
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clusterl::> network interface modify -vserver clusterl -1if IC1

-failover-policy local-only

Erfahren Sie mehr Gber network interface modify in der "ONTAP-Befehlsreferenz".

4. Geben Sie die LIFs an, die fir die Datenverbindung erforderlich sind, indem vserver services
ndmp modify preferred-interface-role Sie den Befehl mit dem Parameter verwenden.

clusterl::> vserver services ndmp modify -vserver clusterl

-preferred-interface-role intercluster,cluster-mgmt, node-mgmt

5. Uberpriifen Sie mit dem vserver services ndmp show Befehl, ob die bevorzugte
Schnittstellenrolle fir das Cluster festgelegt ist.

clusterl::> vserver services ndmp show -vserver clusterl

Vserver: clusterl
NDMP Version: 4

Preferred Interface Role: intercluster, cluster-mgmt,

node-mgmt
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