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Los geht’s

Visualisierung des ONTAP Netzwerks mit System Manager

Ab ONTAP 9.8 können Sie mit System Manager eine Grafik anzeigen, die die
Komponenten und die Konfiguration des Netzwerks anzeigt. So erhalten Sie eine
Anzeige der Netzwerkverbindungspfade zwischen Hosts, Ports, SVMs, Volumes und
mehr. Ab ONTAP 9.12.1 können Sie die LIF- und Subnetzzuordnung im Netzwerk-
Interfaces-Raster anzeigen.

Die Grafik wird angezeigt, wenn Sie Netzwerk > Übersicht oder im Abschnitt Netzwerk des Dashboards
auswählen  .

In der Grafik sind die folgenden Komponentenkategorien dargestellt:

• Hosts

• Storage-Ports

• Netzwerkschnittstellen

• Storage-VMs

• Datenzugriffskomponenten

In jedem Abschnitt werden weitere Details angezeigt, die Sie mit der Maus bewegen können, oder Sie können
auswählen, um Netzwerkmanagement- und Konfigurationsaufgaben durchzuführen.

Wenn Sie klassischen System-Manager verwenden (nur in ONTAP 9.7 und früher verfügbar), siehe "Verwalten
des Netzwerks".

Beispiele

Im Folgenden sind einige Beispiele aufgeführt, wie Sie mit der Grafik interagieren können, um Details zu den
einzelnen Komponenten anzuzeigen oder Aktionen zur Verwaltung Ihres Netzwerks zu initiieren:

• Klicken Sie auf einen Host, um seine Konfiguration anzuzeigen: Die damit verbundenen Ports,
Netzwerkschnittstellen, Storage VMs und Datenzugriffskomponenten.

• Halten Sie die Maus über die Anzahl der Volumes in einer Storage-VM, um ein Volume auszuwählen, um
seine Details anzuzeigen.

• Wählen Sie eine iSCSI-Schnittstelle aus, um ihre Leistung in der letzten Woche anzuzeigen.

• Klicken Sie neben einer Komponente auf  , um Aktionen zum Ändern dieser Komponente zu initiieren.

• Ermitteln Sie schnell, wo Probleme in Ihrem Netzwerk auftreten können, das durch ein „X“ neben
ungesunden Komponenten gekennzeichnet ist.

System Manager Network Visualization Video
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Erfahren Sie mehr über die Netzwerkkomponenten eines
ONTAP Clusters

Sie sollten sich vor dem Einrichten des Clusters mit den Netzwerkkomponenten eines
Clusters vertraut machen. Die Konfiguration der physischen Netzwerkkomponenten eines
Clusters in logischen Komponenten bietet die Flexibilität und Mandantenfähigkeit von
ONTAP.

Dies sind die verschiedenen Netzwerkkomponenten in einem Cluster:

• Physische Ports

Netzwerkkarten (NICs) und Host Bus Adapter (HBAs) stellen physische Verbindungen (Ethernet und Fibre
Channel) von jedem Node zu den physischen Netzwerken (Management- und Datennetzwerke) zur
Verfügung.

Informationen zu Standortanforderungen, Switch-Informationen, Anschlussverkabelungen und integrierten
Controller-Anschlussverkabelungen finden Sie im Hardware Universe unter "hwu.netapp.com".

• Logische Ports

Virtuelle lokale Netzwerke (VLANs) und Interface Groups bilden die logischen Ports. Schnittstellengruppen
behandeln mehrere physische Ports als einen einzelnen Port, während VLANs einen physischen Port in
mehrere separate Ports unterteilen.

• IPspaces

IPspaces können verwendet werden, um für jede SVM in einem Cluster einen eigenen IP-Adressbereich
zu erstellen. So können Clients in administrativ getrennten Netzwerkdomänen unter Verwendung
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überlappender IP-Adressbereiche aus demselben IP-Adressbereich des Subnetzes auf Cluster-Daten
zugreifen.

• Broadcast-Domänen

Eine Broadcast-Domäne befindet sich in einem IPspace und enthält eine Gruppe von Netzwerkports,
möglicherweise von vielen Knoten im Cluster, die zum selben Layer-2-Netzwerk gehören. Die Ports in der
Gruppe werden in einer SVM für den Datenverkehr verwendet.

• Subnetze

Ein Subnetz wird innerhalb einer Broadcast-Domäne erstellt und enthält einen Pool von IP-Adressen, die
zum gleichen Subnetz der Ebene 3 gehören. Dieser Pool aus IP-Adressen vereinfacht während der LIF-
Erstellung die IP-Adresszuweisung.

• Logische Schnittstellen

Eine logische Schnittstelle (LIF) ist eine IP-Adresse oder ein weltweiter Port-Name (WWPN), der einem
Port zugeordnet ist. Sie ist mit Attributen wie Failover-Gruppen, Failover-Regeln und Firewall-Regeln
verknüpft. Eine LIF kommuniziert über das Netzwerk über den Port (physisch oder logisch), an den es
derzeit gebunden ist.

Die verschiedenen LIFs in einem Cluster sind Daten-LIFs, Management-LIFs für Cluster-Umfang,
Management-LIFs mit Node-Umfang, Intercluster LIFs und Cluster-LIFs. Die Eigentümer der LIFs sind von
der SVM abhängig, wo sich das LIF befindet. Der Besitz von Daten-LIFs sind Data SVMs, LIFs zum
Management von Nodes mit Node-Umfang, das Management von Cluster-Umfang und logische
Intercluster-LIFs gehören den Admin-SVMs, während sich Cluster-LIFs im Besitz der Cluster-SVM
befinden.

• DNS-Zonen

Die DNS-Zone kann während der LIF-Erstellung angegeben werden und geben einen Namen für die LIF
an, die über den DNS-Server des Clusters exportiert werden soll. Mehrere LIFs können denselben Namen
teilen, wodurch die DNS-Lastausgleichfunktion IP-Adressen für den Namen gemäß Last verteilen kann.

SVMs können mehrere DNS-Zonen aufweisen.

• Routing

Jede SVM ist hinsichtlich des Netzwerks selbstständig. Eine SVM ist Eigentümer von LIFs und Routen, die
jeden der konfigurierten externen Server erreichen können.

Die folgende Abbildung zeigt, wie die verschiedenen Netzwerkkomponenten in einem Cluster mit vier
Nodes verbunden sind:
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Best Practices für die ONTAP-Netzwerkverkabelung

Best Practices für die Netzwerkverkabelung trennen den Datenverkehr in die folgenden
Netzwerke: Cluster, Management und Daten.

Sie sollten ein Cluster verkabeln, so dass sich der Cluster-Verkehr in einem separaten Netzwerk von allen
anderen Datenverkehr befindet. Dies ist eine optionale, aber empfohlene Vorgehensweise für das Netzwerk-
Management, die vom Daten- und Intracluster-Datenverkehr getrennt ist. Durch die Wartung separater
Netzwerke lassen sich die Performance steigern, die Administration vereinfachen und der Zugriff auf die Nodes
Sicherheits- und Managementzugriffsrechte verbessern.

Im folgenden Diagramm wird die Netzwerkverkabelung eines HA-Clusters mit vier Nodes dargestellt, der drei
separate Netzwerke umfasst:
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Bei der Verkabelung von Netzwerkverbindungen sollten Sie folgende Richtlinien beachten:

• Jeder Knoten sollte mit drei verschiedenen Netzwerken verbunden sein.

Ein Netzwerk ist für das Management zuständig, eines für den Datenzugriff und eines für die Intracluster-
Kommunikation. Management- und Datennetzwerke können logisch voneinander getrennt sein.

• Sie können für jeden Node mehrere Datennetzwerkverbindungen verwenden, um den Client- (Daten-)
Traffic zu verbessern.

• Ein Cluster kann ohne Datennetzwerkverbindungen erstellt werden, muss aber eine Cluster-Interconnect-
Verbindung enthalten.

• Zu jedem Node sollten immer mindestens zwei Cluster-Verbindungen vorhanden sein.

Weitere Informationen zur Netzwerkverkabelung finden Sie im "AFF und FAS System Documentation Center"
und im "Hardware Universe".
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Bestimmen Sie die LIF Failover-Richtlinie, die in einem
ONTAP-Netzwerk verwendet werden soll

Broadcast-Domänen, Failover-Gruppen und Failover-Richtlinien bestimmen gemeinsam,
welcher Port übernommen wird, wenn der Node oder der Port, auf dem eine LIF
konfiguriert ist, ausfällt.

Eine Broadcast-Domäne listet alle Ports auf, die im selben Layer-2-Ethernet-Netzwerk erreichbar sind. Ein von
einem der Ports gesendete Ethernet-Broadcast-Paket wird von allen anderen Ports in der Broadcast-Domäne
angezeigt. Diese gängige Erreichbarkeit einer Broadcast-Domäne ist für LIFs wichtig, da bei einem Failover
einer LIF auf einen anderen Port in der Broadcast-Domäne immer noch jeder lokale und Remote Host
erreichen könnte, der über den ursprünglichen Port erreichbar war.

Failover-Gruppen definieren die Ports innerhalb einer Broadcast-Domäne, die für sich gegenseitig einen LIF
Failover-Schutz bieten. Jede Broadcast-Domäne besitzt eine Failover-Gruppe, die alle Ports beinhaltet. Diese
Failover-Gruppe, die alle Ports in der Broadcast-Domäne enthält, ist die Standard- und empfohlene Failover-
Gruppe für das LIF. Sie können Failover-Gruppen mit kleineren, von Ihnen definierten Teilmengen erstellen, z.
B. eine Failover-Gruppe von Ports, die dieselbe Link-Geschwindigkeit in einer Broadcast-Domäne haben.

Eine Failover-Richtlinie gibt an, wie eine LIF die Ports einer Failover-Gruppe verwendet, wenn ein Node oder
Port ausfällt. Betrachten Sie die Failover-Richtlinie als einen Filtertyp, der auf eine Failover-Gruppe
angewendet wird. Die Failover-Ziele für eine LIF (der Port-Satz, auf den eine LIF Failover-Ausfallsicherung
durchführen kann) werden durch Anwenden der Failover-Richtlinie des LIF auf die Failover-Gruppe der LIF in
der Broadcast-Domäne bestimmt.

Sie können die Failover-Ziele für ein LIF mit dem folgenden CLI-Befehl anzeigen:

network interface show -failover

NetApp empfiehlt besonders die Verwendung der Standard-Failover-Richtlinie für Ihren LIF-Typ.

Entscheiden Sie, welche LIF Failover-Richtlinie verwendet werden soll

Entscheiden Sie, ob Sie die empfohlene Standard-Failover-Richtlinie verwenden oder ob Sie diese basierend
auf Ihrem LIF-Typ und Ihrer Umgebung ändern sollten.

Entscheidungsbaum für Failover-Richtlinie
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Standardmäßige Failover-Richtlinien nach LIF-Typ

LIF-Typ Standardmäßige Failover-
Richtlinie

Beschreibung

BGP LIFs Deaktiviert Ein Failover von LIF zu einem anderen Port ist nicht
möglich.

Cluster-LIFs Nur lokal LIF führt nur ein Failover zu Ports auf demselben
Node durch.
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Cluster-Management-LIF Broadcast-Domain Wide LIF Failover auf Ports in derselben Broadcast-
Domäne auf jedem Node im Cluster

Intercluster LIFs Nur lokal LIF führt nur ein Failover zu Ports auf demselben
Node durch.

NAS-Daten-LIFs Systemdefiniert LIF Failover auf einen anderen Node, der nicht der
HA-Partner ist.

Node-Management-LIFs Nur lokal LIF führt nur ein Failover zu Ports auf demselben
Node durch.

SAN-Daten-LIFs Deaktiviert Ein Failover von LIF zu einem anderen Port ist nicht
möglich.

Die Failover-Richtlinie „nur sfo-Partner“ ist keine Standardeinstellung, kann aber verwendet werden, wenn die
LIF ein Failover auf einen Port am Home-Node oder SFO-Partner durchführen soll.

Verwandte Informationen

• "Netzwerkschnittstelle wird angezeigt"
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