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Management von FabricPool-Klassen
Mehr uber Daten-Tiering mit ONTAP FabricPool erfahren

FabricPool ermoglicht das automatische Tiering von Daten, je nach Haufigkeit des
Zugriffs auf Daten.

FabricPool ist eine Hybrid-Storage-Losung auf AFF Systemen, die ein All-Flash-Aggregat (nur SSDs)
verwendet. In FAS Systemen wird entweder ein All-Flash- (nur SSDs) oder ein HDD-Aggregat als
Performance-Tier und ein Objektspeicher als Cloud-Tier verwendet. Mit einer FabricPool senken Sie die
Storage-Kosten, ohne dabei EinbulRen bei Performance, Effizienz oder Sicherung hinnehmen zu mussen.

Der Cloud-Tier kann auf NetApp StorageGRID oder ONTAP S3 (ab ONTAP 9.8) oder auf einem der folgenden
Service-Provider gespeichert werden:

+ Alibaba Cloud

* Amazon S3

* Amazon Commercial Cloud Services
* Google Cloud

+ IBM Cloud

» Microsoft Azure Blob Storage

@ Ab ONTAP 9.7 kdnnen weitere Objektspeicher-Provider, die generische S3-APIs unterstiitzen,
durch Auswahl des S3_Compatible Object Store-Providers verwendet werden.

Verwandte Informationen
* "Dokumentation zu NetApp Cloud Tiering"

Voraussetzungen fur die Verwendung von ONTAP
FabricPool

Um lhre FabricPool Konfigurationen optimieren zu kdnnen, sollten Sie sich mit einigen
Uberlegungen und Anforderungen bei der Verwendung von FabricPool vertraut machen.

Aligemeine Uberlegungen und Anforderungen

ONTAP 9,4

 Fir die folgende FabricPool Funktion missen ONTAP 9.4 oder héher Versionen ausgefihrt werden:
° Der auto "tiering-Richtlinie"
> Geben Sie den minimalen Kihlzeitraum fir das Tiering an
o Berichterstellung fir inaktive Daten (IDR)
> Verwendung von Microsoft Azure Blob Storage fir die Cloud als Cloud-Tier fir FabricPool

> Verwendung von FabricPool mit ONTAP Select


https://docs.netapp.com/us-en/data-services-cloud-tiering/concept-cloud-tiering.html

ONTAP 9,5

* Fur die folgende FabricPool Funktion missen ONTAP 9.5 oder héher Versionen ausgefiihrt werden:
> Angeben des Tiering-Auslastungsschwellwerts
> IBM Cloud-Objekt-Storage als Cloud-Tier fur FabricPool
o NetApp Volume Encryption (NVE) des Cloud-Tiers, standardmaRig aktiviert.

ONTAP 9,6

 Fir die folgende FabricPool Funktion missen ONTAP 9.6 oder héher Versionen ausgefiihrt werden:
° Die a1l Tiering-Richtlinie
o Die Berichterstellung fir inaktive Daten wurde manuell auf HDD-Aggregaten aktiviert

o Inaktive Datenberichte sind automatisch fir SSD-Aggregate aktiviert, wenn Sie auf ONTAP 9.6
aktualisieren und das Aggregat zum Zeitpunkt der Erstellung erstellt wird. Ausgenommen sind Low-
End-Systeme mit weniger als 4 CPU, weniger als 6 GB RAM oder wenn die GroRRe des WAFL-Buffer-
Caches weniger als 3 GB betragt.

ONTAP Uberwacht die Systemlast. Wenn die Last 4 kontinuierliche Minuten lang hoch bleibt, ist die
IDR deaktiviert und wird nicht automatisch aktiviert. Sie kdnnen IDR manuell wieder aktivieren. Manuell
aktivierte IDR wird jedoch nicht automatisch deaktiviert.

> Nutzung von Alibaba Cloud-Objekt-Storage als Cloud-Tier fur FabricPool

o Nutzung der Google Cloud Platform als Cloud Tier fiir FabricPool

> Volume-Verschiebung ohne Cloud-Tiering-Datenkopie

ONTAP 9,7

* Fur die folgende FabricPool Funktion missen ONTAP 9.7 oder héher Versionen ausgefuhrt werden:

o Nicht transparenter HTTP- und HTTPS-Proxy flir den Zugriff auf nur Whitelisted Access Points und zur
Bereitstellung von Audit- und Reporting-Funktionen.

o FabricPool Spiegelung auf Tiering selten genutzter Daten auf zwei Objektspeicher gleichzeitig
o FabricPool spiegelt sich auf MetroCluster-Konfigurationen

o NDMP Dump und Wiederherstellung aktiviert standardmaRig auf FabricPool angeschlossenen
Aggregaten.

Wenn die Backup-Applikation ein anderes Protokoll als NDMP verwendet, wie z. B. NFS
oder SMB, werden alle in der Performance-Tier gesicherten Daten haufig verfligbar und

@ koénnen das Tiering dieser Daten in die Cloud-Tier beeintrachtigen. Lesevorgange ohne
NDMP kénnen dazu fiihren, dass die Datenmigration vom Cloud-Tier zurtick auf die
Performance-Tier verlagert wird.

"NDMP Backup und Restore Unterstitzung fur FabricPool"
ONTAP 9,8

 FUr die folgende FabricPool-Funktion missen Sie ONTAP 9.8 oder héher ausfiihren:

> Cloud-Abruf


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/NDMP_Backup_and_Restore_supported_for_FabricPool%3F

o FabricPool mit SnapLock Enterprise: Flr FabricPool mit SnapLock Enterprise ist eine Feature Product
Variance Request (FPVR) erforderlich. Wenden Sie sich an Ihr Vertriebsteam, um eine FPVR zu
erstellen.

o Mindestkuhldauer maximal 183 Tage
> Objekt-Tagging mit benutzerdefinierten Tags
o HDD-FabricPool-Aggregate

HDD FabricPools werden nur auf Systemen mit 6 oder mehr CPU-Kernen mit SAS-, FSAS-, BSAS-
und MSATA-Festplatten unterstitzt.

Uberpriifen Sie, "Hardware Universe" ob die neuesten unterstitzten Modelle verfligbar sind.

ONTAP 9.10.1

» Sie mussen ONTAP 9.10.1 oder héher verwenden, um die folgenden FabricPool-Funktionen nutzen zu
konnen:

o Drosselung SETZEN
o Temperaturempfindliche Speichereffizienz (TSSE).

ONTAP 9.12.1

» Sie mussen ONTAP 9.12.1 oder hoher verwenden, um die folgenden FabricPool-Funktionen nutzen zu
kdénnen:

o SVM-Migration
o Unterstltzung fur FabricPool, FlexGroup und SVM-DR ist in Zusammenarbeit moglich. (Vor 9.12.1
konnten zwei dieser Funktionen miteinander kombiniert werden, aber nicht alle drei miteinander.)

ONTAP 9.14.1

» Sie missen ONTAP 9.14.1 oder héher verwenden, um die folgenden FabricPool-Funktionen nutzen zu
kdnnen:

o Cloud-Schreiben

o Aggressives Vorauslesen

Lokale Tiers (Aggregate)
FabricPool unterstitzt die folgenden Aggregattypen:
« Auf AFF Systemen kénnen Sie SSD-Aggregate nur fir FabricPool verwenden.

» Auf FAS Systemen koénnen Sie entweder SSD- oder HDD-Aggregate fur FabricPool verwenden.

* Bei Cloud Volumes ONTAP und ONTAP Select kdnnen Sie entweder SSD- oder HDD-Aggregate flr
FabricPool verwenden. Die Verwendung von SSD-Aggregaten wird empfohlen.

@ Flash Pool Aggregate, die sowohl SSDs als auch HDDs enthalten, werden nicht unterstttzt.


https://hwu.netapp.com/Home/Index

Cloud-Tiers
FabricPool unterstiitzt die Nutzung der folgenden Objektspeicher als Cloud-Tier:

+ Alibaba Cloud Objekt-Storage-Service (Standard, Infrequent Access)

* Amazon S3 (Standard, Standard-IA, One Zone-IA, Intelligent Tiering, Glacier Instant Retrieval)
+ Kommerzielle Amazon Cloud Services (C2S)

* Google Cloud Storage (Multi-Regional, Regional, Nearline, Coldline, Archiv)

IBM Cloud Objekt-Storage (Standard, Vault, Cold Vault, Flex)

* Microsoft Azure Blob Storage (Hot und Cool)

* NetApp ONTAP S3 (ONTAP 9.8 und hoéher)

* NetApp StorageGRID (StorageGRID 10.3 und héher)

@ Glacier Flexible Retrieval und Glacier Deep Archive werden nicht unterstitzt.

* Der Objektspeicher ,bucket” (Container), den Sie verwenden méchten, muss bereits eingerichtet,
mindestens 10 GB Speicherplatz aufweisen und darf nicht umbenannt werden.

 Eine Cloud-Tier kann nach der Anbindung nicht von einer lokalen Tier getrennt werden. Sie kdnnen jedoch
"FabricPool Spiegel"eine lokale Tier einer anderen Cloud-Tier zuordnen.

Intercluster LIFs

Hochverfugbarkeitspaare (HA) fur Cluster, die FabricPool verwenden, erfordern zwei Intercluster LIFs fur die
Verbindung mit der Cloud-Ebene. NetApp empfiehlt, eine Intercluster LIF auf zusatzliche HA-Paare zu
erstellen, um nahtlos Cloud-Tiers mit lokalen Tiers dieser Nodes zu verbinden.

Durch das Deaktivieren oder Loschen einer Intercluster-LIF wird die Kommunikation mit der Cloud-Ebene
unterbrochen.

Da gleichzeitige SnapMirror- und SnapVault-Replizierungsvorgange die Netzwerkverbindung zur
Cloud-Tier nutzen, sind Initialisierung und RTO von der verfligbaren Bandbreite und Latenz zur

@ Cloud-Tier abhangig. Wenn die Verbindungsressourcen erschopft sind, kann es zu
Leistungseinbufen kommen. Durch die proaktive Konfiguration mehrerer LIFs kénnen diese Art
von Netzwerksattigung deutlich verringert werden.

Wenn Sie mehr als eine Intercluster LIF auf einem Node mit anderem Routing verwenden, empfiehlt NetApp,
diese in verschiedenen IPspaces zu platzieren. Wahrend der Konfiguration kann FabricPool aus mehreren
IPspaces wahlen, es ist jedoch nicht moglich, spezifische Intercluster LIFs innerhalb eines IPspaces
auszuwahlen.

Netzwerkzeitprotokoll (NTP)

Um sicherzustellen, dass die Zeit zwischen den Clustern synchronisiert wird, ist eine NTP-Konfiguration
(Network Time Protocol) erforderlich. "Erfahren Sie, wie Sie NTP konfigurieren" .

ONTAP Storage-Effizienzfunktionen

Storage-Effizienzfunktionen wie Komprimierung, Deduplizierung und Data-Compaction bleiben beim
Verschieben von Daten in die Cloud-Tier erhalten. Dadurch sinken die erforderliche Objekt-Storage-Kapazitat


https://docs.netapp.com/de-de/ontap/system-admin/manage-cluster-time-concept.html

und die Transportkosten.

@ Ab ONTAP 9.15.1 unterstitzt FabricPool die Intel QuickAssist-Technologie (QAT4), die eine
aggressivere und leistungsstarkere Speichereffizienz ermdglicht.

Die Inline-Deduplizierung von Aggregaten wird auf der lokalen Tier unterstitzt, die damit verbundene Storage-
Effizienz wird jedoch nicht auf Objekte Gbertragen, die auf der Cloud-Tier gespeichert sind.

Wird die Richtlinie fir das Tiering aller Volumes genutzt, so kann die mit Hintergrunddeduplizierung
verbundene Storage-Effizienz verringert werden, da die Daten hochstwahrscheinlich auf das Tiering
verschoben werden, bevor die zusatzliche Storage-Effizienz angewendet werden kann.

NetApp Cloud Tiering-Lizenz

FabricPool erfordert eine kapazitatsbasierte Lizenz, wenn Objektspeicheranbieter von Drittanbietern (wie
Amazon S3) als Cloud-Ebenen flir AFF und FAS Systeme angeschlossen werden. Eine Cloud-Tiering-Lizenz
ist nicht erforderlich, wenn Sie StorageGRID oder ONTAP S3 als Cloud-Tier verwenden oder wenn Sie mit
Cloud Volumes ONTAP, Amazon FSx for NetApp ONTAP oder Azure NetApp Files Tiering durchfihren.

NetApp Cloud Tiering-Lizenzen (einschliellich Add-Ons oder Erweiterungen zu bereits vorhandenen
FabricPool Lizenzen) werden in der NetApp Konsole aktiviert. Erfahren Sie mehr Gber"Einrichten von Cloud
Tiering-Lizenzen" .

StorageGRID Konsistenzkontrollen

Die Konsistenzsteuerungen von StorageGRID haben Einfluss darauf, wie die Metadaten, die StorageGRID
zum Nachverfolgen von Objekten verwendet, zwischen Nodes verteilt werden, und auf die Verfligbarkeit von
Objekten fur Client-Anforderungen. NetApp empfiehlt die Verwendung der standardmafigen
Konsistenzsteuerung fur Buckets, die als FabricPool-Ziele verwendet werden, ,Read-after-New-write®.

@ Verwenden Sie nicht die verfigbare Konsistenzsteuerung fiir Buckets, die als FabricPool-Ziele
verwendet werden.

Zusitzliche Uberlegungen zum Tiering von Daten, auf die SAN-Protokolle
zugegriffen wird

Beim Tiering von Daten, auf die iber SAN-Protokolle zugegriffen wird, empfiehlt NetApp die Nutzung von
Private Clouds wie ONTAP S3 oder StorageGRID aus Grinden der Konnektivitat.

Beachten Sie, dass bei der Verwendung von FabricPool in einer SAN-Umgebung mit einem
Windows-Host der Objektspeicher beim Tiering von Daten in die Cloud fur einen langeren

@ Zeitraum nicht verfligbar sein kann und dass die Dateien auf der NetApp LUN auf dem
Windows-Host moglicherweise nicht mehr zuganglich sind oder verschwinden. Siehe
die"NetApp Knowledge Base: Wahrend FabricPool S3-Objektspeicher nicht verfligbar war,
meldete der Windows SAN-Host eine Beschadigung des Dateisystems" .

Quality of Service

» Bei Verwendung von Throughput Floors (QoS Min) muss die Tiering-Richtlinie auf den Volumes auf
festgelegt werden none, bevor das Aggregat an FabricPool angehangt werden kann.

Andere Tiering-Richtlinien verhindern, dass das Aggregat an FabricPool angeschlossen wird. Eine QoS-


https://docs.netapp.com/us-en/data-services-cloud-tiering/task-licensing-cloud-tiering.html
https://docs.netapp.com/us-en/data-services-cloud-tiering/task-licensing-cloud-tiering.html
https://kb.netapp.com/onprem/ontap/os/During_FabricPool_S3_object_store_unavailable_Windows_SAN_host_reported_filesystem_corruption
https://kb.netapp.com/onprem/ontap/os/During_FabricPool_S3_object_store_unavailable_Windows_SAN_host_reported_filesystem_corruption

Richtlinie erzwingt keine Durchsatzraten, wenn FabricPool aktiviert ist.

Funktionalitat oder Funktionen, die nicht von FabricPool unterstiitzt werden

* Objektspeicher mit WORM-Fahigkeit und Objektversionierung aktiviert.

* Richtlinien fiir das Information Lifecycle Management (ILM), die auf Objektspeicher-Buckets angewendet
werden

FabricPool unterstiitzt die Information Lifecycle Management-Richtlinien von StorageGRID nur fiur die
Datenreplizierung und Erasure Coding, um Daten der Cloud-Tier vor Ausfallen zu schiitzen. FabricPool
unterstitzt jedoch erweiterte ILM-Regeln wie z. B. das Filtern nach Benutzer-Metadaten oder Tags. ILM
umfasst in der Regel verschiedene Richtlinien zur Verschiebung und Léschung. Fur die Daten im Cloud-
Tier von FabricPool kdnnen diese Richtlinien storend sein. Durch die Verwendung von FabricPool mit ILM-
Richtlinien, die auf Objektspeichern konfiguriert sind, kann es zu Datenverlusten kommen.

Transition der Daten von 7-Mode mit den CLI-Befehlen von ONTAP oder dem 7-Mode Transition Tool

* RAID SyncMirror, aul3er in einer MetroCluster Konfiguration

SnapLock Volumes bei Verwendung von ONTAP 9.7 und friiheren Versionen

"Manipulationssichere Snapshots"

Manipulationssichere Snapshots bieten unveranderliche Schutzmechanismen, die nicht geldscht werden
kénnen. Da FabricPool Daten I6schen muss, kdnnen FabricPool- und Snapshot-Sperren nicht auf
demselben Volume aktiviert werden.

Tape-Backup mit SMTape fur FabricPool-fahige Aggregate

 Die Auto Balance Funktion

* Volumes mit einer anderen Speicherplatzgarantie als none
Mit Ausnahme von Root-SVM-Volumes und CIFS-Audit-Staging-Volumes unterstiitzt FabricPool nicht die
Anbindung einer Cloud-Ebene an ein Aggregat, das Volumes enthalt, und verwendet dabei nur eine
Speicherplatzgarantie none. Zum Beispiel volume (-space-guarantee volume'wird ein Volume mit
einer Raumgarantie von) nicht unterstitzt.

* Cluster mit "DP_optimierte Lizenz"

* Flash Pool-Aggregate

Effizientes Tiering von Daten mit ONTAP FabricPool
Richtlinien

Die Tiering-Richtlinien von FabricPool ermoglichen ein effizientes Verschieben von Daten
Uber Tiers hinweg, wenn diese selten oder ,kalt* sind. Wenn Sie die Tiering-Richtlinien
kennen, kdnnen Sie die passende Richtlinie fur Ihre Storage-Management-
Anforderungen auswahlen.

Arten von FabricPool Tiering-Richtlinien

FabricPool Tiering-Richtlinien bestimmen, wann oder ob die Benutzerdatenblécke eines Volumes in FabricPool
basierend auf dem Volume ,Temperature” (aktiv) oder ,kalt* (inaktiv) in den Cloud-Tier verschoben werden.


https://docs.netapp.com/de-de/ontap/snaplock/snapshot-lock-concept.html
https://docs.netapp.com/de-de/ontap/data-protection/snapmirror-licensing-concept.html#data-protection-optimized-license

Das Volumen ,temperature” erhdht sich, wenn es haufig aufgerufen wird und sinkt, wenn es nicht. Einige
Tiering-Richtlinien weisen einen zugehoérigen Mindestkuhlzeitraum fiir das Tiering auf. In diesem Fall wird die
Zeit festgelegt, die Benutzerdaten in einem Volume von FabricPool inaktiv bleiben missen, damit die Daten als
,Cold" gelten und in die Cloud-Tier verschoben werden.

Nachdem ein Block als ,kalt* identifiziert wurde, wird er als ,geeignet fur Tiering“ markiert. Ein taglicher
Hintergrund-Tiering Scan sucht nach kalten Blécken. Wenn genug 4-KB-Bldcke vom selben Volume erfasst
wurden, werden sie in ein 4-MB-Objekt verkettet und basierend auf der Volume-Tiering-Richtlinie in die Cloud-
Ebene verschoben.

Daten in Volumes mithilfe der a11 Tiering-Richtlinie werden sofort als ,kalt* markiert und
@ beginnen so schnell wie moglich mit dem Tiering in die Cloud-Tier. Es muss nicht darauf
gewartet werden, dass der tagliche Tiering Scan ausgefihrt wird.

Sie kbnnen den volume object-store tiering show Tiering-Status eines FabricPool Volumes mit dem
Befehl anzeigen. Erfahren Sie mehr Uber volume object-store tiering show in der "ONTAP-
Befehlsreferenz".

Die FabricPool Tiering-Richtlinie wird auf Volume-Ebene festgelegt. Vier Optionen stehen zur Verfligung:

* Uber die snapshot-only Tiering-Richtlinie (Standard) werden Benutzerdaten der Volume-Snapshots, die
nicht dem aktiven Filesystem zugeordnet sind, in die Cloud-Tier verschoben.

Der Tiering-Mindestkuhlzeitraum betragt 2 Tage. Sie kénnen die Standardeinstellung fuir den minimalen
Klhlzeitraum des Tiering mit dem -tiering-minimum-cooling-days Parameter auf der erweiterten
Berechtigungsebene der volume create volume modify Befehle und andern. Glltige Werte sind 2 bis
183 Tage mit ONTAP 9.8 und hdher. Wenn Sie eine ONTAP-Version vor 9.8 verwenden, sind die glltigen
Werte 2 bis 63 Tage.

* Die auto Tiering-Richtlinie, die nur ab ONTAP 9.4 unterstutzt wird, verschiebt kalte Benutzerdaten sowohl
in den Snapshots als auch in das aktive Filesystem in die Cloud-Tier.

Die minimale Abkuhlzeit fir das Tiering betragt standardmaRig 31 Tage und gilt fir das gesamte Volume,
sowohl fiir das aktive Dateisystem als auch fir die Snapshots.

Sie kénnen die Standardeinstellung fur den minimalen Kihlzeitraum des Tiering mit dem -tiering
-minimum-cooling-days Parameter auf der erweiterten Berechtigungsebene der volume create
volume modify Befehle und andern. Giltige Werte sind 2 bis 183 Tage.

* Durch die al1 Tiering-Richtlinie, die nur mit ONTAP 9.6 und hdher unterstitzt wird, werden alle
Datenblécke des Benutzers sowohl im aktiven Filesystem als auch von Snapshots in die Cloud-Tier
verschoben. Sie ersetzt die backup Tiering-Richtlinie.

Die a1l Volume-Tiering-Richtlinie sollte nicht auf Lese-/Schreib-Volumes mit normalem Client-
Datenverkehr verwendet werden.

Die minimale Abkiihlzeit fir das Tiering gilt nicht, da die Daten sofort nach der Tiering-Uberpriifung in die
Cloud-Tier verschoben werden und Sie die Einstellung nicht andern kénnen.

* Bei der none Tiering-Richtlinie werden die Daten eines Volumes in der Performance-Tier und nicht selten
in die Cloud-Tier verschoben.

Durch Festlegen der Tiering-Richtlinie none wird ein neues Tiering verhindert. Volume-Daten, die zuvor in
die Cloud-Tier verschoben wurden, bleiben in der Cloud-Tier, bis sie haufig verwendet werden und


https://docs.netapp.com/us-en/ontap-cli//volume-object-store-tiering-show.html
https://docs.netapp.com/us-en/ontap-cli//volume-object-store-tiering-show.html

automatisch zuriick auf die lokale Tier verschoben werden.

Der minimale Kihlzeitraum fUr das Tiering entfallt, da die Daten niemals in das Cloud-Tier verschoben
werden und Sie die Einstellung nicht andern kénnen.

Wenn selten genutzte Bldcke auf einem Volume mit einer Tiering-Richtlinie zum none Lesen ,hei}®
werden, werden sie ,heil* und auf die lokale Tier geschrieben.

Die volume show Ausgabe des Befehls zeigt die Tiering-Richtlinie eines Volumes an. Ein Volume, das noch
nie mit FabricPool verwendet wurde, zeigt die none Tiering-Richtlinie in der Ausgabe an.

@ In einer SVM-DR-Beziehung miissen Quell- und Ziel-Volumes keine FabricPool-Aggregate

verwenden, sondern sie mussen dieselbe Tiering-Richtlinie verwenden.

Was passiert, wenn Sie die Tiering-Richtlinie eines Volumes in FabricPool andern

Sie kénnen die Tiering-Richtlinie eines Volumes durch einen volume modify Vorgang andern. Sie missen
wissen, wie sich die Anderung der Tiering-Richtlinie auf den Zeitraum auswirkt, den Daten fiir ,kalte“ Daten
und zur Cloud-Tier verschoben werden muissen.

Wenn die Tiering-Richtlinie von snapshot-only bzw. none auf gedndert auto wird, sendet ONTAP
Benutzerdaten in einem aktiven Filesystem, die bereits selten in die Cloud-Tier kommen, selbst wenn diese
Benutzerdatenbldcke zuvor fir die Cloud-Tier nicht zur Verfligung standen.

Wenn die Tiering-Richtlinie in eine andere Richtlinie gedndert a11 wird, verschiebt ONTAP so schnell wie
mdglich alle Anwenderblécke im aktiven Filesystem und in den Snapshots in die Cloud. Vor ONTAP 9.8
mussten Blocke warten, bis der néchste Tiering-Scan ausgefiihrt wurde.

Das Verschieben von Bldcken in die Performance-Tier ist nicht zulassig.

Durch ein Andern der Tiering-Richtlinie von auto in snapshot-only bzw. none ohne werden aktive
Filesystem-Bldcke, die bereits in die Cloud-Tier verschoben werden, wieder auf die Performance-Tier
verschoben.

Volume-Lesezugriffe sind erforderlich, damit die Daten zurtick auf die Performance-Tier verschoben
werden.

Jedes Mal, wenn Sie die Tiering-Richtlinie fur ein Volume andern, wird die minimale Kihldauer des Tiers
auf den Standardwert fur die Richtlinie zuriickgesetzt.

Was passiert mit der Tiering-Richtlinie, wenn Sie ein Volume verschieben

Sofern Sie keine andere Tiering-Richtlinie explizit angeben, behéalt ein Volume seine urspriingliche Tiering-
Richtlinie bei, wenn es in ein FabricPool-fahiges Aggregat verschoben oder aus diesem entfernt wird.

Die Tiering-Richtlinie wirkt sich jedoch nur dann aus, wenn das Volume in einem FabricPool-fahigen
Aggregat besteht.

* Der vorhandene Wert des -tiering-minimum-cooling-days Parameters fir ein Volume wird mit dem

Volume verschoben, sofern Sie fur das Ziel keine andere Tiering-Richtlinie angeben.

Wenn Sie eine andere Tiering-Richtlinie angeben, verwendet das Volume den standardmafRigen minimalen
Kuhlzeitraum fur das Tiering fur diese Richtlinie. Das ist der Fall, ob das Ziel FabricPool ist oder nicht.



 Sie kénnen ein Volume zwischen Aggregaten verschieben und gleichzeitig die Tiering-Richtlinie andern.

* Bei einer volume move Operation mit der auto Tiering Policy sollten Sie besondere Aufmerksamkeit
schenken.

Unter der Annahme, dass sowohl die Quelle als auch das Ziel FabricPool-fahige Aggregate sind, fasst die
folgende Tabelle das Ergebnis einer volume move Operation zusammen, die Richtliniendnderungen in
Bezug auf umfasst auto:

Wenn Sie ein Volume mit einer Und Sie andern die Tiering- Dann nach der Volume-
Tiering-Richtlinie von Richtlinie mit dem Verschieben Verschiebung...
verschieben... auf...

all auto Alle Daten werden in die

Performance-Tier verschoben.

snapshot-only, none Oder auto Datenbldcke werden in dieselbe

auto Tier des Ziels verschoben, wie sie
sich zuvor an der Quelle
befanden.

auto Oder all snapshot-only Alle Daten werden in die

Performance-Tier verschoben.

auto all Alle Benutzerdaten werden auf
das Cloud-Tier verschoben.

snapshot-only,auto Oder all none Alle Daten werden auf der
Performance-Tier aufbewahrt.

Was geschieht mit der Tiering-Richtlinie beim Klonen eines Volumes

* Ab ONTAP 9.8 libernimmt ein Klon-Volume immer sowohl die Tiering-Richtlinie als auch die Cloud-
Abrufrichtlinie des Ubergeordneten Volume.

In alteren Versionen als ONTAP 9.8 tibernimmt ein Klon die Tiering-Richtlinie vom Gbergeordneten Volume,
aulder wenn das Ubergeordnete Objekt Uber die a11 Tiering-Richtlinie verflgt.

* Verflgt das Ubergeordnete Volume Uber die never Cloud-Abrufrichtlinie, muss sein Klon never-Volume
entweder Uber die Cloud-Abrufrichtlinie oder die al1 Tiering-Richtlinie und eine entsprechende Cloud-
Abrufrichtlinie verfligen default.

* Die Abrufrichtlinie des Ubergeordneten Volumes kann nicht auf gedndert werden never, es sei denn, alle
zugehorigen Klon-Volumes verfligen Uber eine Cloud-Abrufrichtlinie never.

Beachten Sie beim Klonen von Volumes die folgenden Best Practices:

* Die —-tiering-policy tiering-minimum-cooling-days Option und die Option des Klons steuern
nur das Tiering-Verhalten von Blécken, die nur beim Klon vorhanden sind. Daher empfehlen wir die
Verwendung von Tiering-Einstellungen bei den Ubergeordneten FlexVol, bei denen entweder die gleiche
Datenmenge verschoben oder weniger Daten verschoben werden als bei den Klonen



* Die Richtlinie zum Abrufen der Cloud auf der Ubergeordneten FlexVol sollte entweder die gleiche
Datenmenge verschieben oder mehr Daten verschieben als die Abrufrichtlinie eines der Klone

Funktionsweise von Tiering-Richtlinien bei der Cloud-Migration

Der FabricPool Cloud-Datenabruf wird durch Tiering-Richtlinien gesteuert, die den Datenabruf vom Cloud-Tier
zu Performance-Tier basierend auf dem Lesemuster bestimmen. Lesemuster kdnnen sequenziell oder zufallig

sein.

In der folgenden Tabelle sind die Tiering-Richtlinien und die Regeln fir den Abruf von Cloud-Daten fur jede

Richtlinie aufgefihrt.

Tiering-Richtlinie

Keine

Nur snapshot

automatisch

Alle

Verhalten beim Abrufen

Sequenzielle und zufallige Lesevorgange
Sequenzielle und zuféllige Lesevorgange
Wahlfreier Lesezugriff

Kein Datenabruf

Ab ONTAP 9.8 cloud-retrieval-policy Uberschreibt die Kontrolloption fir die Cloud-Migration das von
der Tiering-Richtlinie gesteuerte Standard-Cloud-Migrations- oder -Abrufverhalten.

In der folgenden Tabelle sind die unterstitzten Richtlinien zum Abrufen in der Cloud und deren Abrufverhalten

aufgefuhrt.

Cloud-Abrufrichtlinie
Standard

On-Read

Nie

Werben
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Verhalten beim Abrufen

Die Tiering-Richtlinie entscheidet, welche Daten
zurtickverschoben werden sollen. Damit bleibt beim
Abrufen von Cloud-Daten mit ,default, *"
‘cloud-retrieval-policy. Diese Richtlinie ist
der Standardwert fiir alle Volumes, unabhangig vom
Typ des gehosteten Aggregats.

Alle clientfokussierten Daten werden vom Cloud-Tier
auf die Performance-Tier Ubertragen.

Es werden keine Client-getriebenen Daten von der
Cloud-Tier zur Performance-Tier Ubertragen

* Bei der Tiering-Richtlinie ,none, “ werden alle
Cloud-Daten von der Cloud-Tier zur Performance-
Tier Ubertragen

* Far die Tiering-Richtlinie ,nur s napshot® werden
AFS-Daten abgezogen.



Erfahren Sie mehr tUber die in diesem Verfahren beschriebenen Befehle im "ONTAP-Befehlsreferenz".

Erfahren Sie mehr uber die Konfigurations- und
Verwaltungsaufgaben von ONTAP FabricPool

Sie kdnnen das FabricPool Workflow-Diagramm verwenden, um Konfigurations- und
Managementaufgaben zu planen.

Configure FabricPool. Manage FabricPool.

Prepare for FabricPool

configuration. . Determine how much

data in a volume is
* inactive.
Start > . Add or move volumes to
Set up an object store as the FabricPool as needed.
capacity tier for FabricPool. *  Monitor the space
utilization for FabricPoaol.
. Moadify a volume's tiering
¢ policy or tiering minimum

cooling period.
Attach the capacity tier to an

aggregate to form FabricPool.

Konfigurieren Sie FabricPool

Vorbereitung auf die FabricPool-Konfiguration

Legen Sie los — mit ONTAP FabricPool

Bei der Konfiguration von FabricPool kann gemanagt werden, auf welchen Storage-Tiers
(der lokale Performance-Tier oder das Cloud-Tier) Daten gespeichert werden sollen,
basierend darauf, ob haufig auf den Daten zugegriffen wird.

Die fur die FabricPool-Konfiguration erforderliche Vorbereitung ist abhangig vom Objektspeicher, den Sie als
Cloud-Tier verwenden.

Installieren Sie eine FabricPool-Lizenz auf einem ONTAP-Cluster

Die FabricPool -Lizenz, die Sie moglicherweise in der Vergangenheit verwendet haben,
andert sich und wird nur fur Konfigurationen beibehalten, die in der NetApp Konsole nicht
unterstutzt werden. Ab dem 21. August 2021 wurde die NetApp Cloud Tiering BYOL-
Lizenzierung fir Tiering-Konfigurationen eingeflhrt, die innerhalb der NetApp Console
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mithilfe von NetApp Cloud Tiering unterstutzt werden.
"Erfahren Sie mehr Gber die BYOL-Lizenzierung von NetApp Cloud Tiering" .

Von der NetApp Konsole unterstlitzte Konfigurationen miissen die Konsole zum Lizenzieren von Tiering flr
ONTAP Cluster verwenden. Dazu missen Sie ein NetApp Konsolenkonto einrichten und die Tiering-
Einstellung fir den jeweiligen Objektspeicheranbieter festlegen, den Sie verwenden mdchten. Die Konsole
unterstltzt derzeit die Einstufung in die folgenden Objektspeicher: Amazon S3, Azure Blob Storage, Google
Cloud Storage, S3-kompatibler Objektspeicher und StorageGRID.

"Erfahren Sie mehr Gber den NetApp Cloud Tiering Service" .

Sie kdnnen eine FabricPool -Lizenz mit System Manager herunterladen und aktivieren, wenn Sie eine der
Konfigurationen haben, die in der Konsole nicht unterstitzt wird:

* ONTAP-Installationen in Dark Sites

* ONTAP-Cluster, die Daten-Tiering zu IBM Cloud Objekt-Storage oder Alibaba Cloud Objekt-Storage sind
Bei der FabricPool Lizenz handelt es sich um eine Cluster-weite Lizenz. Es enthalt ein berechtigtes
Nutzungslimit, das Sie fiir Objekt-Storage erwerben, der mit FabricPool im Cluster verknupft ist. Die

Verwendung im Cluster darf die Kapazitat des berechtigten Nutzungslimits nicht Gberschreiten. Wenn Sie die
Nutzungsbeschrankung der Lizenz erhéhen muissen, sollten Sie sich an lhren Vertriebsmitarbeiter wenden.

FabricPool-Lizenzen sind im unbefristeten oder langfristigen Format von 1 oder 3 Jahren erhaltlich.

Fir FabricPool -Erstbestellungen fir vorhandene Clusterkonfigurationen, die in der NetApp Konsole nicht
unterstitzt werden, ist eine FabricPool -Lizenz mit einer Laufzeit von 10 TB freier Kapazitat verfligbar. Bei
unbefristeten Lizenzen ist keine freie Kapazitat verfigbar. Eine Lizenz ist nicht erforderlich, wenn Sie NetApp
StorageGRID oder ONTAP S3 fiir die Cloud-Ebene verwenden. Fir Cloud Volumes ONTAP ist keine
FabricPool -Lizenz erforderlich, unabhangig vom verwendeten Anbieter.

Diese Aufgabe wird nur unterstitzt, indem die Lizenzdatei mithilfe von System Manager auf das Cluster
hochgeladen wird.

Schritte

1. Laden Sie die NetApp-Lizenzdatei (NLF) fir die FabricPool-Lizenz von der herunter"NetApp Support-
Website".

2. Fuhren Sie die folgenden Aktionen mit System Manager durch, um die FabricPool Lizenz auf das Cluster
hochzuladen:

a. Klicken Sie im Bereich Cluster > Einstellungen auf der Lizenzen-Karte auf .
b. Klicken Sie auf der Seite Lizenz auf 4 add .

c. Klicken Sie im Dialogfeld Lizenz hinzufiigen auf Durchsuchen, um die heruntergeladene Lizenzdatei
auszuwahlen, und klicken Sie dann auf Hinzufiigen, um die Datei auf den Cluster hochzuladen.

Verwandte Informationen
"Ubersicht (iber die ONTAP FabricPool (FP)-Lizenzierung"

"Suche nach NetApp Softwarelizenzen"

"NetApp TechComm TV: FabricPool Playlist"
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Installieren Sie ein CA-Zertifikat auf einem ONTAP-Cluster fiir StorageGRID

Durch die Verwendung von CA-Zertifikaten wird eine vertrauenswirdige Beziehung
zwischen Client-Anwendungen und StorageGRID erstellt.

Wenn Sie die Zertifikatsprifung flr StorageGRID nicht deaktivieren méchten, missen Sie ein StorageGRID-
CA-Zertifikat auf dem Cluster installieren, damit ONTAP sich mit StorageGRID als Objektspeicher fiir
FabricPool authentifizieren kann.

Obwohl StorageGRID selbstsignierte Zertifikate generieren kann, empfiehlt sich die Verwendung signierter
Zertifikate einer Zertifizierungsstelle eines Drittanbieters.

Uber diese Aufgabe

Obwohl die Installation und Verwendung von Zertifizierungsstellenzertifikaten als Best Practices empfohlen
werden, ist ab ONTAP 9.4 die Installation von Zertifizierungsstellenzertifikaten flr StorageGRID nicht
erforderlich.

Schritte

1. Wenden Sie sich an lhren StorageGRID-Administrator, um die "CA-Zertifikat des StorageGRID Systems"zu
erhalten.

2. Verwenden Sie den security certificate install Befehl mit dem -type server-ca Parameter,
um das StorageGRID CA-Zertifikat im Cluster zu installieren.

Der vollstandig qualifizierte Domanenname (FQDN), den Sie eingeben, muss mit dem benutzerdefinierten
gemeinsamen Namen des StorageGRID-CA-Zertifikats Gbereinstimmen.

Aktualisieren eines abgelaufenen Zertifikats

Um ein abgelaufenes Zertifikat zu aktualisieren, empfiehlt es sich, eine vertrauenswurdige CA zum Generieren
des neuen Serverzertifikats zu verwenden. Darlber hinaus sollten Sie sicherstellen, dass das Zertifikat auf
dem StorageGRID Server und auf dem ONTAP Cluster gleichzeitig aktualisiert wird, um Ausfallzeiten auf ein
Minimum zu reduzieren.

Verwandte Informationen
» "StorageGRID-Ressourcen"

« "Sicherheitszertifikat installieren"

Installieren Sie ein CA-Zertifikat auf einem Cluster fiir ONTAP S3

Durch die Verwendung von CA-Zertifikaten wird eine vertrauenswiurdige Beziehung
zwischen Client-Anwendungen und dem ONTAP S3-Objektspeicher-Server hergestellt.
Ein CA-Zertifikat sollte auf ONTAP installiert werden, bevor es als Objektspeicher
verwendet wird, auf den Remote-Clients zugreifen konnen.

Wenn Sie die Zertifikatsprifung fiir ONTAP S3 nicht deaktivieren méchten, missen Sie ein ONTAP S3-CA-
Zertifikat auf dem Cluster installieren, damit sich ONTAP mit ONTAP S3 als Objektspeicher fur FabricPool
authentifizieren kann.

Obwohl ONTAP selbstsignierte Zertifikate generieren kann, empfiehlt sich die Verwendung signierter Zertifikate
einer Zertifizierungsstelle eines Drittanbieters.

Schritte
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1. Holen Sie das CA-Zertifikat des ONTAP S3-Systems ab.
2. Verwenden Sie den security certificate install Befehl mit dem -type server-ca Parameter,
um das ONTAP S3 CA-Zertifikat auf dem Cluster zu installieren.

Der vollstédndig qualifizierte Domé&nenname (FQDN), den Sie eingeben, muss mit dem benutzerdefinierten
gemeinsamen Namen des ONTAP S3-CA-Zertifikats Ubereinstimmen.

Aktualisieren eines abgelaufenen Zertifikats

Um ein abgelaufenes Zertifikat zu aktualisieren, empfiehlt es sich, eine vertrauenswtirdige CA zum Generieren
des neuen Serverzertifikats zu verwenden. Dartber hinaus sollten Sie sicherstellen, dass das Zertifikat auf
dem ONTAP S3 Server und auf dem ONTAP Cluster gleichzeitig aktualisiert wird, um Ausfallzeiten auf ein
Minimum zu reduzieren.

Sie kénnen System Manager verwenden, um ein abgelaufenes Zertifikat auf einem ONTAP Cluster zu
erneuern.

Schritte
1. Navigieren Sie zu Cluster > Einstellungen.

2. Blattern Sie zum Abschnitt Sicherheit, suchen Sie den Bereich Zertifikate, und klicken Sie auf 3.

3. Suchen Sie auf der Registerkarte Vertrauenswiirdige Zertifizierungsstellen den Namen des Zertifikats,
das Sie erneuern mochten.

4. Klicken Sie neben dem Zertifikatnamen auf : und wahlen Sie erneuern.

5. Kopieren Sie im Fenster Renew Trusted Certificate Authority die Zertifikatinformationen und importieren
Sie sie in den Bereich Certificate Details.

6. Klicken Sie Auf Erneuern.

Verwandte Informationen

+ "S3-Konfiguration"

» "Sicherheitszertifikat installieren"

Objektspeicher als Cloud-Tier fiir FabricPool einrichten

Objektspeicher als Cloud Tier einrichten, um Ubersicht iiber FabricPool zu erhalten

Im Rahmen der Einrichtung von FabricPool werden die Konfigurationsinformationen fur
den Objektspeicher (StorageGRID, ONTAP S3, Alibaba Cloud Object Storage, Amazon
S3, Google Cloud Storage, IBM Cloud Object Storage oder Microsoft Azure Blob Storage
fur die Cloud) angegeben, den Sie als Cloud-Tier fur FabricPool nutzen mochten.

StorageGRID als ONTAP FabricPool-Cloud-Tier einrichten

Sie kdnnen StorageGRID als Cloud-Ebene fur FabricPool einrichten. Beim Tiering von
Daten, auf die SAN-Protokolle zugegriffen wird, empfiehlt NetApp aufgrund von
Konnektivitatsiberlegungen die Verwendung von Private Clouds wie StorageGRID.

Uberlegungen zur Verwendung von StorageGRID mit FabricPool

« Sie mUssen ein CA-Zertifikat fir StorageGRID installieren, es sei denn, Sie deaktivieren explizit die
Zertifikatprufung.
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 Aktivieren Sie die StorageGRID-Objektversionierung im Objektspeicher-Bucket nicht.
* Es ist keine FabricPool Lizenz erforderlich.

* Wenn ein StorageGRID Node in einer Virtual Machine mit zugewiesenem Storage aus einem NetApp AFF
System bereitgestellt wird, vergewissern Sie sich, dass auf dem Volume keine FabricPool Tiering Policy
aktiviert ist.

Das Deaktivieren von FabricPool Tiering fur Volumes, die in Verbindung mit StorageGRID Nodes
verwendet werden, vereinfacht die Fehlerbehebung und Storage-Vorgange.

Verwenden Sie FabricPool niemals, um StorageGRID-bezogene Daten in das Tiering zurlick

@ zu StorageGRID selbst zu verschieben. Das Tiering von StorageGRID-Daten zurtick in die
StorageGRID verbessert die Fehlerbehebung und reduziert die Komplexitat von
betrieblichen Ablaufen.

Uber diese Aufgabe

Der Lastausgleich ist flr StorageGRID in ONTAP 9.8 und héher aktiviert. Wenn der Hostname des Servers auf
mehr als eine IP-Adresse auflost, stellt ONTAP Client-Verbindungen mit allen zuriickgegebenen IP-Adressen
her (bis zu 16 IP-Adressen). Die IP-Adressen werden bei Verbindungsaufbau in einer Round-Robin-Methode
erfasst.

Schritte

Sie kénnen StorageGRID als Cloud-Tier fur FabricPool mit ONTAP System Manager oder Uber die ONTAP CLI
einrichten.
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System Manager
1. Klicken Sie auf Storage > Tiers > Cloud Tier hinzufiigen und wahlen Sie StorageGRID als
Objektspeicher-Provider aus.
2. Fillen Sie die angeforderten Informationen aus.

3. Wenn Sie einen Cloud-Spiegel erstellen mochten, klicken Sie auf als FabricPool-Spiegel
hinzufiugen.

Ein FabricPool Mirror stellt eine Methode flir Sie zum nahtlosen Austausch eines Datenspeichers dar und
stellt sicher, dass im Falle eines Ausfalls Ihre Daten verfligbar sind.

CLI

1. Geben Sie die StorageGRID-Konfigurationsinformationen storage aggregate object-store
config create mit dem Befehl mit dem -provider-type SGWS Parameter an.

° Der storage aggregate object-store config create Befehl schlagt fehl, wenn ONTAP
mit den angegebenen Informationen nicht auf die StorageGRID zugreifen kann.

° Sie verwenden den —access-key Parameter, um den Zugriffsschllissel zum Autorisieren von
Anfragen an den StorageGRID-Objektspeicher anzugeben.

° Sie verwenden den -secret-password Parameter, um das Passwort (geheimer
Zugriffsschlussel) fur die Authentifizierung von Anfragen an den StorageGRID-Objektspeicher
anzugeben.

> Wenn das StorageGRID-Passwort gedndert wird, sollten Sie das entsprechende Passwort, das in
ONTAP gespeichert ist, sofort aktualisieren.

So kann ONTAP unterbrechungsfrei auf die Daten in StorageGRID zugreifen.

° Wenn Sie den -is-certificate-validation-enabled Parameter auf festlegen, false
wird die Zertifikatliberpriifung fir StorageGRID deaktiviert. Die Verwendung von signierten
Zertifikaten (-is-certificate-validation-enabled true)von einer
Drittzertifizierungsstelle ist eine empfohlene Best Practice.

clusterl::> storage aggregate object-store config create
-object-store-name mySGWS -provider-type SGWS -server mySGWSserver
-container-name mySGWScontainer -access-key mySGWSkey
-secret-password mySGWSpass

2. Zeigen Sie mit dem storage aggregate object-store config show Befehl die
StorageGRID-Konfigurationsinformationen an und tGberprifen Sie sie.

‘storage aggregate object-store config modify Mit dem Befehl konnen
Sie die StorageGRID-Konfigurationsinformationen fir FabricPool
andern.

Verwandte Informationen
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* "Speicheraggregat Objektspeicher Konfiguration erstellen”
» "Speicheraggregat Objektspeicher Konfiguration andern"

 "Speicheraggregat Objektspeicher Konfiguration anzeigen"

ONTAP S3 als FabricPool-Cloud-Tier einrichten

Wenn Sie ONTAP 9.8 oder hoher verwenden, konnen Sie ONTAP S3 als Cloud-Tier fur
FabricPool einrichten.

Bevor Sie beginnen

» Sie missen im Remote-Cluster den ONTAP S3-Servernamen und die IP-Adresse der zugehdrigen LIFs
haben.

Der Servername wird von Client-Anwendungen als vollstandig qualifizierter Domanenname
@ (FQDN) verwendet. Aufderhalb von ONTAP sollten Sie DNS-Eintrage zu den verwendeten
SVM-Daten-LIFs bestatigen.

* Es muss sich auf dem lokalen Cluster befindenlIntracluster-LIFs.

Wenn eine lokale Cluster-Tier (in der ONTAP CLI auch als Storage-Aggregat bezeichnet) fiir lokales
Cluster-Tiering konfiguriert wird, wird sie mit einem lokalen Bucket verbunden. FabricPool verwendet
Cluster LIFs fur Intracluster-Traffic.

Wenn die LIF-Ressourcen des Clusters gesattigt werden, kann es zu Performance-
Einbuflen kommen. Zur Vermeidung dieses Vorfalls empfiehlt NetApp beim Tiering auf einen

@ lokalen Bucket mit vier Nodes oder mehr sowie ein HA-Paar fur die lokale Tier und ein HA-
Paar fiir den lokalen Bucket. Das Tiering in lokale Buckets auf einem einzelnen HA-Paar
wird nicht empfohlen.

* Um Remote-Tiering fur FabricPool-Kapazitat (Cloud) mit ONTAP S3 zu aktivieren, missen Sie
"Konfigurieren Sie Intercluster LIFs"auf dem FabricPool-Client und "Konfigurieren Sie Daten-LIFs" auf dem
Objektspeicher-Server sein.

Uber diese Aufgabe

Der Lastausgleich ist flir ONTAP S3 Server in ONTAP 9.8 und hoéher aktiviert. Wenn der Hostname des
Servers auf mehr als eine IP-Adresse auflost, stellt ONTAP Client-Verbindungen mit allen zurlickgegebenen
IP-Adressen her (bis zu 16 IP-Adressen). Die IP-Adressen werden bei Verbindungsaufbau in einer Round-
Robin-Methode erfasst.

Schritte

Sie kbnnen ONTAP S3 als Cloud-Tier fiir FabricPool mit ONTAP System Manager oder Gber die ONTAP-CLI
einrichten.
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System Manager

1. Klicken Sie auf Storage > Tiers > Cloud Tier hinzufiigen und wahlen Sie ONTAP S3 als
Objektspeicher-Provider aus.

2. Fillen Sie die angeforderten Informationen aus.
3. Wenn Sie einen Cloud-Spiegel erstellen mochten, klicken Sie auf als FabricPool-Spiegel
hinzufiugen.

Ein FabricPool Mirror stellt eine Methode flir Sie zum nahtlosen Austausch eines Datenspeichers dar und
stellt sicher, dass im Falle eines Ausfalls Ihre Daten verfligbar sind.

CLi
1. Flgen Sie Eintrage fur den S3-Server und LIFs Ihrem DNS-Server hinzu.

Option Beschreibung
Wenn Sie einen externen DNS-Server Geben Sie den S3-Servernamen und die IP-
verwenden Adressen dem DNS-Serveradministrator ein.

Wenn Sie die DNS-Host-Tabelle Ihres lokalen  Geben Sie den folgenden Befehl ein:
Systems verwenden

dns host create -vserver
<svm name> -address ip address
-hostname <s3 server name>

2. Geben Sie die Konfigurationsinformationen fiir ONTAP S3 mit dem storage aggregate object-
store config create Befehl mitdem -provider-type ONTAP S3 Parameter an.

° Der storage aggregate object-store config create Befehl schlagt fehl, wenn das
lokale ONTAP-System nicht auf den ONTAP S3-Server mit den angegebenen Informationen
zugreifen kann.

° Mit dem -access-key Parameter geben Sie den Zugriffsschlissel fur die Autorisierung von
Anfragen an den ONTAP S3-Server an.

° Mitdem -secret-password Parameter geben Sie das Passwort (geheimer Zugriffsschliissel)
fur die Authentifizierung von Anfragen an den ONTAP S3-Server an.

o Wenn das ONTAP S3-Serverpasswort geandert wird, sollten Sie das entsprechende Passwort,
das im lokalen ONTAP-System gespeichert ist, sofort aktualisieren.

Dies ermdglicht den Zugriff auf die Daten im ONTAP S3-Objektspeicher ohne Unterbrechung.

° Wenn Sie den -is-certificate-validation-enabled Parameter auf festlegen, false
wird die Zertifikatiberprifung fir ONTAP S3 deaktiviert. Die Verwendung von signierten
Zertifikaten (-is-certificate-validation-enabled true)von einer
Drittzertifizierungsstelle ist eine empfohlene Best Practice.
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clusterl::> storage aggregate object-store config create
-object-store-name myS3 -provider-type ONTAP S3 -server myS3server
-container-name myS3container -access-key myS3key
-secret-password myS3pass

3. Mitdem storage aggregate object-store config show Befehl kdnnen Sie die
Konfigurationsinformationen von ONTAP_S3 anzeigen und Uberprufen.

‘storage aggregate object-store config modify Mit dem Befehl kodnnen
Sie die "ONTAP S3° Konfigurationsinformationen fir FabricPool
andern.

Verwandte Informationen
* "LIF fGr SMB erstellen"

« "LIF far NFS erstellen”
 "Speicheraggregat Objektspeicher Konfiguration erstellen”
+ "Speicheraggregat Objektspeicher Konfiguration andern"

+ "Speicheraggregat Objektspeicher Konfiguration anzeigen"

Alibaba Cloud-Objekt-Storage als ONTAP FabricPool-Cloud-Tier einrichten

Wenn Sie ONTAP 9.6 oder hoher verwenden, konnen Sie Alibaba Cloud-Objekt-Storage
als Cloud-Tier flr FabricPool einrichten.

Uberlegungen zur Verwendung von Alibaba Cloud Objekt-Storage mit FabricPool

* A"NetApp Cloud Tiering-Lizenz" ist beim Tiering zu Alibaba Cloud Object Storage erforderlich. Weitere
Informationen finden Sie unter "Installieren Sie eine FabricPool-Lizenz auf einem ONTAP-Cluster" .

» Auf AFF- und FAS-Systemen und ONTAP Select unterstiitzt FabricPool die folgenden Alibaba-
Objektspeicherservice-Klassen:

> Alibaba Object Storage Service Standard

o Alibaba Object Storage Service Infrequent Access

"Alibaba Cloud: Einfihrung in Storage-Klassen"

Wenden Sie sich an lhren NetApp Vertriebsmitarbeiter, um Informationen zu Storage-Klassen zu erhalten, die
nicht aufgeflihrt sind.
Schritte

1. Geben Sie die Konfigurationsinformationen storage aggregate object-store config create
-provider-type AliCloud fir Alibaba Cloud Object Storage mithilfe des Befehls mit dem Parameter
an.

° Der storage aggregate object-store config create Befehl schlagt fehl, wenn ONTAP
nicht mit den bereitgestellten Informationen auf Alibaba Cloud Object Storage zugreifen kann.
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° Sie verwenden den -access-key Parameter, um den Zugriffsschliissel fur die Autorisierung von
Anfragen an den Alibaba Cloud Object Storage-Objektspeicher anzugeben.

> Wenn das Alibaba Cloud Object Storage-Passwort gedndert wird, sollten Sie das entsprechende
Passwort, das in ONTAP gespeichert ist, sofort aktualisieren.

So kann ONTAP ohne Unterbrechung auf die Daten in Alibaba Cloud-Objekt-Storage zugreifen.

storage aggregate object-store config create my ali oss store 1
-provider-type AliCloud -server oss-us-east-l.aliyuncs.com
-container-name my-ali-oss-bucket -access-key DXJRXHPXHYXA9X31X3JX

2. Mitdem storage aggregate object-store config show Befehl konnen Sie die
Konfigurationsinformationen fir Alibaba Cloud Object Storage anzeigen und Uberprifen.

‘storage aggregate object-store config modify Mit dem Befehl kdnnen Sie
die Konfigurationsinformationen zum Alibaba Cloud-Objektspeicher fir
FabricPool &andern.

Verwandte Informationen
+ "Speicheraggregat Objektspeicher Konfiguration erstellen"
» "Speicheraggregat Objektspeicher Konfiguration andern"

» "Speicheraggregat Objektspeicher Konfiguration anzeigen"

Amazon S3 als ONTAP FabricPool-Cloud-Tier einrichten

Sie konnen Amazon S3 als Cloud-Ebene fir FabricPool einrichten. Wenn Sie ONTAP 9.5
oder hoher verwenden, konnen Sie Amazon Commercial Cloud Services (C2S) fur
FabricPool einrichten.

Uberlegungen bei der Verwendung von Amazon S3 mit FabricPool

* A"NetApp Cloud Tiering-Lizenz" ist beim Tiering auf Amazon S3 erforderlich.

» Es wird empfohlen, dass die LIF, die ONTAP zur Verbindung mit dem Amazon S3-Objektserver verwendet,
sich auf einem 10-Gbit/s-Port befindet.

» Auf AFF- und FAS-Systemen und ONTAP Select unterstitzt FabricPool die folgenden Amazon S3-
Storage-Klassen:

> Amazon S3 Standard

> Amazon S3 Standard — infrequent Access (Standard — |A)

o Amazon S3 One Zone — infrequent Access (One Zone — |1A)
o Amazon S3 Intelligent-Tiering

o Amazon Commercial Cloud Services

> Ab ONTAP 9.11.1 unterstitzt Amazon S3 Glacier Instant Retrieval (FabricPool Glacier Flexible
Retrieval oder Glacier Deep Archive nicht.)
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"Amazon Web Services Dokumentation: Amazon S3 Storage Classes"

Wenden Sie sich an lhren Vertriebsmitarbeiter, um Informationen zu Storage-Klassen zu erhalten, die nicht
aufgefihrt sind.

» Auf Cloud Volumes ONTAP unterstutzt FabricPool Tiering von gp2 (General Purpose SSD) und
durchsatzoptimierten HDD (st1) Volumes von Amazon Elastic Block Store (EBS).

Schritte

1. Geben Sie die Konfigurationsinformationen fir Amazon S3 mit dem storage aggregate object-
store config create Befehl mitdem -provider-type AWS S3 Parameter an.

° Sie verwenden den -auth-type CAP Parameter, um Anmeldeinformationen fir den Zugriff auf C2S
zu erhalten.

Wenn Sie den -auth-type CAP Parameter verwenden, missen Sie den —cap-url Parameter
verwenden, um die vollstandige URL anzugeben, um temporare Anmeldeinformationen fir den Zugriff
auf C2S anzufordern.

° Der storage aggregate object-store config create Befehl schlagt fehl, wenn ONTAP mit
den angegebenen Informationen nicht auf Amazon S3 zugreifen kann.

° Mit dem -access-key Parameter geben Sie den Zugriffsschlissel fur die Autorisierung von Anfragen
an den Amazon S3-Objektspeicher an.

° Mit dem -secret-password Parameter geben Sie das Passwort (geheimer Zugriffsschllssel) fir die
Authentifizierung von Anfragen an den Amazon S3-Objektspeicher an.

o Wenn das Amazon S3-Passwort gedndert wird, sollten Sie das entsprechende Passwort, das in
ONTAP gespeichert ist, sofort aktualisieren.

Auf diese Weise kann ONTAP unterbrechungsfrei auf die Daten in Amazon S3 zugreifen.

clusterl::> storage aggregate object-store config create
-object-store-name my aws store -provider-type AWS S3
-server s3.amazonaws.com —-container-name my-aws-bucket
—access-key DXJRXHPXHYXAO9X31X3JX

clusterl::> storage aggregate object-store config create -object-store
-name my c2s store -provider-type AWS S3 -auth-type CAP -cap-url
https://123.45.67.89/api/vl/credentials?agency=XYzZ&mission=TESTACCT&role
=S3FULLACCESS -server my-c2s-s3server-fgdn -container my-c2s-s3-bucket

2. Mitdem storage aggregate object-store config show Befehl kdnnen Sie die
Konfigurationsinformationen fir Amazon S3 anzeigen und Uberprufen.
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"storage aggregate object-store config modify Mit dem Befehl kdnnen Sie
die Amazon S3-Konfigurationsinformationen fiir FabricPool &ndern.

Verwandte Informationen

+ "Speicheraggregat Objektspeicher Konfiguration erstellen"
» "Speicheraggregat Objektspeicher Konfiguration andern"

» "Speicheraggregat Objektspeicher Konfiguration anzeigen"

Google Cloud-Storage als ONTAP FabricPool-Cloud-Tier einrichten

Wenn Sie ONTAP 9.6 oder héher verwenden, kdnnen Sie Google Cloud Storage als
Cloud-Tier fur FabricPool einrichten.

Weitere Uberlegungen bei der Verwendung von Google Cloud Storage mit FabricPool

* A"NetApp Cloud Tiering-Lizenz" ist beim Tiering zu Google Cloud Storage erforderlich.

» Es wird empfohlen, dass sich die logische Schnittstelle, die ONTAP fur die Verbindung mit dem Google
Cloud Storage-Objektserver verwendet, auf einem 10-Gbit/s-Port befindet.

* Auf AFF- und FAS-Systemen und ONTAP Select unterstiitzt FabricPool die folgenden Google-Cloud-
Objektspeicherklassen:

o Google Cloud — Mehrere Regionen
> Google Cloud Regional
> Google Cloud Nearline

> Google Cloud Coldline

"Google Cloud: Speicherklassen"

Schritte

1. Geben Sie die Konfigurationsinformationen von Google Cloud Storage mit dem storage aggregate
object-store config create Befehl mitdem -provider-type GoogleCloud Parameter an.

° Der storage aggregate object-store config create Befehl schlagt fehl, wenn ONTAP
nicht mit den angegebenen Informationen auf Google Cloud Storage zugreifen kann.

° Mit dem -access-key Parameter geben Sie den Zugriffsschllssel flr die Autorisierung von Anfragen
an den Google Cloud Storage-Objektspeicher an.

> Wenn das Passwort fiir den Google Cloud-Speicher geandert wird, sollten Sie das entsprechende
Passwort, das in ONTAP gespeichert ist, sofort aktualisieren.

So kann ONTAP unterbrechungsfrei auf die Daten in Google Cloud Storage zugreifen.

storage aggregate object-store config create my gcp store 1 -provider
-type GoogleCloud -container-name my-gcp-bucketl -access-key
GOOGAUZZUV2USCFGHGQ51118
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2. Mitdem storage aggregate object-store config show Befehl kdnnen Sie die
Konfigurationsinformationen von Google Cloud Storage anzeigen und uberprifen.

"storage aggregate object-store config modify Mit dem Befehl kodnnen Sie
die Konfigurationsinformationen zu Google Cloud Storage flr FabricPool
andern.

Verwandte Informationen

« "Speicheraggregat Objektspeicher Konfiguration erstellen”
+ "Speicheraggregat Objektspeicher Konfiguration andern"

+ "Speicheraggregat Objektspeicher Konfiguration anzeigen"

IBM Cloud Object Storage als Cloud-Tier fiir ONTAP FabricPool einrichten

Wenn Sie ONTAP 9.5 oder hoher verwenden, konnen Sie IBM Cloud Object Storage als

Cloud-Tier fur FabricPool einrichten.

Uberlegungen bei der Verwendung von IBM Cloud Object Storage with FabricPool
* A"NetApp Cloud Tiering-Lizenz" ist beim Tiering auf IBM Cloud Object Storage erforderlich.

» Es wird empfohlen, sich die logische Schnittstelle, die ONTAP fiir die Verbindung mit dem IBM Cloud-
Objektserver verwendet, auf einem 10-Gbit/s-Port zu befinden.

Schritte

1. Geben Sie die Konfigurationsinformationen storage aggregate object-store config create
-provider-type IBM COS fur IBM Cloud Object Storage mithilfe des Befehls mit dem Parameter an.

° Der storage aggregate object-store config create Befehl schlagt fehl, wenn ONTAP
nicht mit den angegebenen Informationen auf IBM Cloud Object Storage zugreifen kann.

° Sie verwenden den -access-key Parameter, um den Zugriffsschlissel fur die Autorisierung von
Anfragen zum IBM Cloud Object Storage-Objektspeicher anzugeben.

° Sie verwenden den -secret-password Parameter, um das Passwort (geheimer Zugriffsschllissel)
fur die Authentifizierung von Anfragen an den IBM Cloud Object Storage-Objektspeicher anzugeben.

> Wenn das IBM Cloud Object Storage-Passwort geandert wird, sollten Sie das entsprechende
Passwort, das in ONTAP gespeichert ist, sofort aktualisieren.

Somit ist es ONTAP mdglich, ohne Unterbrechung auf die Daten in IBM Cloud Object Storage
zuzugreifen.

storage aggregate object-store config create

-object-store-name MyIBM -provider-type IBM COS

-server s3.us-east.objectstorage.softlayer.net

—-container—-name my-ibm-cos-bucket -access-key DXJRXHPXHYXA9X31X3JX

2. Mitdem storage aggregate object-store config show Befehl kdnnen Sie die
Konfigurationsinformationen fur IBM Cloud Object Storage anzeigen und Uberprtfen.
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"storage aggregate object-store config modify Mit dem Befehl kdnnen Sie
die Konfigurationsinformationen fur IBM Cloud Object Storage fir
FabricPool é&ndern.

Verwandte Informationen

+ "Speicheraggregat Objektspeicher Konfiguration erstellen”
+ "Speicheraggregat Objektspeicher Konfiguration andern"

+ "Speicheraggregat Objektspeicher Konfiguration anzeigen"

Azure Blob Storage als ONTAP FabricPool-Cloud-Tier einrichten

Wenn Sie ONTAP 9.4 oder hoher verwenden, konnen Sie Azure Blob Storage als Cloud-
Tier fur FabricPool einrichten.

Uberlegungen zur Verwendung von Microsoft Azure Blob Storage mit FabricPool
* A"NetApp Cloud Tiering-Lizenz" ist beim Tiering zu Azure Blob Storage erforderlich.

* Wenn Sie Azure Blob Storage mit Cloud Volumes ONTAP nutzen, ist keine FabricPool Lizenz erforderlich.

» Es wird empfohlen, sich die logische Schnittstelle, die ONTAP fir die Verbindung mit dem Azure Blob
Storage-Objektserver verwendet, auf einem 10 Gbps-Port zu befinden.

 FabricPool unterstiitzt momentan keinen Azure Stack, also lokale Azure Services.
» Auf der Account-Ebene in Microsoft Azure Blob Storage unterstlitzt FabricPool nur Storage-Tiers fir heille
und kalte Daten.

FabricPool unterstlitzt BLOB Tiering nicht. Zudem wird kein Tiering auf den Archiv-Storage-Tier von Azure
unterstutzt.

Uber diese Aufgabe
FabricPool unterstiitzt momentan keinen Azure Stack, also lokale Azure Services.

Schritte

1. Geben Sie Konfigurationsinformationen zu Azure Blob Storage mit dem storage aggregate object-
store config create Befehl mitdem -provider-type Azure Cloud Parameter an.

° Der storage aggregate object-store config create Befehl schlagt fehl, wenn ONTAP
nicht mit den angegebenen Informationen auf Azure Blob Storage zugreifen kann.
° Sie verwenden den —azure-account Parameter, um das Azure Blob Storage-Konto anzugeben.

° Sie verwenden den —azure-private-key Parameter zur Angabe des Zugriffsschlissels zur
Authentifizierung von Anforderungen an Azure Blob Storage.

o Falls das Azure Blob-Storage-Passwort geandert wird, sollten Sie das entsprechende Passwort, das in
ONTAP gespeichert ist, sofort aktualisieren.

So kann ONTAP unterbrechungsfrei auf die Daten in Azure Blob Storage zugreifen.
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clusterl::> storage aggregate object-store config create
-object-store-name MyAzure -provider-type Azure Cloud

-server blob.core.windows.net -container-name myAzureContainer
—azure-account myAzureAcct -azure-private-key myAzureKey

2. Mitdem storage aggregate object-store config show Befehl kdnnen Sie die
Konfigurationsinformationen flir Azure Blob Storage anzeigen und tGberprifen.

"storage aggregate object-store config modify Mit dem Befehl kdnnen Sie
die Konfigurationsinformationen zu Azure Blob Storage fiir FabricPool
andern.

Verwandte Informationen
» "Speicheraggregat Objektspeicher Konfiguration erstellen”

» "Speicheraggregat Objektspeicher Konfiguration andern"

 "Speicheraggregat Objektspeicher Konfiguration anzeigen"

Einrichten von Objektspeichern fiir ONTAP FabricPool in einer MetroCluster-Konfiguration

Wenn Sie ONTAP 9.7 oder hoher ausfuhren, kdnnen Sie eine gespiegelte FabricPool auf
einer MetroCluster Konfiguration einrichten, um kalte Daten auf Objektspeichern in zwei
verschiedenen Fehlerzonen zu verteilen.

Uber diese Aufgabe

 Fur FabricPool in MetroCluster muss das zugrunde liegende gespiegelte Aggregat und die zugehdrige
Objektspeicherkonfiguration Eigentum derselben MetroCluster Konfiguration sein.

» Ein Aggregat kann nicht an einen Objektspeicher angehangt werden, der am Remote-MetroCluster-
Standort erstellt wird.

« Sie miUssen Objektspeicherkonfigurationen auf der MetroCluster-Konfiguration erstellen, die das Aggregat
enthalt.

Bevor Sie beginnen
* Die MetroCluster-Konfiguration ist eingerichtet und ordnungsgemaf konfiguriert.

» Auf den entsprechenden MetroCluster-Sites werden zwei Objektspeichern eingerichtet.
« Container werden fir jeden der Objektspeicher konfiguriert.

* In den beiden MetroCluster-Konfigurationen werden IP-Leerzeichen erstellt oder identifiziert, deren Namen
Ubereinstimmen.

Schritt
1. Geben Sie mit dem storage object-store config create Befehl die Konfigurationsinformationen
zum Objektspeicher auf den einzelnen MetroCluster-Standorten an.

In diesem Beispiel ist eine FabricPool nur auf einem Cluster in der MetroCluster-Konfiguration erforderlich.
Fir dieses Cluster werden zwei Objektspeicher-Konfigurationen erstellt, eine fir jeden Objektspeicher-
Bucket.

25


https://docs.netapp.com/us-en/ontap-cli/storage-aggregate-object-store-config-create.html
https://docs.netapp.com/us-en/ontap-cli/snapmirror-object-store-config-modify.html
https://docs.netapp.com/us-en/ontap-cli/storage-aggregate-object-store-config-show.html

storage aggregate

object-store config create -object-store-name mccl-ostore-config-sl
-provider-type SGWS -server

<SGWS-server-1> -container-name <SGWS-bucket-1> -access-key <key>
-secret-password <password> —-encrypt

<true|false> -provider <provider-type> -is-ssl-enabled <true|false>
ipspace

<IPSpace>

storage aggregate object-store config create -object-store-name mccl-
ostore-config-s2

-provider-type SGWS -server <SGWS-server-2> -container-name <SGWS-
bucket-2> -access-key <key> -secret-password <password> —-encrypt
<true|false> -provider <provider-type>

-is-ssl-enabled <true|false> ipspace <IPSpace>

Dieses Beispiel richtet FabricPool auf dem zweiten Cluster in der MetroCluster Konfiguration ein.

storage aggregate

object-store config create -object-store-name mcc2-ostore-config-sl
-provider-type SGWS -server

<SGWS-server-1> -container-name <SGWS-bucket-3> -access-key <key>
-secret-password <password> —-encrypt

<truel|false> -provider <provider-type> -is-ssl-enabled <true|false>
ipspace

<IPSpace>

storage aggregate

object-store config create -object-store-name mcc2-ostore-config-s2
-provider-type SGWS -server

<SGWS-server-2> -container-name <SGWS-bucket-4> -access-key <key>
—-secret-password <password> —-encrypt

<true|false> -provider <provider-type> -is-ssl-enabled <true|false>
ipspace

<IPSpace>

Verwandte Informationen
+ "Speicherobjekt-Speicherkonfiguration erstellen”
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Testen Sie die ONTAP Cloud-Tier Latenz und Durchsatz-Performance

Bevor Sie einen Objektspeicher an eine lokale Tier anhangen, kdnnen Sie die Latenz und
die Durchsatz-Performance des Objektspeichers mit dem Objektspeicher-Profiler testen.

Die Ergebnisse des Objektspeicher-Profilers sind eine Messung der Konnektivitat zwischen
ONTAP und dem Cloud-Tier-Objektspeicher mit 4-MB-Puts und Byte-Reichzwischen 4 MB und
256 KB. (Nur interne ONTAP-Funktionen wie SnapMirror nutzen kdnnen, sind immer gro3er als

@ 32 KB.)

Die Ergebnisse des Objektspeicher-Profilers sind kein perfekter Indikator fir die Performance
des Tiering, da sie konkurrierende Workloads oder einzigartiges Verhalten von Client-
Applikationen nicht berlcksichtigen.

Bevor Sie beginnen

» Sie mussen die Cloud-Tier zu ONTAP hinzufiigen, bevor Sie sie mit dem Objektspeicher-Profiler
verwenden konnen.

« Sie missen sich im erweiterten Berechtigungsmodus fiir die ONTAP CLI befinden.

Schritte
1. Starten Sie den Profiler des Objektspeichers:

storage aggregate object-store profiler start -object-store-name <name> -node
<name>

2. Ergebnisse anzeigen:

storage aggregate object-store profiler show

Verwandte Informationen

+ "Speicheraggregat Objektspeicher Profiler anzeigen"

+ "Speicheraggregat Objektspeicher Profiler starten”

Verkniipfen Sie das ONTAP Cloud-Tier mit einer lokalen Tier

Nachdem Sie einen Objektspeicher als Cloud-Tier eingerichtet haben, geben Sie die zu
verwendende lokale Tier an, indem Sie ihn an FabricPool anhangen. In ONTAP 9.5 und
hoher kdnnen Sie auch lokale Tiers einbinden, die qualifizierte FlexGroup Volume-
Komponenten enthalten.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate”, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von lhrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Uber diese Aufgabe

Das Verbinden eines Cloud-Tiers mit einer lokalen Tier ist eine dauerhafte Aktion. Die Anbindung einer Cloud-
Tier an eine lokale Tier kann nicht aufgehoben werden. Sie kénnen jedoch "FabricPool Spiegel"eine lokale Tier
einer anderen Cloud-Tier zuweisen.
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Bevor Sie beginnen

Wenn Sie mit der ONTAP-CLI einen lokalen Tier fiir FabricPool einrichten, muss der lokale Tier bereits
vorhanden sein.

@ Wenn Sie mit System Manager eine lokale Ebene fur FabricPool einrichten, kdnnen Sie die
lokale Ebene erstellen und sie gleichzeitig fiir FabricPool festlegen.

Schritte

Sie kdnnen eine lokale Tier mit ONTAP System Manager oder der ONTAP CLI an einen FabricPool
Objektspeicher anhangen.
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System Manager
1. Navigieren Sie zu Storage > Tiers, wahlen Sie einen Cloud-Tier aus, und klicken Sie dann auf .

2. Wahlen Sie * Lokale Ebenen anhé&ngen*.

3. Uberpriifen Sie unter * als Primar hinzufiigen*, ob die Volumes anfiigen kénnen.
4. Wahlen Sie bei Bedarf Convert Volumes to Thin Provisioning aus.
5

. Klicken Sie Auf Speichern.

CLI
So schlieBen Sie einen Objektspeicher tiber die CLI an ein Aggregat an:

1. Optional: Um zu sehen, wie viele Daten in einem Volume inaktiv sind, folgen Sie den Schritten in
"Bestimmen der Menge an Daten in einem Volume, die inaktiv sind, mithilfe der inaktiven
Datenberichterstellung".

Wenn Sie sehen, wie viele Daten in einem Volume inaktiv sind, kdnnen Sie entscheiden, welches
Aggregat flir FabricPool verwendet werden soll.

2. Hangen Sie den Objektspeicher mit dem storage aggregate object-store attach Befehlan
ein Aggregat an.

Wenn das Aggregat nie mit FabricPool verwendet wurde und vorhandene Volumes enthalt, werden

den Volumes die Standard- “snapshot-only  Tiering-Richtlinie zugewiesen.

clusterl::> storage aggregate object-store attach -aggregate myaggr
-object-store-name Amazon01Bl1

Sie kénnen allow-flexgroup true Aggregate mit FlexGroup Volume-Komponenten jederzeit
anhangen.

3. Zeigen Sie die Informationen zum Objektspeicher an, und tberprifen Sie mit dem storage
aggregate object-store show Befehl, ob der angeschlossene Objektspeicher verfugbar ist.

clusterl::> storage aggregate object-store show

Aggregate Object Store Name Availability State

myaggr Amazon01B1 available

Verwandte Informationen
 "Speicheraggregat-Objektspeicher anhangen"

+ "Speicheraggregat-Objektspeicher anzeigen"

Daten in einen lokalen ONTAP S3-Bucket einordnen

Ab ONTAP 9.8 konnen Sie Daten-Tiering mithilfe von ONTAP S3 auf lokalen Objeki-
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Storage verschieben.

Das Tiering von Daten in einen lokalen Bucket ist eine einfache Alternative zum Verschieben von Daten auf
eine andere lokale Tier. Bei diesem Verfahren wird entweder ein vorhandener Bucket im lokalen Cluster
verwendet oder ONTAP kann automatisch eine neue Storage-VM und einen neuen Bucket erstellen.

Beachten Sie, dass die Verknupfung nach dem Anhangen des primaren lokalen Buckets nicht mehr
aufgehoben werden kann.

Bevor Sie beginnen

» Fir diesen Workflow ist eine S3-Lizenz erforderlich, die einen neuen S3-Server und einen neuen Bucket
erstellt oder vorhandene verwendet. Diese Lizenz ist in enthalten"ONTAP One". Fur diesen Workflow ist
keine FabricPool-Lizenz erforderlich.

+ "Aktivieren Sie ONTAP S3-Zugriff fur lokales FabricPool Tiering".

Schritte

1. Daten in einen lokalen Bucket einstufen: Klicken Sie auf Speicher > Tiers, wahlen Sie im Bereich SSD
einen lokalen Tier aus, klicken Sie auf :, und wahlen Sie Tier in lokalen Bucket aus.

2. Wahlen Sie im Abschnitt Primary Tier entweder existing oder New.
3. Klicken Sie Auf Speichern.

Managen Sie FabricPool

Analyse inaktiver ONTAP-Daten mit Berichten zu inaktiven Daten

Da Sie feststellen, wie viele Daten in einem Volume inaktiv sind, kdnnen Sie die Storage-
Tiers nutzen. Anhand von Informationen in Berichten fur inaktive Daten kdnnen Sie
entscheiden, welches Aggregat fur FabricPool verwendet werden soll, ob ein Volume in
die FabricPool verschoben werden soll oder ob die Tiering-Richtlinie eines Volumes
geandert werden soll.

Bevor Sie beginnen

Sie missen ONTAP 9.4 oder hdher ausfuhren, um die Funktion zur Berichterstellung inaktiver Daten
verwenden zu kénnen.

Uber diese Aufgabe
« Berichte Uber inaktive Daten werden auf einigen Aggregaten nicht unterstttzt.

Inaktive Datenberichte kdnnen nicht aktiviert werden, wenn FabricPool nicht aktiviert werden kann,
einschlieBlich der folgenden Instanzen:

o Root-Aggregate

o MetroCluster Aggregate mit ONTAP Versionen vor 9.7

> Flash Pool (hybride Aggregate oder SnapLock Aggregate)

« Berichte fur inaktive Daten sind standardmaRig auf Aggregaten aktiviert, bei denen die anpassungsfahige
Komprimierung fur alle Volumes aktiviert ist.

* Die Berichterstellung fir inaktive Daten ist auf allen SSD-Aggregaten in ONTAP 9.6 standardmaRig
aktiviert.
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« Berichte fur inaktive Daten sind standardmaRig auf FabricPool Aggregaten in ONTAP 9.4 und ONTAP 9.5
aktiviert.

 Sie kdnnen inaktive Datenberichte auf nicht-FabricPool-Aggregaten tber die ONTAP-CLI einschlielich
HDD-Aggregaten aktivieren. Dies beginnt mit ONTAP 9.6.

Verfahren

Sie kdnnen ermitteln, wie viele Daten mit ONTAP System Manager oder der ONTAP CLI inaktiv sind.
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System Manager
1. Wahlen Sie eine der folgenden Optionen:

o Wenn Sie uber vorhandene HDD-Aggregate verfligen, navigieren Sie zu Speicher > Tiers und
klicken Sie auf : das Aggregat, auf dem Sie inaktive Datenberichte aktivieren mochten.

> Wenn keine Cloud-Tiers konfiguriert sind, navigieren Sie zu Dashboard und klicken Sie unter
Kapazitat auf den Link inaktive Datenberichterstattung aktivieren.

CLI
So aktivieren Sie die Berichterstellung fiir inaktive Daten mithilfe der CLI:

1. Wenn das Aggregat, flr das Sie inaktive Datenberichte anzeigen méchten, in FabricPool nicht
verwendet wird, aktivieren Sie die Berichterstellung fur inaktive Daten fir das Aggregat, indem Sie
den storage aggregate modify Befehl mitdem -is-inactive-data-reporting-enabled
true Parameter verwenden.

clusterl::> storage aggregate modify -aggregate aggrl -is-inactive
-data-reporting-enabled true

Sie mussen die Berichterstellungsfunktion fiir inaktive Daten auf einem Aggregat, das nicht fur
FabricPool verwendet wird, explizit aktivieren.

Sie kénnen und missen auch die inaktive Datenberichterstellung auf einem FabricPool-fahigen
Aggregat nicht aktivieren, da das Aggregat bereits inaktive Datenberichte enthalt. Der -is
-inactive-data-reporting-enabled Parameter funktioniert nicht bei FabricPool-aktivierten
Aggregaten.

Der -fields is-inactive-data-reporting-enabled Parameter des storage aggregate
show Befehls gibt an, ob fir ein Aggregat inaktive Datenberichte aktiviert sind.

2. Um anzuzeigen, wie viele Daten auf einem Volume inaktiv sind, verwenden Sie den volume show
Befehl mit dem -fields performance-tier-inactive-user-data,performance-tier-
inactive-user-data-percent Parameter.

clusterl::> volume show -fields performance-tier-inactive-user-

data,performance-tier-inactive-user-data-percent

vserver volume performance-tier-inactive-user-data performance-tier-
inactive-user-data-percent

vsiml volO OB 0%
vsl vslrvl OB 0%
vsl vvl 10.34MB 0%
vsl vv2 10.38MB 0%

4 entries were displayed.

° Das performance-tier-inactive-user-data Feld gibt an, wie viele im Aggregat



gespeicherte Benutzerdaten inaktiv sind.

° Das performance-tier—-inactive-user—-data-percent Feld zeigt an, wie viel Prozent der
Daten im aktiven Dateisystem und in den Snapshots inaktiv sind.

> Bei einem Aggregat, das nicht fiir FabricPool verwendet wird, wird fir die Berichterstellung
inaktiver Daten die Tiering-Richtlinie verwendet, um festzulegen, wie viele Daten als ,kalt*
gemeldet werden sollen.

= Fur die none Tiering-Richtlinie werden 31 Tage verwendet.

* Fir die snapshot-only und auto, inaktive Datenberichterstattung verwendet tiering-
minimum-cooling-days.

* Fir die ALL Richtlinie wird bei inaktiven Berichten davon ausgegangen, dass die Daten
innerhalb eines Tages verschoben werden.

Bis der Zeitraum erreicht ist, zeigt die Ausgabe ,,-“ fiir die Menge der inaktiven Daten anstelle
eines Wertes an.

> Wenn ein Volume Teil von FabricPool ist, hangt der, was ONTAP als inaktiv meldet, von der
Tiering-Richtlinie ab, die auf einem Volume festgelegt ist.

* Fur die none Tiering-Richtlinie meldet ONTAP mindestens 31 Tage lang, wie viel des
gesamten Volumes inaktiv ist. Sie kbnnen den -tiering-minimum-cooling-days
Parameter nicht mit der none Tiering-Richtlinie verwenden.

* Fir die ALL, snapshot-only und auto Tiering-Richtlinien werden inaktive Datenberichte
nicht unterstitzt.

Verwandte Informationen
» "Speicheraggregat andern”

Managen Sie Volumes fur FabricPool

Erstellen Sie ein Volume auf einer lokalen ONTAP-Tier mit FabricPool-Unterstiitzung

Sie kdnnen Volumes zu FabricPool hinzufigen, indem Sie neue Volumes direkt in der
lokalen Tier mit FabricPool-Unterstutzung erstellen oder vorhandene Volumes von einem
anderen lokalen Tier in die lokale Tier mit FabricPool-Unterstltzung verschieben.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate®, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von lhrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Wenn Sie ein Volume flr FabricPool erstellen, haben Sie die Mdglichkeit, eine Tiering-Richtlinie anzugeben.
Wird keine Tiering-Richtlinie angegeben, verwendet das erstellte Volume die Standard- snapshot-

only Tiering-Richtlinie. Fir ein Volume mit der ‘snapshot-only auto Tiering-Richtlinie
oder kdnnen Sie auch den minimalen Kuhlzeitraum fir das Tiering festlegen.

Bevor Sie beginnen

* Wenn Sie ein Volume zur Verwendung der auto Tiering-Richtlinie festlegen oder den minimalen
Kuhlzeitraum fur das Tiering festlegen, ist ONTAP 9 erforderlich.4 oder héher.
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* Die Verwendung von FlexGroup Volumes erfordert ONTAP 9.5 oder hdher.

* "all’'Um ein Volume zur Verwendung der Tiering-Richtlinie festzulegen, ist ONTAP 9.6 oder hoher
erforderlich.

* “-cloud-retrieval-policy’'Um ein Volume zur Verwendung des Parameters einzustellen, ist ONTAP 9
erforderlich.8 oder hdher.

Schritte

1. Erstellen Sie mit dem volume create Befehl ein neues Volume fir FabricPool.

o “-tiering-policy’ Mit dem optionalen Parameter konnen Sie die Tiering-Richtlinie fir das Volume
angeben.

Sie kénnen eine der folgenden Tiering-Richtlinien angeben:

* snapshot-only (Standard)
" auto

"all

* backup (Veraltet)

" none
"Arten von FabricPool Tiering-Richtlinien"

° Der —cloud-retrieval-policy optionale Parameter ermdglicht Cluster-Administratoren mit der
erweiterten Berechtigungsebene, das von der Tiering-Richtlinie gesteuerte Standard-Cloud-
Migrationsverhalten oder -Abrufverhalten aul3er Kraft zu setzen.

Sie kénnen eine der folgenden Richtlinien fur den Cloud-Abruf angeben:
" default

Die Tiering-Richtlinie bestimmt, welche Daten zurtickverschoben werden. Somit kann durch die
Cloud- "default’ Abrufrichtlinie keine Anderung am Abrufen von Cloud-Daten vorgenommen werden.
Das bedeutet, dass das Verhalten mit den vor ONTAP 9.8 Versionen identisch ist:

* Ist die Tiering-Richtlinie none oder snapshot-only, dann bedeutet ,default®, dass alle
clientgesteuerten Lesevorgange aus der Cloud-Tier in die Performance-Tier Uibertragen
werden.

* Wenn die Tiering-Richtlinie ist auto, dann wird jeder Client-gesteuerte zufallige Lesezugriff
gezogen, aber nicht sequenzielle Lesevorgange.

* Bei einer Tiering-Richtlinie a11 werden keine Client-basierten Daten aus der Cloud-Tier
abgerufen.

" on-read
Alle Client-getriebenen Daten werden vom Cloud-Tier auf eine Performance-Tier Gbertragen.
" never

Es werden keine Client-getriebenen Daten von der Cloud-Tier zur Performance-Tier Ubertragen
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" promote

* Fur die Tiering-Richtlinie none werden alle Cloud-Daten aus der Cloud-Tier in die
Performance-Tier verschoben

* FUr die Tiering-Richtlinie snapshot-only werden alle aktiven Dateisystemdaten aus der
Cloud-Tier in die Performance-Tier verschoben.

° —tiering-minimum-cooling-days 'Mit dem optionalen Parameter auf der
erweiterten Berechtigungsebene koénnen Sie den minimalen Kihlzeitraum fir das
*snapshot-only auto Tiering fir ein Volume festlegen, das die Tiering-Richtlinie oder verwendet.

Ab ONTAP 9.8 kdnnen Sie fir die Tiering-Mindestkihltage einen Wert zwischen 2 und 183 angeben.
Wenn Sie eine Version von ONTAP vor 9.8 verwenden, kénnen Sie flr die minimalen Kihltage fur das
Tiering einen Wert zwischen 2 und 63 angeben.

Beispiel zur Erstellung eines Volumes fiir FabricPool

Im folgenden Beispiel wird ein Volume mit der Bezeichnung ,myvo11® in der lokalen Tier mit FabricPool-
Aktivierung von myFabricPool erstellt. Die Tiering-Richtlinie wird festgelegt auto und der minimale
Kuhlzeitraum flr das Tiering wird auf 45 Tage festgelegt:

clusterl::*> volume create -vserver myVS -aggregate myFabricPool
-volume myvoll -tiering-policy auto -tiering-minimum-cooling-days 45

Verwandte Informationen

"Management von FlexGroup Volumes"

Verschieben Sie ein Volume auf eine lokale ONTAP-Tier mit FabricPool-Unterstiitzung

Unter anderem "Volume-Verschiebung"verschiebt ONTAP ein Volume unterbrechungsfrei
von einer lokalen Tier (Quelle) zu einem anderen (Ziel). Volume-Verschiebungen sind aus
verschiedenen Grunden moglich, wenngleich die haufigsten Grunde dafur Hardware
Lifecycle Management, Cluster-Erweiterung und Lastausgleich sind.

Es ist wichtig zu wissen, wie die Volume-Verschiebung mit FabricPool funktioniert, da die Anderungen, die
sowohl auf der lokalen Tier, der Attached Cloud-Ebene als auch auf dem Volume (Volume-Tiering-Richtlinien)
stattfinden, groRe Auswirkungen auf die Funktionalitdt haben kdnnen.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate“, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von lhrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Lokale Ebene des Ziels

Verfligt die lokale Ziel-Tier einer Volume-Verschiebung nicht Uber eine verbundene Cloud-Tier, werden die
Daten des in der Cloud-Tier gespeicherten Quell-Volumes in die lokale Tier der lokalen Ziel-Tier geschrieben.

Ab ONTAP 9.8 verwendet FabricPool, wenn ein Volume "Berichterstellung fur inaktive Daten"aktiviert ist, die

Heatmap des Volumes, um kalte Daten sofort in die Warteschlange einzureihen, um mit dem Tiering zu
beginnen, sobald sie auf die lokale Ziel-Tier geschrieben werden.
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Vor ONTAP 9.8 wird durch das Verschieben eines Volumes auf eine andere lokale Tier die Inaktivitatsdauer
von Blécken auf der lokalen Tier zuriickgesetzt. Ein Volume mit der Tiering-Richtlinie fur automatisches Volume
mit Daten auf der lokalen Tier, das 20 Tage inaktiv, aber noch nicht gestaffelt war, hat beispielsweise die
Temperatur der Daten nach einer Volume-Verschiebung auf O Tage zurtickgesetzt.

Optimierte Verschiebung von Volumes

Ab ONTAP 9.6 werden die Daten des im Bucket gespeicherten Quell-Volume nicht zurtick auf die lokale Tier
verschoben, wenn die lokale Ziel-Tier einer Volume-Verschiebung denselben Bucket verwendet. Tiering-Daten
bleiben im Ruhezustand, und nur heil’e Daten missen von einer lokalen Tier in eine andere verschoben
werden. Diese optimierte Volume-Verschiebung flhrt zu einer erheblichen Netzwerkeffizienz.

Beispielsweise bedeutet eine optimierte Volumeverschiebung von 300 TB, dass zwar 300 TB kalte Daten von
einer lokalen Ebene auf eine andere verschoben werden, dies jedoch keine Lese- und Schreibvorgange von
300 TB im Objektspeicher auslost.

Nicht optimierte Volume-Verschiebungen generieren zusatzlichen Netzwerk- und Computing-Datenverkehr
(Lese-/Schreibvorgange und Schreibvorgange/Puts). Dadurch steigen die Anforderungen an das ONTAP-
Cluster und den Objektspeicher, was moglicherweise die Kosten durch Tiering auf 6ffentliche Objektspeicher in
die Hohe treibt.

Einige Konfigurationen sind nicht mit optimierten Volume-Verschiebungen kompatibel:

« Tiering-Richtlinie wird wahrend der Volume-Verschiebung geandert
* Lokale Quell- und Ziel-Tiers mit unterschiedlichen Verschlisselungsschlisseln
@ * FlexClone Volumes
« Ubergeordnete FlexClone Volumes
» MetroCluster (unterstutzt optimierte Volume-Verschiebungen in ONTAP 9.8 und hdher)

* Nicht synchronisierte FabricPool Mirror Buckets

Verfligt die lokale Tier einer Volume-Verschiebung tber eine angeschlossene Cloud-Tier, werden die Daten
des auf der Cloud-Tier gespeicherten Quell-Volumes zuerst auf die lokale Tier auf der lokalen Ziel-Tier
geschrieben. AnschlieRend wird in die Cloud-Tier auf der lokalen Ziel-Tier geschrieben, sofern dieser Ansatz
fur die Tiering-Richtlinie des Volumes geeignet ist.

Durch das Schreiben von Daten in die lokale Tier wird zunachst die Performance der Volume-Verschiebung
verbessert und die Umstellungszeit verkurzt. Wird bei der Verschiebung eines Volumes keine Tiering-Richtlinie
angegeben, verwendet das Ziel-Volume die Tiering-Richtlinie des Quell-Volume.

Wird bei der Volume-Verschiebung eine andere Tiering-Richtlinie angegeben, wird das Ziel-Volume mit der
angegebenen Tiering-Richtlinie erstellt und die Volume-Verschiebung nicht optimiert.

Volume-Metadaten

Unabhangig davon, ob eine Volume-Verschiebung optimiert ist, speichert ONTAP eine erhebliche Menge an
Metadaten Uber Standort, Speichereffizienz, Berechtigungen, Nutzungsmuster usw. aller Daten, sowohl lokal
als auch in Tiering-Ebenen. Metadaten verbleiben immer auf der lokalen Ebene und werden nicht in Tiering-
Ebenen gespeichert. Wenn ein Volume von einer lokalen Ebene auf eine andere verschoben wird, muss diese
Information ebenfalls in die lokale Ziel-Tier verschoben werden.
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Dauer

Das Verschieben von Volumes nimmt immer noch einige Zeit in Anspruch und man sollte davon ausgehen,
dass das Verschieben eines optimierten Volumes ungefahr genauso lange dauert wie das Verschieben einer
gleichen Menge nicht gestaffelter Daten.

Es ist wichtig zu verstehen, dass der ,Durchsatz®, der von der volume move show Der Befehl stellt nicht den
Durchsatz im Hinblick auf die aus der Cloud-Ebene verschobenen Daten dar, sondern die lokal aktualisierten
Volumendaten.

@ In einer SVM-DR-Beziehung missen Quell- und Ziel-Volumes dieselbe Tiering-Richtlinie
verwenden.

Schritte
1. Verwenden Sie den volume move start Befehl, um ein Volume von einer lokalen Quell-Tier auf eine
lokale Ziel-Tier zu verschieben.
Beispiel fiir das Verschieben eines Volumes

Im folgenden Beispiel wird ein Volume mit dem Namen vs1 SVM in dest FabricPool eine lokale Tier mit
FabricPool-Aktivierung verschoben myvol2.

clusterl::> volume move start -vserver vsl -volume myvol2
—-destination-aggregate dest FabricPool

Direktes Schreiben von ONTAP Volumes in der FabricPool in die Cloud

Ab ONTAP 9.14.1 kdonnen Sie das Schreiben direkt in die Cloud auf einem neuen oder
bestehenden Volume in einer FabricPool aktivieren und deaktivieren, damit NFS-Clients
Daten direkt in die Cloud schreiben kdnnen, ohne auf Tiering-Scans warten zu mussen.
SMB-Clients schreiben weiterhin auf die Performance-Tier in einem Cloud-schreibfahigen
Volume. Der Cloud-Schreibmodus ist standardmaRig deaktiviert.

Die Mdglichkeit, direkt in die Cloud zu schreiben, ist beispielsweise bei Migrationen hilfreich, bei denen grol3e
Datenmengen an einen Cluster Ubertragen werden, als der Cluster auf der lokalen Tier unterstitzen kann.
Ohne Schreibmodus in die Cloud werden wahrend einer Migration kleinere Datenmengen Ubertragen, dann in
ein Tiering Ubertragen und dann wieder in ein Tiering Ubertragen, bis die Migration abgeschlossen ist. Beim
Schreibmodus in der Cloud ist diese Art von Management nicht mehr erforderlich, da die Daten niemals in die
lokale Tier Ubertragen werden.

Bevor Sie beginnen
« Sie sollten ein Cluster- oder SVM-Administrator sein.

« Sie missen sich auf der erweiterten Berechtigungsebene befinden.
* Das Volume muss ein Datentrager mit Lese-/Schreibzugriff sein.

* Das Volume muss Uber die GESAMTE Tiering-Richtlinie verfigen.

Direktes Schreiben in die Cloud bei der Volume-Erstellung

Schritte
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1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Volume erstellen und Cloud-Schreibmodus aktivieren:

volume create -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled <true|false> -aggregate <local tier name>

Im folgenden Beispiel wird ein Volume mit dem Namen vol1 mit aktiviertem Cloud-Schreibzugriff auf der
lokalen FabricPool-Ebene (aggr1) erstellt:

volume create -vserver vsl -volume voll -is-cloud-write—-enabled true

-aggregate aggrl

Schreiben Sie direkt in die Cloud auf einem vorhandenen Volume

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Andern Sie ein Volume, um den Cloud-Schreibmodus zu aktivieren:

volume modify -vserver <svm name> -volume <volume name> -is-cloud-write

-enabled true

Im folgenden Beispiel wird das Volume mit dem Namen vol1 gedndert, um das Schreiben in die Cloud zu
aktivieren:

volume modify -vserver vsl -volume voll -is-cloud-write-enabled true

Direktes Schreiben in die Cloud auf einem Volume wird deaktiviert

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Deaktivieren Sie den Cloud-Schreibmodus auf einem Volume:
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volume modify -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled false

Im folgenden Beispiel wird der Cloud-Schreibmodus auf dem Volume mit dem Namen vol1 deaktiviert:

volume modify -vserver vsl -volume voll -is-cloud-write-enabled false

Aktivieren Sie ONTAP Volumes in FabricPool fiir aggressive Read-aheads

Ab ONTAP 9.14.1 kdnnen Sie einen aggressiven Read-Ahead-Modus auf Volumes in
FabricPool aktivieren und deaktivieren. In ONTAP 9.13.1 wurde der aggressive Read-
Ahead-Modus nur auf Cloud-Plattformen eingefuhrt. Ab ONTAP 9.14.1 ist der aggressive
Read-Ahead-Modus auf allen von FabricPool unterstitzten Plattformen verflgbar,
einschliellich lokaler Plattformen. Die Funktion ist standardmaRig deaktiviert.

Wenn aggressives Read-Ahead deaktiviert ist, liest FabricPool nur die Dateiblécke, die eine Client-Applikation
bendtigt; es muss nicht die gesamte Datei gelesen werden. Dies kann zu einem verringerten Netzwerkverkehr
fihren, insbesondere bei grofien Dateien in GB und TB-GréRe. Enabling aggressive Read-Ahead-Funktion auf
einem Volume schaltet diese Funktion aus und FabricPool liest praventiv die gesamte Datei sequenziell aus
dem Objektspeicher. Dadurch erhdht sich der GET-Durchsatz und die Latenz von Client-Lesevorgangen auf
der Datei. Standardmafig bleiben die Tiering-Daten, wenn sie sequenziell gelesen werden, ,kalt“ und werden
nicht auf die lokale Tier geschrieben.

Aggressive Read-ahead-Trades Netzwerkeffizienz fiir eine hohere Performance von Tiered-Daten.

Uber diese Aufgabe

Der aggressive-readahead-mode Befehl hat zwei Optionen:

* none: Vorauslesen ist deaktiviert.

* file prefetch: Das System liest die gesamte Datei vor der Client-Anwendung in den Speicher.

Bevor Sie beginnen

» Sie sollten ein Cluster- oder SVM-Administrator sein.

» Sie mussen sich auf der erweiterten Berechtigungsebene befinden.

Ermoglichen Sie wahrend der Volume-Erstellung einen aggressiven Read-Ahead-Modus

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Erstellen eines Volumes und Aktivieren eines aggressiven Read-Ahead-Modus:
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volume create -volume <volume name> -aggressive-readahead-mode
<none|file prefetch>

Im folgenden Beispiel wird ein Volume namens vol1 mit aggressivem Vorauslesen erstellt, das mit der
Option file_prefetch aktiviert ist:

volume create -volume voll -aggressive-readahead-mode file prefetch

Deaktivieren Sie den aggressiven Read-Ahead-Modus

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced
2. Deaktivieren Sie den aggressiven Read-Ahead-Modus:
volume modify -volume <volume name> -aggressive-readahead-mode none

Im folgenden Beispiel wird ein Volume mit dem Namen vol1 gedndert, um den aggressiven Read-Ahead-
Modus zu deaktivieren:

volume modify -volume voll -aggressive-readahead-mode none

Zeigen Sie einen aggressiven Read-Ahead-Modus auf einem Volume an

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Sehen Sie sich den aggressiven Read-Ahead-Modus an:

volume show -fields aggressive-readahead-mode

Managen Sie ONTAP FabricPool Volumes mit benutzerdefinierten Tags

Ab ONTAP 9.8 unterstutzt FabricPool das Objekt-Tagging mithilfe benutzererstellter
benutzerdefinierter Tags, damit Sie Objekte einfacher managen kénnen. Wenn Sie als
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Benutzer mit der Administratorberechtigungsebene arbeiten, kdnnen Sie neue Objekt-
Tags erstellen und vorhandene Tags andern, I6schen und anzeigen.

Weisen Sie wahrend der Volume-Erstellung ein neues Tag zu

Sie kdnnen ein neues Objekt-Tag erstellen, wenn Sie neuen Objekten, die von einem neu erstellten Volume
abgestuft werden, ein oder mehrere Tags zuweisen mochten. Mithilfe von Tags kénnen Sie Tiering-Objekte
klassifizieren und sortieren, was sich einfacheres Datenmanagement ermdéglicht. Ab ONTAP 9.8 kdnnen Sie
mit System Manager Objekt-Tags erstellen.

Uber diese Aufgabe
Sie kénnen Tags nur auf FabricPool Volumes festlegen, die an StorageGRID angeschlossen sind. Diese Tags

werden wahrend der Verschiebung eines Volumes beibehalten.
* Pro Band sind maximal vier Tags zulassig.

* In der CLI muss jedes Objekt-Tag ein Schliissel-Wert-Paar sein, das durch ein Gleichheitszeichen getrennt
ist.

* In der CLI mussen mehrere Tags durch ein Komma getrennt werden.
» Jeder Tag-Wert kann maximal 127 Zeichen enthalten.

» Jeder Tag-Schlissel muss entweder mit einem alphabetischen Zeichen oder einem Unterstrich beginnen.

Schlussel durfen nur alphanumerische Zeichen und Unterstriche enthalten, und die maximal zulassige
Anzahl von Zeichen betragt 127.

Sie kdnnen Objekt-Tags mit ONTAP System Manager oder der ONTAP CLI zuweisen.
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Beispiel 1. Schritte

System Manager
1. Navigieren Sie zu Storage > Tiers.

2. Suchen Sie eine Storage Tier mit Volumes, die markiert werden sollen.
3. Klicken Sie auf die Registerkarte Volumes.
4

. Suchen Sie das gewlnschte Volume und wahlen Sie in der Spalte Object Tags die Option Klicken
Sie, um Tags einzugeben.

5. Geben Sie einen Schlissel und einen Wert ein.

6. Klicken Sie Auf Anwenden.

CLI

1. Verwenden Sie den volume create Befehl mitder -tiering-object-tags Option, um ein
neues Volume mit den angegebenen Tags zu erstellen. Sie kénnen mehrere Tags in
kommagetrennten Paaren angeben:

volume create [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel>
[, <key2=value2>,<key3=value3>, <keyd=valued> ]

Im folgenden Beispiel wird ein Volume mit dem Namen ,fp_Volume1“ mit drei Objekt-Tags erstellt.
vol create -volume fp volumel -vserver vs(O -tiering-object-tags

project=fabricpool, type=abc, content=data

Andern Sie ein vorhandenes Tag

Sie kdbnnen den Namen eines Tags andern, Tags fiir vorhandene Objekte im Objektspeicher ersetzen oder
neuen Objekten, die Sie spater hinzufligen mochten, ein anderes Tag hinzufiigen.
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Beispiel 2. Schritte

System Manager
1. Navigieren Sie zu Storage > Tiers.

2. Suchen Sie eine Speicherebene mit Volumes, die Tags enthalten, die Sie andern mochten.
3. Klicken Sie auf die Registerkarte Volumes.
4

. Suchen Sie das Volume mit Tags, die Sie andern méchten, und klicken Sie in der Spalte Object Tags
auf den Tag-Namen.

5. Tag andern.

6. Klicken Sie Auf Anwenden.

CLI

1. Verwenden Sie den volume modify Befehl mitder -tiering-object-tags Option, um ein
vorhandenes Tag zu andern.

volume modify [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel> [ ,<key2=value2>,
<key3=value3>, <keyd=valued> ]

Das folgende Beispiel andert den Namen des bestehenden Tags type=abc Zu type=xyz .

vol modify -volume fp volumel -vserver vs(O -tiering-object-tags
project=fabricpool, type=xyz,content=data

Tag l6schen

Sie kdnnen Objekt-Tags I6schen, wenn sie nicht mehr auf einem Volume oder auf Objekten im Objektspeicher

festgelegt werden sollen.
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Beispiel 3. Schritte

System Manager
1. Navigieren Sie zu Storage > Tiers.

2. Suchen Sie eine Speicherebene mit Volumes, die Tags enthalten, die Sie I6schen mdchten.
3. Klicken Sie auf die Registerkarte Volumes.
4

. Suchen Sie das Volume mit Tags, die Sie I16schen mdchten, und klicken Sie in der Spalte Object
Tags auf den Tag-Namen.

5. Um das Tag zu I8schen, klicken Sie auf das Papierkorb-Symbol.

6. Klicken Sie Auf Anwenden.

CLI

1. Verwenden Sie den volume modify Befehl mitder -tiering-object-tags Option gefolgt von
einem leeren Wert (" "), um ein vorhandenes Tag zu |6schen.

Im folgenden Beispiel werden die vorhandenen Tags auf fp_Volume1 geldscht.

vol modify -volume fp volumel -vserver vsO —-tiering-object-tags ""

Vorhandene Tags fiir ein Volume anzeigen

Sie kénnen die vorhandenen Tags auf einem Volume anzeigen, um zu sehen, welche Tags verfiigbar sind,
bevor Sie neue Tags an die Liste anhangen.

Schritte

1. Verwenden Sie den volume show Befehl mit der tiering-object-tags Option, um vorhandene Tags
auf einem Volume anzuzeigen.

volume show [ -vserver <vserver name> ] -volume <volume name> -fields
tiering-object-tags

Priifen des Objekt-Tagging auf FabricPool Volumes
Sie kénnen prifen, ob Tagging auf einem oder mehreren FabricPool Volumes abgeschlossen ist.

Schritte

1. Verwenden Sie den vol show Befehl mitder -fields needs-object-retagging Option, um zu
sehen, ob das Tagging ausgeflhrt wird, ob es abgeschlossen ist oder ob das Tagging nicht eingestellt ist.

vol show -fields needs-object-retagging [ -instance | -volume <volume
name> ]

Einer der folgenden Werte wird angezeigt:
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° true: Der Objekt-Tagging-Scanner ist noch nicht gestartet oder muss fir dieses Volume erneut laufen
° false: Der Objekt-Tagging-Scanner hat das Tagging fur dieses Volumen abgeschlossen

° <->: Der Objekt-Tagging-Scanner ist fir dieses Volumen nicht anwendbar. Dies geschieht flr Volumes,
die nicht in FabricPool liegen.

Uberwachen Sie die Speicherplatzauslastung einer lokalen ONTAP-Tier mit
FabricPool-Unterstiitzung

Sie mussen wissen, wie viele Daten in den Performance- und Cloud-Tiers fur FabricPool
gespeichert werden. Anhand dieser Informationen kdnnen Sie feststellen, ob die Tiering-
Richtlinie eines Volumes geandert, das FabricPool-Lizenzlimit erhoht oder der Storage-
Speicherplatz des Cloud-Tiers erhdht werden muss.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate“, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von lhrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Uber diese Aufgabe

Ab ONTAP 9.18.1 andert der storage aggregate show-space Befehl die Art und Weise, wie die logische
referenzierte Kapazitat und die logische nicht referenzierte Kapazitat gemeldet werden. Die logische
referenzierte Kapazitat meldet referenzierte Bldcke in allen Objekten und nicht referenzierte Blocke in
fragmentierten Objekten. Die logische nicht referenzierte Kapazitat meldet nur nicht referenzierte Blocke in
Objekten, die den Flllschwellenwert Uberschritten haben und fir die Objektldschung und Defragmentierung in
Frage kommen.

Wenn Sie beispielsweise den standardmafligen Schwellenwert fiir die aggregierte Auslastung von 40 % fir
ONTAP S3 und StorageGRID verwenden, missen 60 % der Blocke in einem Objekt nicht referenziert sein,
bevor die Blocke als nicht referenzierte Kapazitat gemeldet werden.

In Versionen vor ONTAP 9.18.1 meldet die logische referenzierte Kapazitat referenzierte Blocke in allen
Objekten (sowohl vollstadndigen als auch fragmentierten Objekten). Die logische nicht referenzierte Kapazitat
meldet nicht referenzierte Blocke in allen Objekten.

Schritte

1. Uberwachen Sie die Speicherplatzauslastung fiir lokale FabricPool-fahige Tiers, indem Sie einen der
folgenden Befehle verwenden, um Informationen anzuzeigen:

Sie mdchten Folgendes anzeigen: Verwenden Sie dann diesen Befehl:

Die genutzte Gro3e des Cloud-Tiers in einer lokalen storage aggregate show Mitdem -instance

Tier Parameter
Details zur Speicherplatznutzung innerhalb einer storage aggregate show-space Mitdem
lokalen Ebene, einschlielich der referenzierten —instance Parameter

Kapazitat des Objektspeichers
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Platzauslastung der Objektspeicher, die an die storage aggregate object-store show-
lokalen Tiers angeschlossen sind, einschlielich der space

Menge an Lizenzspeicherplatz

Eine Liste der Volumes in einer lokalen Ebene volume show-footprint

sowie deren Spuren mit Daten und Metadaten

Zusatzlich zum Verwenden von CLI-Befehlen kdnnen Sie Active 1Q Unified Manager (ehemals
OnCommand Unified Manager) zusammen mit FabricPool Advisor verwenden, das auf ONTAP 9.4 und
hoher Clustern unterstiitzt wird, oder System Manager zum Uberwachen der Speicherauslastung.

Im folgenden Beispiel werden Mdglichkeiten zum Anzeigen der Speicherauslastung und der damit

verbundenen Informationen flr FabricPool angezeigt:

clusterl::> storage aggregate show-space -instance

Aggregate: MyFabricPool

MyFabricPool

Total Object
Capacity: -
Object Store

Percentage:

Size: -
Object Store

Efficiency:
Object Store

Percentage:

Size: -

Percentage:

Capacity: -

Percentage:

Aggregate Display Name:

Store Logical Referenced

Logical Referenced Capacity

Object Store..
Space Saved by Storage
Space Saved by Storage Efficiency
Total Logical Used
Logical Used
Logical Unreferenced

Logical Unreferenced



clusterl::> storage aggregate show -instance

Aggregate: MyFabricPool

Composite: true
Capacity Tier Used Size:

clusterl::> volume show-footprint

Vserver : vsl
Volume : rootvol
Feature Used Used%
Volume Footprint KB %
Volume Guarantee MB %
Flexible Volume Metadata KB %
Delayed Frees KB %
Total Footprint MB %
Vserver : vsl
Volume : vol
Feature Used Used%
Volume Footprint KB %
Footprint in Performance Tier KB %
Footprint in AmazonOl KB %
Flexible Volume Metadata MB %
Delayed Frees KB %
Total Footprint MB %
2. Fuhren Sie bei Bedarf eine der folgenden Aktionen durch:
Ihr Ziel ist Dann...
Andern Sie die Tiering-Richtlinie eines Volumes Befolgen Sie das Verfahren in "Managen von

Storage Tiering durch Andern der Tiering-Richtlinie
eines Volumes oder durch das Tiering einer
minimalen Kuhldauer".
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Erhoéhen Sie das Nutzungslimit fir FabricPool Wenden Sie sich an lhren NetApp Ansprechpartner
oder einen unserer Partner.

"NetApp Support"

Erhéhen Sie den Speicherplatz des Cloud-Tiers Wenden Sie sich an den Anbieter des
Objektspeichers, den Sie fir das Cloud-Tier
verwenden.

Verwandte Informationen
 "Speicheraggregatobjekt"
+ "Storage-Aggregate zeigen"

+ "Lageraggregat-Show-Space"

Andern Sie die Tiering-Richtlinie eines ONTAP Volumes sowie den minimalen
Kuhlzeitraum

Sie konnen die Tiering-Richtlinie eines Volumes andern, um zu kontrollieren, ob Daten
zum Cloud-Tier verschoben werden, wenn sie inaktiv (Cold) werden. Flr ein Volume mit
der snapshot-only auto Tiering-Richtlinie oder kbnnen Sie auch den minimalen
Klhlzeitraum flr das Tiering festlegen, fur den Benutzerdaten vor dem Verschieben in die
Cloud-Tier inaktiv bleiben mussen.

Bevor Sie beginnen

Das Andern eines Volumes zur auto Tiering Policy oder das Andern der minimalen Kiihlperiode des Tiering
erfordert ONTAP 9.4 oder héher.

Uber diese Aufgabe

Durch das Andern der Tiering-Richtlinie fiir ein Volume wird nur das nachfolgende Tiering-Verhalten des
Volume geandert. Die Daten werden riuckwirkend in die Cloud-Tier verschoben.

Eine Anderung der Tiering-Richtlinie kann beeinflussen, wie lange Daten selten benétigt werden und auf die
Cloud-Tier verschoben werden.

"Was passiert, wenn Sie die Tiering-Richtlinie eines Volumes in FabricPool andern"

@ In einer SVM-DR-Beziehung miissen Quell- und Ziel-Volumes keine FabricPool-Aggregate
verwenden, sondern sie mussen dieselbe Tiering-Richtlinie verwenden.

Schritte

1. Andern Sie die Tiering-Richtlinie fir ein vorhandenes Volume, indem Sie den volume modify Befehl mit
dem -tiering-policy Parameter:

Sie kdnnen eine der folgenden Tiering-Richtlinien angeben:

° snapshot-only (Standard)

° auto
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°call

° none

"Arten von FabricPool Tiering-Richtlinien"

2. Wenn das Volume die snapshot-only auto Tiering-Richtlinie oder verwendet und Sie den minimalen

Kuhlzeitraum flr das Tiering andern méchten, verwenden Sie den volume modify Befehl mit dem
-tiering-minimum-cooling-days optionalen Parameter in der erweiterten Berechtigungsebene.

Sie kdnnen einen Wert zwischen 2 und 183 fir die Mindestklhltage fur das Tiering angeben. Wenn Sie

eine Version von ONTAP vor 9.8 verwenden, kénnen Sie fur die minimalen Kihltage fur das Tiering einen

Wert zwischen 2 und 63 angeben.

Beispiel einer Anderung der Tiering-Richtlinie und der Tiering-Mindestkiihldauer eines Volume

Im folgenden Beispiel wird die Tiering-Richtlinie fur das Volume ,,” yvolm™ in der SVM , “vsl1®in auto und

der Tiering-Mindestkuhlzeitraum auf 45 Tage geandert:

clusterl::> volume modify -vserver vsl -volume myvol
-tiering-policy auto -tiering-minimum-cooling-days 45

Archivierungs-Volumes mit FabricPool (Video)

Dieses Video zeigt einen kurzen Uberblick Uber die Verwendung von System Manager
zur Archivierung eines Volumes in einem Cloud-Tier mit FabricPool.

"NetApp Video: Archivierung von Volumes mit FabricPool (Backup + Volume-Verschiebung)"

Verwandte Informationen
"NetApp TechComm TV: FabricPool Playlist"

Andern Sie die standardmiRige FabricPool-Tiering-Richtlinie eines ONTAP-
Volumes

Mit der —cloud-retrieval-policy in ONTAP 9.8 eingefihrten Option kdnnen Sie die

Standard-Tiering-Richtlinie eines Volumes zur Steuerung des Abrufs von Benutzerdaten

aus der Cloud Tier zu Performance-Tier andern.

Bevor Sie beginnen

* Das Andern eines Volumes mit der -cloud-retrieval-policy Option erfordert ONTAP 9.8 oder héher.

« Sie mlssen Uber die erweiterte Berechtigungsebene verfigen, um diesen Vorgang auszufiuhren.

* Sie sollten das Verhalten der Tiering-Richtlinien mit verstehen —-cloud-retrieval-policy.

"Funktionsweise von Tiering-Richtlinien bei der Cloud-Migration"

Schritt

1. Andern Sie das Tiering-Richtlinienverhalten fiir ein vorhandenes Volume, indem Sie den volume modify

Befehl mit der -cloud-retrieval-policy Option verwenden:
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volume create -volume <volume name> -vserver <vserver name> - tiering-
policy <policy name> -cloud-retrieval-policy

vol modify -volume fp volumed4 -vserver vs(O -cloud-retrieval-policy
promote

Legen Sie Schwellenwerte fur die ONTAP FabricPool-Put-Rate pro Knoten fest

Als Storage-Administrator kdnnen Sie mit der PUT Drosselung einen oberen
Schwellenwert fur die maximale Put-Rate pro Node festlegen.

Die PUT-Drosselung ist nitzlich, wenn Netzwerkressourcen oder der Endpunkt des Objektspeichers
Ressourcen-begrenzt sind. Obwohl es selten ist, konnen Ressourcenbeschrankungen bei unterausgelastetem
Objektspeicher oder wahrend der ersten Tage der Nutzung von FabricPool auftreten, wenn TB oder PB an
kalten Daten zu einem Tiering beginnen.

PUT-Drosselung erfolgt pro Node. Das minimale PUT Drosselung Put-Rate-Limit ist 8 MB/s. Wenn Sie das
Put-Rate-Limit auf einen Wert unter 8 MB/s setzen, fuhrt dies zu einem Durchsatz von 8 MB/s auf diesem
Node. Mehrere Nodes, gleichzeitig Tiering, verbrauchen moglicherweise mehr Bandbreite und kdnnen einen
Netzwerkverbindung mit extrem begrenzter Kapazitat auslasten.

FabricPool PUT-Vorgange konkurrieren nicht mit anderen Applikationen um Ressourcen.
FabricPool PUT-Vorgange werden von Client-Applikationen und anderen ONTAP Workloads wie

@ SnapMirror automatisch mit einer niedrigeren Prioritat (,gemein®) platziert. DIE Verwendung der
PUT Drosselung put-rate-1imit kann zwar nitzlich sein, um den mit FabricPool Tiering
verbundenen Netzwerkverkehr zu reduzieren, er hat jedoch keine Beziehung zu gleichzeitigem
ONTAP-Datenverkehr.

Bevor Sie beginnen
Eine erweiterte Berechtigungsebene ist erforderlich.

Schritte
1. PUT-Vorgange flr FabricPool tiber die ONTAP CLI drosseln:

storage aggregate object-store put-rate-limit modify -node <name>
-default <true|false> -put-rate-bytes-limit <integer>[KB|MB|GB|TB|PB]

Verwandte Informationen
+ "Speicheraggregat-Objektspeicher-Put-Ratenlimit andern”

Anpassen der Loschung und Defragmentierung von ONTAP FabricPool-Objekten

FabricPool l16scht keine Blocke aus verbundenen Objektspeichern. Stattdessen |6scht
FabricPool Objekte, nachdem ein bestimmter Prozentsatz der Blocke im Objekt von
ONTAP nicht mehr referenziert wurde.
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Beispiel: Es gibt 1,024 4-KB-Blocke in einem zu Amazon S3 Tiered-Objekt mit 4 MB. Defragmentierung und
Loéschung erfolgen erst, wenn weniger als 205 4-KB-Bldcke (20 % von 1,024) von ONTAP referenziert werden.
Wenn genuligend (1,024) Blocke keine Referenzen haben, werden ihre urspriinglichen 4-MB-Objekte geldscht
und ein neues Objekt erstellt.

Sie kénnen den Schwellwert fiir nicht zurlickgewonnener Speicherplatz anpassen und fir verschiedene
Objektspeicher auf andere Standardwerte festlegen. Die Standardeinstellungen sind:

Objektspeicher ONTAP 9.8 und ONTAP 9.7 bis 9.4  ONTAP 9.3 und Cloud Volumes
hoéher frihere Versionen ONTAP

Amazon S3 20 % erreicht 20 % erreicht 0 % erreicht 30 % erreicht

Google Cloud 20 % erreicht 12 % erreicht 1. A 35 % erreicht

Storage

Microsoft Azure Blob 25 % erreicht 15 % erreicht 1. A 35 % erreicht

Storage

NetApp ONTAP S3 40 % erreicht 1. A 1. A 1. A

NetApp 40 % erreicht 40 % erreicht 0 % erreicht 1. A

StorageGRID

Schwellenwert fiir nicht zuriickgewonnenen Speicherplatz

Wenn Sie die standardmaRigen Schwellenwerteinstellungen fur nicht zuriickgewonnenen Speicherplatz
andern, wird die akzeptierte Menge an Objektfragmentierung erhéht oder verringert. Durch die Verringerung
der Fragmentierung wird die physische Kapazitat verringert, die vom Cloud-Tier genutzt wird, und zwar auf
Kosten zusatzlicher Objektspeicher-Ressourcen (Lese- und Schreibvorgange).

Schwellwertreduzierung

Um zusatzliche Ausgaben zu vermeiden, sollten Sie in Erwagung ziehen, bei der Verwendung von
Preisschemata fir Objektspeicher, die die Storage-Kosten verringern, jedoch die Kosten fiir Lesevorgange
erhdhen, die Schwellenwerte fiir nicht zurlickgewonnener Speicherplatz zu verringern. Hierzu zahlen
beispielsweise Amazon Standard-IA und Azure Blob Storage Cool.

So kann beispielsweise das Tiering einer Menge von 10 Jahre alten Projekten, die aus rechtlichen Griinden
gespeichert wurden, bei der Verwendung eines Preisschemas wie Standard-IA oder Cool gunstiger sein als bei
der Verwendung von Standardpreisregelungen. Lesezugriffe sind fir ein solches Volume zwar teurer,
einschlieBlich der fiir die Objektdefragmentierung erforderlichen Lesezugriffe, werden aber wahrscheinlich
nicht haufig auftreten.

Schwellenwert erhoht sich

Alternativ kdnnen Sie auch Schwellenwerte flr nicht zuriickgewonnener Speicherplatz erhéhen, wenn durch
Objektfragmentierung erheblich mehr Kapazitat von Objektspeicher verwendet wird, als fir die Daten
erforderlich ist, auf die von ONTAP referenziert wird. Wenn beispielsweise in einem Worst-Case-Szenario ein
nicht zurickgewonnener Speicherplatz-Schwellenwert von 20 % verwendet wird, bei dem alle Objekte zum
maximal zuldssigen Umfang gleich fragmentiert sind, bedeutet dies, dass 80 % der Gesamtkapazitat in der
Cloud-Tier von ONTAP nicht referenziert werden kdnnen. Beispiel:
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2 TB auf ONTAP verwiesen + 8 TB ohne Verweis von ONTAP = 10 TB Gesamtkapazitat, die von der Cloud-
Tier verwendet wird

In dieser Situation ist es vorteilhaft, den Schwellenwert fir nicht zurickgewonnenen Speicherplatz zu erhéhen
oder die Mindestkuhltage fir Volumes zu erhéhen, um die Kapazitat zu verringern, die von nicht referenzierten
Blocken verwendet wird.

Wenn das System Objekte defragmentiert und die Storage-Effizienz erhoht, kann es die

zugrunde liegenden Dateien fragmentieren, indem referenzierte Bldcke in neue, effizientere

Objekte geschrieben werden. Wenn Sie den Schwellenwert flr nicht mehr zuriickgewonnener

Speicherplatz deutlich erhéhen, kdnnen Sie Objekte erstellen, die zwar Storage-Effizienz bieten,
@ aber die Performance bei sequenziellen Lesezugriffen senken.

Diese zusatzliche Aktivitat fihrt zu hdheren Kosten durch Drittanbieter von S3-Providern wie
AWS, Azure und Google.

NetApp empfiehlt, den Schwellenwert fir nicht zuriickgewonnenen Speicherplatz tber 60 % zu
erhdhen.

Andern Sie den Schwellenwert fiir nicht zuriickgewonnenen Speicherplatz

Sie kénnen den Prozentsatz des nicht zuriickgewonnener Speicherplatz fir verschiedene Objektspeicher
anpassen.

Bevor Sie beginnen

Eine erweiterte Berechtigungsebene ist erforderlich.

Schritte

1. Um den standardmafigen Schwellenwert fir nicht zurickgewonnenen Speicherplatz zu andern, passen
Sie den folgenden Befehl an und flhren Sie ihn aus:

storage aggregate object-store modify -aggregate <name> -object-store
-name <name> -unreclaimed-space-threshold <%> (0%-99%)

Verwandte Informationen
» "Speicheraggregat-Objektspeicher andern"

ONTAP-Daten auf die Performance-Tier ubertragen

Ab ONTAP 9.8 kdnnen Sie als Cluster-Administrator auf der erweiterten
Berechtigungsebene Daten proaktiv von der Cloud-Tier auf die Performance-Tier
heraufstufen, indem Sie eine Kombination aus den tiering-policy und der cloud-
retrieval-policy Einstellung verwenden.

Uber diese Aufgabe

Sie koénnten dies tun, wenn Sie die Verwendung von FabricPool auf einem Volume beenden méchten oder

wenn Sie eine Tiering-Richtlinie haben snapshot-only und Sie wiederhergestellte Snapshot-Daten zurtick in
die Performance-Tier bringen mochten.
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Samtliche Daten von einem FabricPool Volume auf die Performance-Tier Uibertragen

Alle Daten kdnnen proaktiv auf einem FabricPool Volume in der Cloud-Tier abgerufen und in die Performance-
Tier verschoben werden.

Schritte

1. Verwenden Sie den volume modify Befehl, um tiering-policy auf none und cloud-retrieval-
policy auf zu setzen promote.

volume modify -vserver <vserver—-name> -volume <volume-name> -tiering

-policy none -cloud-retrieval-policy promote

Ubertragen von Dateisystemdaten auf die Performance-Tier

Aktive Dateisystemdaten kdnnen proaktiv aus einem wiederhergestellten Snapshot in der Cloud-Tier
abgerufen und auf die Performance-Tier verschoben werden.

Schritte

1. Verwenden Sie den volume modify Befehl, um tiering-policy auf snapshot-only und cloud-
retrieval-policy auf zu setzen promote.

volume modify -vserver <vserver-name> -volume <volume-name> -tiering

-policy snapshot-only cloud-retrieval-policy promote

Uberpriifen des Status einer Performance-Tier-Promotion

Sie kdnnen den Status der Performance-Tier-Hochstufung tberprifen, um festzustellen, wann der Vorgang
abgeschlossen ist.

Schritte

1. Verwenden Sie den Volume- object-store Befehl mit der ‘tiering Option, um den Status der
Performance-Tier-Heraufstufung zu Gberprifen.

volume object-store tiering show [ -instance | -fields <fieldname>,
] [ -vserver <vserver name> ] *Vserver
[[-volume] <volume name>] *Volume [ -node <nodename> ] *Node Name [ -vol

-dsid <integer> ] *Volume DSID
[ —aggregate <aggregate name> ] *Aggregate Name
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volume object-store tiering show vl -instance

Vserver: vsl
Volume: vl
Node Name: nodel
Volume DSID: 1023
Aggregate Name: al
State: ready
Previous Run Status: completed

Aborted Exception Status:
Time Scanner Last Finished:
Scanner Percent Complete:
Scanner Current VBN:
Scanner Max VBNs:

Mon Jan 13 20:27:30

2020

Time Waiting Scan will be scheduled: -
Tiering Policy: snapshot-only
Estimated Space Needed for Promotion: -
Time Scan Started: -
Estimated Time Remaining for scan to complete: -

Cloud Retrieve Policy: promote

Ausloser fiir geplante Migration und Tiering

Ab ONTAP 9.8 kénnen Sie jederzeit eine Tiering-Scan-Anfrage auslésen, wenn Sie nicht auf den
standardmafigen Tiering-Scan warten mochten.

Schritte

1. Verwenden Sie den volume object-store Befehl mit der trigger Option, um Migration und Tiering
anzufordern.

volume object-store tiering trigger [ -vserver <vserver name> ] *VServer

Name [-volume] <volume name> *Volume Name

Management von FabricPool Spiegelungen

Erfahren Sie mehr Giber ONTAP FabricPool Spiegelungen

Um sicherzustellen, dass im Katastrophenfall auf die Daten in den Datenspeichern
zugegriffen werden kann, und um Ihnen das Ersetzen eines Datenspeichers zu
ermoglichen, kdnnen Sie einen FabricPool-Spiegel konfigurieren, indem Sie einen
zweiten Datenspeicher hinzufiigen, um die Daten synchron auf zwei Datenspeicher zu
verteilen. Sie kdnnen zu neuen oder vorhandenen FabricPool Konfigurationen einen
zweiten Datenspeicher hinzufugen, den Spiegelstatus Uberwachen, Details zu
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FabricPool-Spiegelungen anzeigen, einen Spiegel hochstufen und eine Spiegelung
entfernen. Sie mussen ONTAP 9.7 oder hoher ausfuhren.

Erstellen Sie eine ONTAP FabricPool-Spiegelung

Zum Erstellen einer FabricPool-Spiegelung verbinden Sie zwei Objektspeicher mit einer
einzelnen FabricPool. Sie kdnnen eine FabricPool-Spiegelung erstellen entweder indem
Sie einen zweiten Objektspeicher an eine vorhandene FabricPool Konfiguration mit
einem einzelnen Objektspeicher anhangen. Oder Sie erstellen eine neue FabricPool
Konfiguration mit einem einzigen Objektspeicher und hangen anschlieend einen zweiten
Objektspeicher an. Sie konnen FabricPool Spiegelungen auch auf Konfigurationen mit
MetroCluster erstellen.

Bevor Sie beginnen

* Sie mussen die beiden Objektspeicher bereits mit dem storage aggregate object-store config
Befehl erstellt haben.

* Wenn Sie FabricPool Spiegelungen auf MetroCluster Konfigurationen erstellen:
> Sie missen die MetroCluster bereits eingerichtet und konfiguriert haben
> Sie missen die Objektspeicherkonfigurationen auf dem ausgewahlten Cluster erstellt haben.

Wenn Sie in einer MetroCluster Konfiguration FabricPool Spiegelungen auf beiden Clustern erstellen,
mussen Sie auf beiden Clustern Objektspeicherkonfigurationen erstellt haben.

o Wenn Sie keine lokalen Objektspeicher fir MetroCluster-Konfigurationen verwenden, sollten Sie
sicherstellen, dass eines der folgenden Szenarien vorliegt:
= Objektspeicher befinden sich in verschiedenen Verfligbarkeitszonen
= Objektspeicher werden so konfiguriert, dass Objektkopien in mehreren Verfligbarkeitszonen
gehalten werden

"Einrichten von Objektspeichern flir FabricPool in einer MetroCluster-Konfiguration"

Uber diese Aufgabe

Der flr die FabricPool-Spiegelung verwendete Objektspeicher muss sich vom primaren Objektspeicher
unterscheiden.

Das Verfahren zum Erstellen einer FabricPool-Spiegelung ist fir Konfigurationen sowohl mit MetroCluster als
auch mit anderen Herstellern identisch.

Schritte

1. Wenn Sie keine vorhandene FabricPool-Konfiguration verwenden, erstellen Sie eine neue, indem Sie
einen Objektspeicher mithilfe des Befehls an eine lokale Tier anhangen storage aggregate object-—
store attach.

In diesem Beispiel wird eine neue FabricPool erstellt, indem ein Objektspeicher an eine lokale Tier
angehangt wird.
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clusterl::> storage aggregate object-store attach -aggregate aggrl -name
my-store-1

2. Flgen Sie mit dem Befehl einen zweiten Objektspeicher an die lokale Ebene an storage aggregate
object-store mirror.

In diesem Beispiel wird ein zweiter Objektspeicher an eine lokale Tier angehangt, um eine FabricPool-
Spiegelung zu erstellen.

clusterl::> storage aggregate object-store mirror -aggregate aggrl -name
my-store-2

Verwandte Informationen
+ "Speicheraggregat-Objektspeicher anhangen"
» "Speicheraggregat-Objektspeicherkonfiguration”
» "Speicheraggregat Objektspeicherspiegel”

Details zur ONTAP FabricPool-Spiegelung anzeigen

Sie kénnen Details zu einer FabricPool Spiegelung anzeigen und erkennen, welche
Objektspeicher in der Konfiguration vorhanden sind und ob die Objektspeicherspiegelung
mit dem primaren Objektspeicher synchronisiert ist.

Schritt

1. Mit dem storage aggregate object-store show Befehl werden Informationen Uiber eine
FabricPool-Spiegelung angezeigt.

Dieses Beispiel zeigt Details zu den primaren Objektspeichern und zu gespiegelten Objektspeichern in
einer FabricPool Spiegelung an.

clusterl::> storage aggregate object-store show

Aggregate Object Store Name Availability Mirror Type
aggrl my-store-1 available primary
my-store-2 available mirror

In diesem Beispiel werden Details zur FabricPool-Spiegelung angezeigt, einschlieRlich dartber, ob die
Spiegelung aufgrund von Resynchronisierung beeintrachtigt ist.
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clusterl::> storage aggregate object-store show -fields mirror-type,is-
mirror-degraded

aggregate object-store-name mirror-type is-mirror-degraded
aggrl my-store-1 primary =
my-store-2 mirror false

Verwandte Informationen

+ "Speicheraggregat-Objektspeicher anzeigen"

Hochstufen einer ONTAP FabricPool-Spiegelung

Sie kdnnen die Objektspeicherspiegelung als primaren Objektspeicher neu zuweisen,
indem Sie sie heraufstufen. Wenn die Objektspeicherspiegelung zum primaren Volume
wird, wird der urspringliche primare automatisch zur Spiegelung.

Bevor Sie beginnen
 Der FabricPool Spiegel muss synchron sein

» Der Objektspeicher muss betriebsbereit sein

Uber diese Aufgabe

Sie kénnen den urspringlichen Objektspeicher durch einen Objektspeicher eines anderen Cloud-Providers
ersetzen. Beispielsweise ist der urspringliche Spiegel ein AWS Objektspeicher, Sie kénnen ihn aber durch
einen Azure Objektspeicher ersetzen.

Schritte

1. Uberprifen Sie mit dem Befehl, ob die FabricPool-Spiegelung synchron ist storage aggregate
object-store show-resync-status. Wenn die FabricPool-Spiegelung synchron ist, werden keine
Eintrage angezeigt. Wenn die Spiegelung nicht synchron ist, warten Sie, bis die Neusynchronisierung
abgeschlossen ist.

aggregatel::> storage aggregate object-store show-resync-status
—aggregate aggrl

Complete
Aggregate Primary Mirror Percentage
aggrl my-store-1 my-store-2 40%

2. Hochstufen einer Objektspeicher-Spiegelung mit dem storage aggregate object-store modify
-aggregate Befehl.
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clusterl::> storage aggregate object-store modify -aggregate aggrl -name

my-store-2 -mirror-type primary

Verwandte Informationen

+ "Speicheraggregat-Objektspeicher andern"

» "Speicheraggregat-Objektspeicher, Resynchronisierungsstatus anzeigen"

Entfernen Sie eine ONTAP FabricPool-Spiegelung

Sie kdnnen eine FabricPool-Spiegelung entfernen, wenn Sie keinen Objektspeicher mehr
replizieren mussen.

Bevor Sie beginnen
Der primare Objektspeicher muss funktionsfahig sein, andernfalls schlagt der Befehl fehl.

Schritt

1. Entfernen Sie eine Objektspeicher-Spiegelung in einer FabricPool mit dem storage aggregate
object-store unmirror -aggregate Befehl.

clusterl::> storage aggregate object-store unmirror -aggregate aggrl

Verwandte Informationen

+ "Speicheraggregat-Objektspeicher-Unmirror"

Ersetzen Sie einen vorhandenen Objektspeicher durch eine ONTAP FabricPool-
Spiegelung

Sie konnen die FabricPool-Spiegelungstechnologie verwenden, um einen Objektspeicher
durch einen anderen zu ersetzen. Der neue Objektspeicher muss nicht denselben Cloud-
Provider verwenden wie der ursprungliche Objektspeicher.

Uber diese Aufgabe

Sie kénnen den urspringlichen Objektspeicher durch einen Objektspeicher ersetzen, der einen anderen
Cloud-Provider verwendet. So kann lhr urspringlicher Objektspeicher z. B. AWS als Cloud-Provider
verwenden. Sie kdnnen ihn jedoch durch einen Objektspeicher ersetzen, der Azure als Cloud-Provider
verwendet, und umgekehrt. Der neue Objektspeicher muss jedoch die gleiche Objektgroe wie das Original
beibehalten.

Schritte

1. Erstellen Sie eine FabricPool-Spiegelung, indem Sie mit dem storage aggregate object-store
mirror Befehl einem vorhandenen FabricPool einen neuen Objektspeicher hinzufligen.

clusterl::> storage aggregate object-store mirror -aggregate aggrl
-object-store-name my-AZURE-store
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2. Mitdem storage aggregate object-store show-resync-status Befehl wird der Status der
Neusynchronisierung der Spiegelung tiberwacht.

clusterl::> storage aggregate object-store show-resync-status -aggregate
aggrl

Complete
Aggregate Primary Mirror Percentage
aggrl my-AWS-store my-AZURE-store 40%

3. Uberpriifen Sie mit dem storage aggregate object-store> show -fields mirror-type,is-
mirror-degraded Befehl, ob die Spiegelung synchronisiert ist.

clusterl::> storage aggregate object-store show -fields mirror-type,is-
mirror-degraded

aggregate object-store-name mirror-type is-mirror-degraded
aggrl my-AWS-store primary -
my-AZURE-store mirror false

4. Tauschen Sie den primaren Objektspeicher mit dem storage aggregate object-store modify
Befehl durch den Mirror-Objektspeicher aus.

clusterl::> storage aggregate object-store modify -aggregate aggrl
-object-store-name my-AZURE-store -mirror-type primary

9. Zeigt mit dem storage aggregate object-store show -fields mirror-type,is-mirror-
degraded Befehl Details zur FabricPool-Spiegelung an.

In diesem Beispiel werden die Informationen zur FabricPool Spiegelung angezeigt, einschliel3lich des
beeintrachtigten Spiegels (nicht im synchronen Modus).

clusterl::> storage aggregate object-store show -fields mirror-type, is-
mirror-degraded
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aggregate object-store-name mirror-type is-mirror-degraded

aggrl my-AZURE-store primary =
my-AWS-store mirror false

6. Entfernen Sie die FabricPool-Spiegelung mit dem storage aggregate object-store unmirror
Befehl.

clusterl::> storage aggregate object-store unmirror -aggregate aggrl

7. Uberprifen Sie mit dem storage aggregate object-store show -fields mirror-type, is-
mirror-degraded Befehl, ob sich die FabricPool wieder in einer einzelnen Objektspeicher-Konfiguration
befindet.

clusterl::> storage aggregate object-store show -fields mirror-type,is-
mirror-degraded

aggregate object-store-name mirror-type is-mirror-degraded

aggrl my-AZURE-store primary -

Verwandte Informationen
+ "Speicheraggregat Objektspeicherspiegel”
+ "Speicheraggregat-Objektspeicher andern"
+ "Speicheraggregat-Objektspeicher, Resynchronisierungsstatus anzeigen"
» "Speicheraggregat-Objektspeicher anzeigen"

 "Speicheraggregat-Objektspeicher-Unmirror"

Ersetzen Sie eine FabricPool-Spiegelung in einer ONTAP MetroCluster-
Konfiguration

Wenn einer der Objektspeicher in einer FabricPool-Spiegelung zerstort wird oder bei
einer MetroCluster-Konfiguration permanent nicht mehr verfugbar ist, kdnnen Sie den
Objektspeicher zur Spiegelung machen, wenn es sich nicht bereits um die Spiegelung
handelt, entfernen Sie den beschadigten Objektspeicher aus der FabricPool-Spiegelung.
Anschlie3end fugen Sie der FabricPool eine neue Objektspeicherspiegelung hinzu.

Schritte

1. Wenn der beschadigte Objektspeicher nicht bereits die Spiegelung ist, machen Sie den Objektspeicher mit
dem storage aggregate object-store modify Befehl zur Spiegelung.
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storage aggregate object-store modify -aggregate -aggregate fp aggrl A0l

-name mccl ostorel -mirror-type mirror

2. Entfernen Sie die Objektspeicherrspiegelung mit dem storage aggregate object-store unmirror
Befehl aus der FabricPool.

storage aggregate object-store unmirror -aggregate <aggregate name>
-name mccl ostorel

3. Sie kénnen die Wiederaufnahme des Tiering im primaren Datenspeicher erzwingen, nachdem Sie den
gespiegelten Datenspeicher entfernt storage aggregate object-store modify -force-tiering
-on-metrocluster true haben, indem Sie die Option mit verwenden.

Das Fehlen eines Spiegels beeintrachtigt die Replikationsanforderungen einer MetroCluster-Konfiguration.

storage aggregate object-store modify -aggregate <aggregate name> -name

mccl ostorel -force-tiering-on-metrocluster true

4. Erstellen Sie mit dem storage aggregate object-store config create Befehl einen
Ersatzobjektspeicher.

storage aggregate object-store config create -object-store-name

mccl ostore3 -cluster clusterA -provider-type SGWS -server <SGWS-server-
1> -container-name <SGWS-bucket-1> -access-key <key> -secret-password
<password> -encrypt <true|false> -provider <provider-type> -is-ssl
-enabled <true|false> ipspace <IPSpace>

5. Fligen Sie mit dem storage aggregate object-store mirror Befehl die Objektspeicherspiegelung
der FabricPool-Spiegelung hinzu.

storage aggregate object-store mirror -aggregate aggrl -name
mccl ostore3-mc

6. Zeigen Sie mit dem storage aggregate object-store show Befehl die Informationen zum
Objektspeicher an.

storage aggregate object-store show -fields mirror-type,is-mirror-
degraded
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7.

aggregate object-store-name mirror-type is-mirror-degraded

aggrl mccl ostorel-mc primary =

mccl ostore3-mc mirror true

Mit dem storage aggregate object-store show-resync-status Befehl wird der Status der
Neusynchronisierung der Spiegelung tiberwacht.

storage aggregate object-store show-resync-status -aggregate aggrl

Complete
Aggregate Primary Mirror Percentage
aggrl mccl ostorel-mc mccl ostore3-mc 40%

Verwandte Informationen

"Speicheraggregat Objektspeicher Konfiguration erstellen”
"Speicheraggregat Objektspeicherspiegel”
"Speicheraggregat-Objektspeicher andern"
"Speicheraggregat-Objektspeicher anzeigen"
"Speicheraggregat-Objektspeicher, Resynchronisierungsstatus anzeigen"

"Speicheraggregat-Objektspeicher-Unmirror"

ONTAP-Befehle zur Verwaltung von FabricPool-Ressourcen

Sie verwenden die storage aggregate object-store Befehle zum Verwalten von
Objektspeichern fur FabricPool. Sie verwenden die storage aggregate Befehle, um
Aggregate fur FabricPool zu managen. Sie verwenden die volume Befehle, um Volumes
far FabricPool zu verwalten.

Ihr Ziel ist Verwenden Sie den folgenden Befehl:

Definieren Sie die Konfiguration fir einen storage aggregate object-store config
Objektspeicher, damit ONTAP darauf zugreifen kann  create

Andern der Konfigurationsattribute des storage aggregate object-store config
Objektspeichers modify
Benennen Sie eine vorhandene storage aggregate object-store config
Objektspeicherkonfiguration um rename
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Léschen Sie die Konfiguration eines Objektspeichers

Zeigt eine Liste der Objektspeicherkonfigurationen an

SchlieRen Sie einen zweiten Objektspeicher als
Spiegelung an eine neue oder vorhandene FabricPool
an

Entfernen Sie eine Objektspeicherspiegelung von
einer vorhandenen FabricPool-Spiegelung

Uberwachen Sie den Resync-Status der FabricPool-
Spiegelung

Zeigen Sie Details zur FabricPool-Spiegelung an

Hochstufen Sie eine Objektspeicherspiegelung, um
einen primaren Objektspeicher in einer FabricPool-
Spiegelkonfiguration zu ersetzen

Testen Sie die Latenz und Performance eines
Objektspeichers, ohne den Objektspeicher an ein
Aggregat anzubinden

Uberwachen des Objektspeicherprofilstatus

Abbrechen des Objektspeicherprofilers, wenn er
ausgefuhrt wird

Verbinden Sie einen Objektspeicher zu einem
Aggregat zur Nutzung von FabricPool

Hangen Sie einen Objektspeicher an ein Aggregat an,
das ein FlexGroup Volume zur Verwendung von
FabricPool enthalt

Details zu den Objektspeichern, die mit FabricPool-
fahigen Aggregaten verbunden sind, anzeigen

storage aggregate object-store config
delete

storage aggregate object-store config
show

storage aggregate object-store mirror Mit
dem -aggregate —name Parameter und auf der
Administratorberechtigungsebene

storage aggregate object-store unmirror
Mit dem -aggregate —name Parameter und auf der
Administratorberechtigungsebene

storage aggregate object-store show-
resync-status

storage aggregate object-store show

storage aggregate object-store modify Mit
dem -aggregate Parameter auf der Administrator-
Berechtigungsebene

storage aggregate object-store profiler
start Mitdem -object-store-name —node
Parameter und auf der erweiterten
Berechtigungsebene

storage aggregate object-store profiler
show Mit dem -object-store-name -node
Parameter und auf der erweiterten
Berechtigungsebene

storage aggregate object-store profiler
abort Mitdem -object-store-name —node
Parameter und auf der erweiterten
Berechtigungsebene

storage aggregate object-store attach

storage aggregate object-store attach Mit

allow-flexgroup true

storage aggregate object-store show
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Zeigen Sie den Schwellenwert flr die Aggregatfiille
an, der vom Tiering-Scan verwendet wird

Zeigen Sie die Speicherplatznutzung der
Objektspeicher an, die mit FabricPool-fahigen
Aggregaten verbunden sind

Aktivieren Sie Berichte fur inaktive Daten auf einem
Aggregat, das nicht fiir FabricPool verwendet wird

Anzeige, ob inaktive Datenberichte auf einem
Aggregat aktiviert sind

Anzeige von Informationen daruber, wie viele
Benutzerdaten innerhalb eines Aggregats ,kalt“ sind

Erstellung eines Volumes flr FabricPool,
einschliel3lich Angabe des folgenden:

* Die Tiering-Richtlinie

* Der minimale Kihlzeitraum fliir das snapshot-

only auto Tiering (fur die Tiering-Richtlinie oder)

Andern eines Volumes fiir FabricPool, einschlieRlich

Andern des folgenden Zeitplans:

* Die Tiering-Richtlinie

* Der minimale Kihlzeitraum flir das snapshot-

only auto Tiering (fur die Tiering-Richtlinie oder)
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storage aggregate object-store show Mit

dem -fields tiering-fullness-threshold

Parameter auf der erweiterten Berechtigungsebene

storage aggregate object-store show-
space

storage aggregate modify Mitdem -is
-inactive-data-reporting-enabled true
Parameter

storage aggregate show Mitdem -fields is-
inactive-data-reporting-enabled Parameter

storage aggregate show-space Mitdem
-fields performance-tier-inactive-user-
data,performance-tier-inactive-user-
data-percent Parameter

volume create

* Sie verwenden den -tiering-policy
Parameter zum Angeben der Tiering-Richtlinie.

* Sie verwenden den -tiering-minimum
-cooling-days Parameter auf der erweiterten
Berechtigungsebene, um den minimalen
Kuhlzeitraum fur das Tiering festzulegen.

volume modify

* Sie verwenden den -tiering-policy
Parameter zum Angeben der Tiering-Richtlinie.

* Sie verwenden den -tiering-minimum
-cooling-days Parameter auf der erweiterten
Berechtigungsebene, um den minimalen
Klhlzeitraum fir das Tiering festzulegen.



Anzeigen von FabricPool-Informationen zu einem
Volume, einschlie3lich der folgenden:
* Der minimale Kihlzeitraum des Tiering

* Wie viele Benutzerdaten sind , kalt*

Verschieben Sie ein Volume in oder aus FabricPool

Andern Sie den Schwellenwert fir die
Rickgewinnung von nicht referenzierten
Speicherplatz (den Defragmentierung) fiur FabricPool

Andern Sie den Schwellenwert fiir den Prozentsatz, in
dem das Aggregat voll ist, bevor der Tiering-Scan mit
den Tiering-Daten fur FabricPool beginnt

FabricPool verschiebt weiterhin ,kalte“ Daten auf eine
Cloud-Tier, bis die lokale Tier 98 % Kapazitat erreicht.

Zeigen Sie den Schwellenwert fur die Riickgewinnung
von nicht referenzierten Speicherplatz fiir FabricPool
an

Verwandte Informationen

» "Speicheraggregat andern”
 "Speicheraggregatobjekt”
+ "Lageraggregat-Show-Space"

volume show

* Sie verwenden den -fields tiering-
minimum-cooling-days Parameter auf der
erweiterten Berechtigungsebene, um den
minimalen Kihlzeitraum fur das Tiering
anzuzeigen.

* Mitdem -fields performance-tier-
inactive-user-data,performance-tier-
inactive-user-data-percent Parameter
wird angezeigt, wie viele Benutzerdaten kalt sind.

volume move start Sie verwenden den
-tiering-policy optionalen Parameter, um die
Tiering-Richtlinie fir das Volume anzugeben.

storage aggregate object-store modify Mit
dem -unreclaimed-space-threshold Parameter
auf der erweiterten Berechtigungsebene

storage aggregate object-store modify Mit
dem -tiering-fullness-threshold Parameter
auf der erweiterten Berechtigungsebene

storage aggregate object-store show Oder
storage aggregate object-store show-
space den Befehl mit dem -unreclaimed-space
-threshold Parameter auf der erweiterten
Berechtigungsebene
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