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Management von FlexCache Volumes

Weitere Informationen zu ONTAP FlexCache Volumes

Die NetApp FlexCache Technologie beschleunigt den Datenzugriff, reduziert WAN-
Latenzen und senkt die Kosten fur die WAN-Bandbreite bei leseintensiven Workloads,
insbesondere, wenn die Kunden wiederholt auf dieselben Daten zugreifen missen. Wenn
Sie ein FlexCache Volume erstellen, erstellen Sie einen Remote-Cache eines bereits
vorhandenen (Ursprungs-)Volumes, der nur die Daten enthalt, auf die aktiv zugegriffen
wird (wichtige Daten) des Ursprungs-Volume.

Wenn ein FlexCache Volume eine Leseanfrage der enthaltenen heilen Daten erhalt, kann es schneller
reagieren als das Ursprungs-Volume, da die Daten nicht so weit reisen mussen, bis zum Kunden. Wenn ein
FlexCache Volume eine Leseanfrage fir selten gelesene Daten (kalte Daten) erhalt, ruft es die erforderlichen
Daten vom Ursprungs-Volume ab und speichert diese dann, bevor es der Client-Anforderung dient.
Nachfolgende Leseanforderungen werden dann direkt vom FlexCache Volume bedient. Nach der ersten
Anfrage missen die Daten nicht mehr Uber das Netzwerk Ubertragen oder von einem stark ausgelasteten
System bedient werden. Angenommen, Sie haben Engpasse innerhalb lhres Clusters an einem einzelnen
Zugriffspunkt fur haufig angeforderte Daten. FlexCache Volumes innerhalb des Clusters kénnen mehrere
Mount-Punkte fur die heiRen Daten bereitstellen, wodurch Engpasse reduziert und die Performance gesteigert
werden. Ein weiteres Beispiel: Angenommen, Sie missen den Netzwerk-Traffic auf ein Volume reduzieren, auf
das von mehreren Clustern zugegriffen wird. Mit FlexCache Volumes kdnnen haufig bendtigte Daten aus dem
Ursprungs-Volume tber die Cluster im Netzwerk verteilt werden. Dadurch wird der WAN-Datenverkehr
reduziert, da Benutzer naher auf die Access Points zugreifen kdnnen.

Mit FlexCache Technologie lasst sich dartber hinaus die Performance in Cloud- und Hybrid-Cloud-
Umgebungen steigern. Ein FlexCache Volume kann Sie dabei unterstitzen, Workloads in die Hybrid Cloud zu
migrieren, indem Sie Daten von einem lokalen Datacenter in die Cloud zwischenspeichern. Sie kbnnen
FlexCache Volumes auch einsetzen, um Cloud-Silos zu entfernen, indem Sie die Daten von einem Cloud-
Provider im Cache bei einem anderen oder zwischen zwei Regionen desselben Cloud-Providers
zwischenspeichern.

Ab ONTAP 9.10.1 sind "Globale Dateisperrung aktivieren"alle FlexCache Volumes Ubergreifend moglich. Die
globale Dateisperrung verhindert, dass ein Benutzer auf eine Datei zugreift, die bereits von einem anderen
Benutzer gedffnet wurde. Updates des Ursprungs-Volume werden dann gleichzeitig auf alle FlexCache
Volumes verteilt.

Ab ONTAP 9.9 pflegen FlexCache Volumes eine Liste mit nicht gefundenen Dateien. Dadurch wird der
Netzwerkverkehr reduziert, da bei der Suche von Clients nach nicht vorhandenen Dateien mehrere Anrufe an
den Ursprung gesendet werden mussen.

Eine Liste der zusatzlichen "Funktionen, die fir FlexCache Volumes und deren Ursprungs-Volumes unterstttzt
werden", einschliel3lich einer Liste der unterstiitzten Protokolle von ONTAP-Version , ist ebenfalls verfiigbar.

Mehr tber die Architektur der ONTAP FlexCache-Technologie erfahren Sie in "TR-4743: FlexCache im
ONTAP".

Videos


https://www.netapp.com/pdf.html?item=/media/7336-tr4743.pdf
https://www.netapp.com/pdf.html?item=/media/7336-tr4743.pdf
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https://www.youtube.com/watch?v=rbbH0l74RWc
https://www.youtube.com/watch?v=bWi1-8Ydkpg

Unterstitzte und nicht unterstutzte Funktionen fur ONTAP
FlexCache Volumes

Ab ONTAP 9.5 kdnnen Sie FlexCache Volumes konfigurieren. FlexVol Volumes werden
als Ursprungs-Volumes unterstutzt, FlexGroup Volumes werden als FlexCache Volumes
unterstitzt. Ab ONTAP 9.7 werden sowohl FlexVol Volumes als auch FlexGroup Volumes
als Ursprungs-Volumes unterstutzt. Die unterstutzten Funktionen und Protokolle fur das
Ursprungs-Volume und das FlexCache Volume variieren.

Cache-Volumes und Ursprungs-Volumes kénnen zusammenarbeiten, sofern beide auf einer
@ unterstitzten Version von ONTAP ausgefiihrt werden. Beachten Sie, dass Funktionen nur

unterstitzt werden, wenn sowohl der Cache als auch der Ursprung mindestens die ONTAP

Version ausfuhren, auf der Unterstlitzung eingefihrt wurde, oder eine neuere ONTAP Version.

Unterstutzung der ONTAP Version zwischen FlexCache Volumes und Ursprungs-

Volumes

Die empfohlene ONTAP-Version, die zwischen dem Ursprungs-Volume und dem Cache-Volume unterstiitzt
wird, betragt maximal vier Versionen vor oder vier Versionen spater. Wenn im Cache beispielsweise ONTAP
9.14.1 verwendet wird, ist die friheste Version, die vom Ursprung verwendet werden kann, ONTAP 9.10.1.

Unterstutzte Protokolle

Protokoll Unterstitzung auf dem Ursprungs- Unterstlitzung auf dem FlexCache
Volume? Volume?

NFSv3 Ja. Ja.

NFSv4 Ja. Ja.
FUr den Zugriff auf Cache-Volumes Unterstiitzt ab ONTAP 9.10.1.
mit dem NFSv4.x-Protokoll miissen
sowohl der Ursprungs- als auch der Fir den Zugriff auf Cache-Volumes
Cache-Cluster ONTAP 9.10.1 oder mit dem NFSv4.x-Protokoll missen
hoéher verwenden. Der Ursprungs-  sowohl der Ursprungs- als auch der
Cluster und der FlexCache-Cluster Cache-Cluster ONTAP 9.10.1 oder
kénnen unterschiedliche ONTAP-  hdher verwenden. Der Ursprungs-
Versionen aufweisen, jedoch Cluster und der FlexCache-Cluster
sollten beide Versionen ONTAP kdnnen unterschiedliche ONTAP-
9.10.1 und héher sein, Versionen aufweisen, jedoch
beispielsweise kann der Ursprung  sollten beide Versionen ONTAP
ONTAP 9.10.1 aufweisen, und der  9.10.1 und hdher sein,
Cache kann ONTAP 9.11.1 beispielsweise kann der Ursprung
aufweisen. ONTAP 9.10.1 aufweisen, und der

Cache kann ONTAP 9.11.1
aufweisen.
NFSv4.2 Ja. Nein



SMB

Unterstutzte Funktionen

Funktion

Autonomer Ransomware-Schutz

Virenschutz

Prifung

Cloud Volumes ONTAP

Ja.

Unterstltzung auf dem Ursprungs-
Volume?

Ja.

Ab ONTAP 9.10.1 wird es flir
FlexVol Ursprungs-Volumes
unterstitzt und ab ONTAP 9.13.1
fur FlexGroup Ursprungs-Volumes
unterstitzt. Siehe
"Anwendungsfalle und
Uberlegungen zum autonomen
Ransomware-Schutz".

Ja.

Unterstitzt ab ONTAP 9.7.

Ja.

Unterstutzt ab ONTAP 9.7. Mithilfe
nativer ONTAP-Priifung kdnnen Sie
NFS-Dateizugriffe in FlexCache
Beziehungen prifen. Weitere
Informationen finden Sie unter
Uberlegungen fiir das Auditing von
FlexCache Volumes

Ja.

Unterstitzt ab ONTAP 9.6

Ja.

Unterstitzt ab ONTAP 9.8.

Unterstltzung auf dem FlexCache
Volume?

Nein

Keine Angabe

Wenn Sie die Virenprifung am
Ursprung konfigurieren, ist sie im
Cache nicht erforderlich. Die
urspriingliche (Antiviren-)
Virenschutzprifung erkennt
Dateien, die mit Viren infiziert sind,
bevor die Schreibvorgange
durchgefihrt werden, und zwar
unabhangig von der Datenquelle.
Weitere Informationen zur
Verwendung von
Virenschutzprifungen mit
FlexCache finden Sie im
"Technischer Bericht: FlexCache
with ONTAP".

Ja.

Unterstutzt ab ONTAP 9.7. Mithilfe
nativer ONTAP-Priifung kdnnen Sie
NFS-Dateizugriffe in FlexCache
Beziehungen prifen. Weitere
Informationen finden Sie unter
Uberlegungen fiir das Auditing von
FlexCache Volumes

Ja.

Unterstitzt ab ONTAP 9.6


https://docs.netapp.com/de-de/ontap/anti-ransomware/use-cases-restrictions-concept.html#unsupported-configurations
https://docs.netapp.com/de-de/ontap/anti-ransomware/use-cases-restrictions-concept.html#unsupported-configurations
https://docs.netapp.com/de-de/ontap/anti-ransomware/use-cases-restrictions-concept.html#unsupported-configurations
https://www.netapp.com/media/7336-tr4743.pdf
https://www.netapp.com/media/7336-tr4743.pdf

Datenverdichtung

Komprimierung

Deduplizierung

FabricPool

FlexCache DR

FlexGroup Volume

FlexVol Volume

Ja.

Unterstitzt ab ONTAP 9.6

Ja.

Unterstutzt ab ONTAP 9.6

Ja.

Ja.

Ja.

Ja.

Unterstitzt ab ONTAP 9.7

Ja.

Ja.

Unterstitzt ab ONTAP 9.7

Ja.

Unterstutzt ab ONTAP 9.6

Ja.

Die Inline-Deduplizierung wird auf
FlexCache Volumes ab ONTAP 9.6
unterstitzt. Die Volume-
Ubergreifende Deduplizierung wird
auf FlexCache Volumes ab ONTAP
9.7 unterstitzt.

Ja.

Unterstitzt ab ONTAP 9.7

Sie kdnnen ein
FlexCache Volume
als Cache fur ein
Ursprungsvolume
@ erstellen, bei dem
FabricPool Tiering
aktiviert ist, aber das
FlexCache Volume

selbst kann nicht
getiert werden.

Ja.

Unterstutzt ab ONTAP 9.9.1, nur
mit NFSv3-Protokoll FlexCache
Volumes mussen sich in separaten
SVMs oder in separaten Clustern
liegen.

Ja.

Nein



FPolicy

MetroCluster-Konfiguration

Microsoft Offloaded Data Transfer
(ODX)

NetApp Aggregatverschlisselung

(NAE)

NetApp Volume Encryption (NVE)

ONTAP S3 NAS-Bucket

QoS

Qtrees

Ja.

Unterstitzt ab ONTAP 9.7

Ja.

Unterstitzt ab ONTAP 9.7

Ja.

Ja.

Unterstitzt ab ONTAP 9.6

Ja.

Unterstitzt ab ONTAP 9.6

Ja.

Unterstitzt ab ONTAP 9.12.1

Ja.

Ja.

Ab ONTAP 9.6 kénnen Sie qgtrees
erstellen und andern. Auf auf der
Quelle erstellte gtrees kdnnen im
Cache zugegriffen werden.

Ja.
Unterstutzt fr NFS ab ONTAP 9.7.

Unterstutzt fir SMB ab ONTAP
9.14.1.

Ja.

Unterstitzt ab ONTAP 9.7

Nein

Ja.

Unterstitzt ab ONTAP 9.6

Ja.

Unterstitzt ab ONTAP 9.6

Ja.

Unterstitzt ab ONTAP 9.18.1

Ja.

QoS auf Dateiebene
wird fur FlexCache
Volumes nicht
unterstitzt.

®

Nein



Kontingente

SMB Change Notify

SnapLock Volumes

Asynchrone Beziehungen von
SnapMirror*

Ja.

Ab ONTAP 9.6 wird die
Kontingentdurchsetzung auf
FlexCache Ursprungs-Volumes fir
Benutzer, Gruppen und gtrees
unterstitzt.

Ja.

Nein

Ja.

*FlexCache Origins:

» Sie kdnnen ein FlexCache
Volume von einer Ursprungs-
FlexVol verwenden

+ Sie koénnen ein FlexCache
Volume von einer Ursprungs-
FlexGroup verwenden

» Sie kdnnen ein FlexCache
Volume aus einem
ursprunglichen primaren
Volume in der SnapMirror
Beziehung haben.

« Ab ONTAP 9.8 kann ein

sekundares SnapMirror Volume

ein Ursprungs-Volume von
FlexCache sein. Das
sekundare SnapMirror Volume
muss sich ohne aktive
SnapMirror Updates im
Ruhezustand befinden,
ansonsten schlagt die
FlexCache-Erstellung fehl.

Nein

Im FlexCache-Schreibmodus
(Standardmodus) werden
Schreibvorgange im Cache an das
Ursprungs-Volume weitergeleitet.
Quotas werden am Ursprung
durchgesetzt.

Ab ONTAP 9.6 wird
Remote Quoten

@ (rquota) auf

FlexCache Volumen
unterstitzt.

Ja.

Ab ONTAP 9.14.1 wird SMB
Change Notify im Cache
unterstutzt.

Nein

Nein

Synchrone SnapMirror
Beziehungen



Nein Nein

Ja. Nein

Ja. Nein

Ja. Nein

Unterstutzt ab ONTAP 9.5. Die Sie kénnen FlexCache Volumes in
priméare SVM einer SVM-DR- primaren SVMs, nicht aber in
Beziehung kann das sekundaren SVMs vorhanden sein.
Ursprungsvolume haben; wenn Sie Alle FlexCache Volumes in der
jedoch eine ONTAP Version vor primaren SVM werden nicht als Teil

ONTAP 9.18.1 verwenden, muss der SVM-DR-Beziehung repliziert.
die FlexCache Beziehung mit

einem neuen Ursprungsvolume

neu erstellt werden, wenn die SVM-

DR-Beziehung unterbrochen wird.

Ab ONTAP 9.18.1 werden die
Caches bei einem Failover des
Ursprungs-SVM automatisch auf
den Ursprung am DR-Standort
umgeschaltet. Manuelle
Wiederherstellungsschritte
entfallen.

Erfahren Sie mehr Uber die
Erstellung von FlexCache

-Volumes.
Nein Nein
Ja. Ja.
Unterstutzt ab ONTAP 9.7
Ja. Nein

Das Klonen eines Ursprungs-
Volumes und der Dateien im
Ursprungs-Volume wird ab ONTAP
9.6 unterstutzt.

Ja. Ja (nur fur Volumenkomponenten)

Das Verschieben von Volume-
Komponenten eines FlexCache
Volumes wird von ONTAP 9.6 und
hoher unterstitzt.

SnapRestore

Snapshots

SVM DR-Konfiguration

Storage-Level Access Guard
(SCHLACKE)

Thin Provisioning

Klonen von Volumes

Volume-Verschiebung

Volume-Rehosting



Nein Nein

VStorage API fir Array Integration
(VAAI)

In ONTAP 9 Versionen vor 9.5 kénnen Ursprungs-FlexVol-Volumes nur Daten fir FlexCache
Volumes bereitstellen, die auf Systemen mit Data ONTAP 8.2.x im 7-Mode erstellt wurden. Ab
@ ONTAP 9.5 kénnen Ursprungs-FlexVol Volumes auch Daten fir FlexCache Volumes auf ONTAP
9 Systemen bereitstellen. Informationen zur Migration von 7-Mode FlexCache zu ONTAP 9
FlexCache finden Sie unter "Technischer Bericht 4743 zu NetApp: FlexCache in ONTAP".

Richtlinien fur die GroBenbestimmung von ONTAP

FlexCache Volumes

Die Limits fur FlexCache Volumes mussen Sie beachten, bevor Sie mit der Bereitstellung

der Volumes beginnen.

Die Groflenbegrenzung eines FlexVol Volume gilt fiir ein Ursprungs-Volume. Die Grole eines FlexCache-
Volumes kann kleiner als oder gleich dem Ursprungsvolumen sein. Als Best Practice fur die GroRe eines
FlexCache-Volumes sollten mindestens 10 Prozent der Grof3e des Ursprungs-Volumes betragen.

AuRerdem mussen Sie die folgenden zusatzlichen Limits fiir FlexCache Volumes beachten:

Grenze

Maximale Anzahl an FlexCache Volumes, die Sie aus
einem Ursprungs-Volume erstellen kénnen

Empfohlene maximale Anzahl an Ursprungs-Volumes pro
Node

Empfohlene maximale Anzahl von FlexCache Volumes pro
Node

Empfohlene maximale Anzahl an FlexGroup-Komponenten
in einem FlexCache Volume pro Node

Maximale Anzahl an Komponenten pro FlexCache-Volume
pro Node

Verwandte Informationen

* "NetApp Interoperabilitat"

Erstellen Sie ONTAP FlexCache Volumes

ONTAP 9.8

und hoher

100

100

100

800

32

ONTAP 9,7

10

100

100

800

32

ONTAP 9.6 —-

9.5

10

10

10

40

32

Sie konnen ein FlexCache Volume im selben ONTAP-Cluster erstellen, um die
Performance beim Zugriff auf ein haufig genutztes Objekt zu verbessern. Wenn Sie

Rechenzentren an verschiedenen Standorten haben, konnen Sie FlexCache Volumes auf

entfernten ONTAP-Clustern erstellen, um den Datenzugriff zu beschleunigen.

Uber diese Aufgabe


https://www.netapp.com/pdf.html?item=/media/7336-tr4743pdf.pdf
https://mysupport.netapp.com/NOW/products/interoperability

* Ab ONTAP 9.18.1 kdnnen Sie den NAS S3-Bucket-Zugriff auf einem FlexCache Volume aktivieren, indem
Sie die -is-s3-enabled Option auf t rue setzen, wenn Sie das Volume erstellen. Diese Option ist
standardmaRig deaktiviert.

* Ab ONTAP 9.18.1 unterstitzt FlexCache das Erstellen von Cache-Volumes flir Ursprungsvolumes mit
SVMs, die zu einer SVM-DR-Beziehung gehdren.

Wenn Sie ONTAP 9.18.1 oder héher verwenden, muss ein Speicheradministrator die Cache-SVMs sowohl
mit den primaren als auch den sekundaren Ursprungs-SVMs, die Teil einer SVM-DR-Beziehung sind,
verbinden, bevor Cache-Volumes von Ursprungs-Volumes erstellt werden, die Teil einer SVM-DR-
Beziehung sind.

* Ab ONTAP 9.14.0 konnen Sie ein unverschlisseltes FlexCache-Volume aus einer verschlisselten Quelle
erstellen.

* Ab ONTAP 9.7 werden sowohl FlexVol Volumes als auch FlexGroup Volumes als Ursprungsvolumes
unterstutzt.

* Ab ONTAP 9.5 unterstitzt FlexCache FlexVol Volumes als Ursprungs-Volumes und FlexGroup Volumes als
FlexCache Volumes.

Bevor Sie beginnen
» Sie missen ONTAP 9.5 oder héher ausfliihren.

» Wenn Sie ONTAP 9.6 oder friher laufen, missen Sie "Fugen Sie eine FlexCache-Lizenz hinzu".

Fir ONTAP 9.7 oder hoher ist keine FlexCache Lizenz erforderlich. Ab ONTAP 9.7 ist die FlexCache-
Funktionalitat in ONTAP enthalten und erfordert keine Lizenz oder Aktivierung mehr.

Wenn ein HA-Paar verwendet"Verschllisselung von SAS- oder NVMe-Laufwerken (SED, NSE,
FIPS)", missen Sie die Anweisungen im Thema "Ein FIPS-Laufwerk oder eine SED-Festplatte

@ in den ungeschutzten Modus zurtickkehren" fir alle Laufwerke innerhalb des HA-Paars
befolgen, bevor Sie das System initialisieren (Startoptionen 4 oder 9). Andernfalls kann es zu
kinftigen Datenverlusten kommen, wenn die Laufwerke einer anderen Verwendung zugewiesen
werden.
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https://docs.netapp.com/de-de/ontap/system-admin/install-license-task.html
https://docs.netapp.com/us-en/ontap/encryption-at-rest/support-storage-encryption-concept.html
https://docs.netapp.com/us-en/ontap/encryption-at-rest/support-storage-encryption-concept.html
https://docs.netapp.com/us-en/ontap/encryption-at-rest/return-seds-unprotected-mode-task.html
https://docs.netapp.com/us-en/ontap/encryption-at-rest/return-seds-unprotected-mode-task.html

Beispiel

1. Schritte

System Manager

1. Wenn sich das FlexCache Volume in einem anderen ONTAP Cluster als das Ursprungsvolume
befindet, erstellen Sie eine Cluster Peer-Beziehung:

a.
b.

Klicken Sie im lokalen Cluster auf Schutz > Ubersicht.

Erweitern Sie Intercluster Settings, klicken Sie auf Add Network Interfaces und fligen Sie
Cluster-Netzwerkschnittstellen hinzu.

Wiederholen Sie diesen Schritt auf dem Remote-Cluster.

Klicken Sie im Remote-Cluster auf Schutz > Ubersicht. Klicken Sie : im Abschnitt Cluster Peers
auf Passphrase generieren.

Kopieren Sie die generierte Passphrase, und fligen Sie sie in das lokale Cluster ein.

Klicken Sie im lokalen Cluster unter Cluster Peers auf Peer Clusters und fiihren Sie die lokalen
und Remote Cluster aus.

2. SVM-Peer-Beziehung erstellen:

Kli

cken Sie unter Storage VM Peers auf und dann auf : Peer Storage VMs, um die Storage VMs zu

Peer-Daten zu erstellen.

3. Wahlen Sie Storage > Volumes.

4. Wahlen Sie Hinzufligen.

5. Wahlen Sie More Options und dann Add as Cache for a Remote Volume.

CLI

Wenn Sie ONTAP 9.8 oder héher ausfliihren und QoS deaktivieren oder eine

(D benutzerdefinierte QoS-Richtlinie auswahlen mdchten, klicken Sie auf Weitere
Optionen, und wahlen Sie dann unter Speicher und Optimierung
Leistungsservicelevel aus.

1. Wenn sich das zu erstellenden FlexCache Volume in einem anderen Cluster befindet, erstellen Sie
eine Cluster-Peer-Beziehung:

a.

Erstellen Sie auf dem Ziel-Cluster eine Peer-Beziehung mit dem Datensicherheits-Quellcluster:

cluster peer create -generate-passphrase -offer-expiration
MM/DD/YYYY HH:MM:SS|1...7days|1...168hours -peer-addrs
<peer LIF IPs> -initial-allowed-vserver-peers <svm name>,..|*
-ipspace <ipspace name>

Ab ONTAP 9.6 ist die TLS-Verschlisselung bei der Erstellung einer Cluster-Peer-Beziehung
standardmaRig aktiviert. Die TLS-Verschlisselung wird fir die Cluster-Ubergreifende
Kommunikation zwischen den Ursprungs- und FlexCache Volumes unterstitzt. Bei Bedarf kdnnen
Sie auch die TLS-Verschlisselung fur die Cluster-Peer-Beziehung deaktivieren.
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cluster02::> cluster peer create —-generate-passphrase -offer

-expiration 2days -initial-allowed-vserver-peers *

Passphrase: UCa+61RVICXel/gglWrK7ShR
Expiration Time: 6/7/2017 08:16:10 EST
Initial Allowed Vserver Peers: *
Intercluster LIF IP: 192.140.112.101
Peer Cluster Name: Clus 7ShR (temporary generated)

Warning: make a note of the passphrase - it cannot be displayed
again.

a. Authentifizierung des Quellclusters im Quellcluster beim Ziel-Cluster:

cluster peer create -peer-addrs <peer LIF IPs> -ipspace <ipspace>

cluster0l::> cluster peer create -peer-addrs
192.140.112.101,192.140.112.102

Notice: Use a generated passphrase or choose a passphrase of 8 or
more characters.

To ensure the authenticity of the peering relationship,
use a phrase or sequence of characters that would be hard to
guess.

Enter the passphrase:

Confirm the passphrase:

Clusters cluster02 and cluster0l are peered.

2. Wenn sich das FlexCache-Volume in einer anderen SVM als der Ursprungs-Volume befindet,
erstellen Sie eine SVM-Peer-Beziehung mit f1excache als Applikation:

a. Wenn sich die SVM in einem anderen Cluster befindet, erstellen Sie eine SVM-Berechtigung fir
die Peering SVMs:

vserver peer permission create -peer-cluster <cluster name>

-vserver <svm-name> -applications flexcache

Das folgende Beispiel veranschaulicht die Erstellung einer SVM-Peer-Berechtigung, die fur alle
lokalen SVMs gilt:



clusterl::> vserver peer permission create -peer-cluster cluster?

-vserver "*" -applications flexcache

Warning: This Vserver peer permission applies to all local Vservers.
After that no explict

"vserver peer accept" command required for Vserver peer relationship
creation request

from peer cluster "cluster2" with any of the local Vservers. Do you
want to continue? {y|n}: y

a. SVM-Peer-Beziehung erstellen:

vserver peer create -vserver <local SVM> -peer-vserver

<remote SVM> -peer-cluster <cluster name> -applications flexcache

3. FlexCache Volume erstellen:

volume flexcache create -vserver <cache svm> -volume
<cache vol name> -auto-provision-as flexgroup -size <vol size>
-origin-vserver <origin svm> -origin-volume <origin vol name> -is-s3
-enabled true|false

Im folgenden Beispiel wird ein FlexCache Volume erstellt und vorhandene Aggregate fur die
Bereitstellung automatisch ausgewanhlt:

clusterl::> volume flexcache create -vserver vs 1 -volume fcl -auto
-provision-as flexgroup -origin-volume vol 1 -size 160MB -origin
-vserver vs 1

[Job 443] Job succeeded: Successful

Im folgenden Beispiel wird ein FlexCache Volume erstellt und der Verbindungspfad festgelegt:

clusterl::> volume flexcache create -vserver vs34 -volume fc4 -aggr
-list aggr34,aggr43 -origin-volume originl -size 400m -junction-path
/fc4

[Job 903] Job succeeded: Successful

Das folgende Beispiel ermdglicht den S3-Zugriff auf ein FlexCache Volume:
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clusterl::> volume flexcache create -vserver vs3 -volume
cache vs3 vol33 -origin-volume vol33 -origin-vserver vs3 -junction
-path /cache vs3 vol33 -is-s3-enabled true

4. Uberprifen Sie die FlexCache Beziehung vom FlexCache Volume und dem Ursprungs-Volume.

a. Zeigen Sie die FlexCache-Beziehung im Cluster an:

volume flexcache show

clusterl::> volume flexcache show
Vserver Volume Size Origin-Vserver Origin-Volume

Origin-Cluster

vs 1 fcl 160MB vs 1 vol 1
clusterl

b. Alle FlexCache-Beziehungen im Ursprungscluster anzeigen:
volume flexcache origin show-caches

cluster::> volume flexcache origin show-caches
Origin-Vserver Origin-Volume Cache-Vserver Cache-Volume
Cache-Cluster

vs0 ovoll vsl cfgl
clusA

vsO0 ovoll vs2 cfg?
clusB

vs 1 vol 1 vs 1 fcl
clusterl

Ergebnis

Das FlexCache Volume wurde erfolgreich erstellt. Clients kdnnen das Volume (ber den Verbindungspfad des
FlexCache Volume mounten.

Verwandte Informationen
"Cluster- und SVM-Peering"
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FlexCache Write-Back

Erfahren Sie mehr tilber ONTAP FlexCache Write-Back

Seit ONTAP 9.15.1 ist FlexCache Write-Back ein alternativer Betriebsmodus zum
Schreiben in einen Cache. Mit Write-Back kann der Schreibvorgang auf stabilen Storage
im Cache Ubertragen und dem Client bestatigt werden, ohne darauf zu warten, dass die
Daten zum Ursprung gebracht werden. Die Daten werden asynchron an den Ursprung
zuruckgespult. Das Ergebnis ist ein weltweit verteiltes Filesystem, mit dem
Schreibvorgange flr spezifische Workloads und Umgebungen mit nahezu lokaler
Geschwindigkeit ausgefuhrt werden kénnen und das mit deutlichen Performance-
Vorteilen verbunden ist.

ONTAP 9.12.1 hat eine Write-Back-Funktion als 6ffentliche Vorschau eingefiihrt. Dies wird als
Write-Back-Version 1 (wbv1) bezeichnet und sollte nicht als Write-Back in ONTAP 9.15.1, das
als Write-Back-Version 2 (wbv2) bezeichnet wird, gedacht werden.

Write Back vs Write Around

Seit der Einfihrung von FlexCache in ONTAP 9.5 handelt es sich um einen Lese- und Schreibzugriff-Cache,
der jedoch im Write-Around-Modus betrieben wird. Schreibvorgange im Cache wurden an den Ursprung
gesendet, um in einen stabilen Storage verschoben zu werden. Nachdem der Ursprung den Schreibvorgang
erfolgreich in einen stabilen Speicher Gbertragen hat, hat er den Schreibvorgang in den Cache bestatigt. Der
Cache bestatigt dann den Schreibvorgang an den Client. Dies fiihrte dazu, dass bei jedem Schreibvorgang der
Vorgang des Durchquerens des Netzwerks zwischen dem Cache und dem Ursprung beeintrachtigt wird.
FlexCache Write-Back andert dies.

Nach der Aktualisierung auf ONTAP 9.15.1 kdnnen Sie einen herkdmmlichen Write-Around-

@ Cache in einen Write-Back-Cache und, falls erforderlich, wieder in einen Write-Around
konvertieren. Dies kann jedoch das Lesen von Diagnoseprotokollen erschweren, sollte ein
Problem auftreten.

Umschreibung Zuriickschreiben
ONTAP-Version 9,6+ 9.15.1+
Anwendungsfall Leseintensive Workload Schreibintensive Workload
Daten werden Ubertragen bei Ursprung Cache
Kundenerfahrung WAN-ahnlich LAN-ahnlich
Begrenzungen 100 pro Herkunft 10 pro Herkunft
"CAP Theorem" Verfligbar und partitiontolerant Verfligbar und konsistent

FlexCache Write-Back-Terminologie

Verstehen Sie Schlisselkonzepte und -Begriffe in der Arbeit mit FlexCache Write-Back.
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Laufzeit Definition

schmutzi Daten, die zwar in stabilen Speicher im Cache gespeichert wurden, aber nicht in den
ge Daten  Ursprungsort geldéscht wurden.

Exklusiv Eine Sperrberechtigung auf Protokollebene, die einem Cache pro Datei gewahrt wird. Diese

Lock Berechtigung ermdglicht es dem Cache, exklusive Schreibsperren an Clients zu ibergeben,
Delegation ohne den Ursprung zu kontaktieren.

(XLD)

Shared Eine Sperrberechtigung auf Protokollebene, die einem Cache pro Datei gewahrt wird. Diese
Lock Berechtigung ermoglicht es dem Cache, freigegebene Lesesperren an Clients zu ibergeben,
Delegation ohne den Ursprung zu kontaktieren.

(SLD)

Riickschrei Dieser Modus von FlexCache-Vorgang, bei dem Schreibvorgange in einen Cache auf stabilen
ben Storage in diesem Cache Ubertragen und dem Client sofort bestatigt werden. Die Daten werden
asynchron zurtick in den Ursprung geschrieben.

Write- Dieser Modus von FlexCache-Vorgang, bei dem Schreibvorgange an einen Cache an den

Around Ursprung weitergeleitet werden, um sie in stabilen Speicher zu speichern. Nach der Erstellung
bestatigt der Ursprung den Schreibvorgang in den Cache, und der Cache bestatigt den
Schreibvorgang an den Client.

Dirty Data Ein proprietarer Mechanismus, der die fehlerhaften Daten in einem Write-Back-aktivierten Cache
Record pro Datei verfolgt.

System

(DDRS)

Ursprung Eine FlexGroup oder FlexVol, die die Quelldaten fir alle FlexCache Cache Volumes enthalt. Sie
ist die zentrale Quelle der Wahrheit, orchestriert Sperrungen und sorgt fiir 100%ige
Datenkonsistenz, Wahrung und Koharenz.

Cache Eine FlexGroup, die ein spéarliches Cache-Volume des Ursprungs von FlexCache ist.

Konsistent, aktuell und koharent

FlexCache ist die Lésung von NetApp, die darauf abstellt, jederzeit und Uberall die richtigen Daten zu haben.
FlexCache ist zu 100 % konsistent, aktuell und in 100 % der Zeit koharent:

+ Konsistent: die Daten sind Uberall dort gleich, wo sie abgerufen werden.
« Aktuell: die Daten sind immer aktuell.

» Koharent: die Daten sind korrekt/nicht beschadigt.

ONTAP FlexCache-Riickschreibrichtlinien

FlexCache Write-Back beinhaltet viele komplexe Interaktionen zwischen dem
Ursprungsserver und den Caches. Fur eine optimale Leistung sollten Sie sicherstellen,
dass lhre Umgebung diesen Richtlinien entspricht. Diese Richtlinien basieren auf der
zum Zeitpunkt der Inhaltserstellung aktuellsten ONTAP Hauptversion (ONTAP 9.17.1.).

Als Best Practice sollten Sie lhren Produktions-Workload in einer nicht-Produktionsumgebung testen. Das ist
noch wichtiger, wenn Sie FlexCache Write-Back auf3erhalb dieser Richtlinien implementieren.

Die folgenden Richtlinien wurden intern bei NetApp ausfuhrlich getestet. Es wird stark empfohlen, dass Sie in
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ihnen bleiben. Andernfalls kann es zu unerwartetem Verhalten kommen.

* In ONTAP 9.17.1P1 wurden bedeutende Verbesserungen fiur FlexCache Write-Back eingefuhrt. Es wird
dringend empfohlen, nach 9.17.1P1 sowohl auf dem Ursprungs- als auch auf dem Cache-Cluster die
aktuell empfohlene Version auszufiihren. Falls Sie die Codeline 9.17.1 nicht ausfiihren kénnen, ist die
neueste P-Version 9.16.1 die ndchstempfohlene Version. ONTAP 9.15.1 enthalt nicht alle notwendigen
Korrekturen und Verbesserungen fiir FlexCache Write-Back und wird daher nicht fiir Produktionsworkloads
empfohlen.

In ihrer aktuellen Version sollten die FlexCache Write-Back-Caches mit einer einzigen Komponente flr das
gesamte FlexCache Volume konfiguriert werden. FlexCaches mit mehreren Bestandteilen kann zu
unerwiinschtem Entfernen von Daten aus dem Cache flihren.

* Die Tests wurden fiir Dateien mit einer Gréf3e von weniger als 100 GB und WAN-Roundtrip-Zeiten
zwischen Cache und Ursprungsserver von maximal 200 ms durchgefihrt. Bei Arbeitslasten aulRerhalb
dieser Grenzen kann es zu unerwarteten Leistungseigenschaften kommen.

» Beim Schreiben in alternative SMB-Datenstrome wird die Hauptdatei aus dem Cache entfernt. Alle
schmutzigen Daten fiir die Hauptdatei miissen an den Ursprung gespiilt werden, bevor andere Vorgange
an dieser Datei stattfinden kdnnen. Der alternative Datenstrom wird auch an den Ursprung weitergeleitet.

* Durch Umbenennen einer Datei wird die Datei aus dem Cache entfernt. Alle schmutzigen Daten fir die
Datei missen an den Ursprung gespult werden, bevor andere Vorgange an dieser Datei stattfinden
koénnen.

 Derzeit kbnnen nur die folgenden Attribute fir eine Datei auf dem schreibgeschiitzten FlexCache-Volume
geandert oder festgelegt werden:

o Zeitstempel
> Modusbits
NT-ACLs

o

o Eigentimer
o Gruppieren
o Grole

Alle anderen Attribute, die geandert oder gesetzt werden, werden an den Ursprung weitergeleitet, was
dazu fuhren kann, dass die Datei aus dem Cache entfernt wird. Wenn Sie andere Attribute andern oder
im Cache einstellen missen, bitten Sie Ihr Account Team, ein PVR zu o6ffnen.

» Snapshots, die am Ursprung aufgenommen wurden, verursachen den Abruf aller ausstehenden
schmutzigen Daten aus jedem Riickschreibungs-aktivierten Cache, der mit diesem Ursprungsvolume
verbunden ist. Dies kann mehrere Wiederholungen des Vorgangs erfordern, wenn erhebliche Write-Back-
Aktivitdten ausgeflhrt werden, da das Entfernen dieser fehlerhaften Dateien einige Zeit in Anspruch
nehmen kann.

» Opportunistische Sperren (Oplocks) fir SMB-Schreibvorgange werden auf FlexCache -Volumes mit
aktiviertem Write-Back nicht unterstitzt.

» Der Ursprung muss unter 80% voll bleiben. Cache-Volumes erhalten keine exklusiven Sperrdelegationen,
wenn nicht mindestens 20 % des Speicherplatzes im Ursprungs-Volume verbleiben. Aufrufe zu einem
Write-Back-aktivierten Cache werden in dieser Situation an den Ursprung weitergeleitet. Dadurch wird
verhindert, dass der Speicherplatz am Ursprung knapp wird, was dazu fiihren wiirde, dass schmutzige
Daten in einem Cache mit aktivierter Riickschreibfunktion verwaist bleiben.

* Niedrige Bandbreite und/oder verlustbehaftete Intercluster-Netzwerke kénnen einen erheblichen negativen
Einfluss auf die Write-Back-Performance von FlexCache haben. Es gibt zwar keine spezifische
Bandbreitenanforderung, da diese stark von lhrer Arbeitslast abhangt, es wird jedoch dringend empfohlen,
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die Funktionsfahigkeit der Intercluster-Verbindung zwischen dem/den Cache(s) und dem Ursprungsserver
sicherzustellen.

ONTAP FlexCache Write-Back-Architektur

FlexCache wurde unter Berucksichtigung starker Konsistenz entwickelt, einschliel3lich
beider Schreibmodi: Write-Back und Write-Around. Sowohl der traditionelle Write-Around-
Modus als auch der in ONTAP 9.15.1 eingefihrte Write-Back-Modus garantieren, dass
die Daten, auf die zugegriffen wird, immer 100% konsistent, aktuell und koharent sind.

Die folgenden Konzepte beschreiben den Betrieb von FlexCache Write-Back.

Delegationen

Durch Sperren von Delegierungen und Datendelegationen kann FlexCache sowohl Write-Back- als auch Write-
Around-Caches konsistent, koharent und aktuell halten. Der Ursprung orchestriert beide Delegationen.

Delegierungen sperren

Eine Sperrdelegation ist eine Sperrbehdrde auf Protokollebene, die Origin einem Cache pro Datei gewahrt, um
bei Bedarf Protokollsperren an Clients auszustellen. Dazu gehéren Exklusive Sperrdelegationen (XLD) und
Gemeinsame Sperrdelegationen (SLD).

XLD und Write-Back

Um sicherzustellen, dass ONTAP niemals einen widersprichlichen Schreibvorgang abgleichen muss, wird ein
XLD einem Cache gewahrt, in dem ein Client das Schreiben in eine Datei anfordert. Wichtig ist, dass zu jeder
Zeit nur ein XLD fir jede Datei existieren kann, was bedeutet, dass es nie mehr als einen Writer zu einer Datei
gleichzeitig geben wird.

Wenn die Anfrage zum Schreiben in eine Datei in einen schreibaktivierten Cache kommt, werden die
folgenden Schritte ausgeflhrt:

1. Der Cache pruft, ob bereits ein XLD fir die angeforderte Datei vorhanden ist. Wenn dies der Fall ist, wird
dem Client die Schreibsperre gewahrt, solange ein anderer Client nicht in die Datei im Cache schreibt.
Wenn der Cache keine XLD fir die angeforderte Datei hat, wird eine vom Ursprungsort angefordert. Dies
ist ein proprietarer Anruf, der das Cluster-Netzwerk durchquert.

2. Nach dem Empfang der XLD-Anforderung aus dem Cache prtft der Origin, ob ein ausstehender XLD flr
die Datei in einem anderen Cache vorhanden ist. Wenn dies der Fall ist, ruft es die XLD dieser Datei auf,
die eine Spulung von jedem aus diesem Cache zurlick zum Ursprung auslést Schmutzige Daten .

3. Sobald die fehlerhaften Daten aus diesem Cache zurlickgeleert und an einen stabilen Speicher am
Ursprung Ubertragen wurden, wird der Ursprung die XLD fir die Datei dem anfragenden Cache zuweisen.

4. Sobald der XLD der Datei empfangen wurde, gewahrt der Cache dem Client die Sperre, und der
Schreibvorgang beginnt.

Ein hochstufiger Ablaufplan, der einige dieser Schritte abdeckt, wird im [write-back-sequence-diagram]
Ablaufdiagramm beschrieben.

Aus der Client-Perspektive funktioniert alle Sperrung so, als wiirde sie auf eine Standard-FlexVol oder
FlexGroup geschrieben. Das Risiko liegt bei einer kleinen Verzégerung, wenn die Schreibsperre angefordert
wird.

Wenn in der aktuellen lteration ein Write-Back-fahiger Cache den XLD fiir eine Datei enthalt, blockiert ONTAP *
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jeden beliebigen* Zugriff auf diese Datei in anderen Caches, einschlieRlich READ Operationen.

@ Es gibt eine Grenze von 170 XLDs pro Ursprungsbestandteil.

Datendelegationen

Eine Datendelegierung ist eine dateibasierte Garantie, die einem Cache nach Herkunft zugestellt wird, dass
die fur diese Datei zwischengespeicherten Daten auf dem neuesten Stand sind. Solange der Cache eine
Datendelegation fir eine Datei hat, kann er die fir die Datei zwischengespeicherten Daten fiir den Client
bereitstellen, ohne sich mit dem Ursprung in Verbindung setzen zu mussen. Wenn der Cache keine
Datendelegierung fiir die Datei hat, muss er sich an den Ursprung wenden, um die vom Client angeforderten
Daten zu erhalten.

Im Write-Back-Modus wird die Datendelegierung einer Datei aufgehoben, wenn eine XLD fir diese Datei in
einem anderen Cache oder vom Ursprung genommen wird. Dadurch wird die Datei effektiv von Clients aller
anderen Caches und vom Ursprung abgetrennt, auch bei Lesevorgangen. Dies ist ein Kompromiss, der
getroffen werden muss, um sicherzustellen, dass auf alte Daten nie zugegriffen wird.

Lesevorgange in einem Write-Back-aktivierten Cache arbeiten im Allgemeinen wie Lesevorgénge in einem
Write-Around-Cache. Sowohl in Write-Around- als auch in Write-Back-fahigen Caches kann es zu einem
ersten READ Performance-Hit kommen, wenn die angeforderte Datei Uber eine exklusive Schreibsperre in
einem anderen Write-Back-aktivierten Cache verfiigt, als wenn der Lesevorgang ausgefuhrt wird. Der XLD
muss widerrufen werden, und die fehlerhaften Daten miissen an den Ursprung Ubertragen werden, bevor der
Lesevorgang im anderen Cache bedient werden kann.

Unsaubere Daten werden nachverfolgt

Das Riickschreiben vom Cache zum Ursprung erfolgt asynchron. Das heif3t, schmutzige Daten werden nicht
sofort zuriick in die urspringliche Quelle geschrieben. ONTAP verwendet ein System mit nicht
ordnungsgemalen Datensatzen, um schmutzige Daten pro Datei nachzuverfolgen. Jeder Dirty Data Record
(DDR) stellt ungefahr 20 MB schmutzige Daten flr eine bestimmte Datei dar. Wenn eine Datei aktiv
geschrieben wird, beginnt ONTAP schmutzige Daten zuriick zu spllen, nachdem zwei DDRs gefillt wurden
und der dritte DDR geschrieben wird. Dies fuhrt dazu, dass wahrend der Schreibvorgange ungefahr 40 MB an
schmutzigen Daten in einem Cache verbleiben. Bei zustandsbehafteten Protokollen (NFSv4.x, SMB) werden
die verbleibenden 40 MB an Daten zurlck an den Ursprung Ubertragen, wenn die Datei geschlossen wird. Bei
zustandslosen Protokollen (NFSv3) werden die 40 MB an Daten zurlickgeldscht, wenn entweder der Zugriff auf
die Datei in einem anderen Cache angefordert wird oder wenn die Datei zwei oder mehr Minuten lang inaktiv
ist, maximal funf Minuten. Weitere Informationen zum Auslésen von durch Timer oder durch Speicherplatz
ausgeldsten schmutzigen Daten finden Sie unter Cache-Scrubber.

Zusatzlich zu den DDRs und Scrubbers I6sen einige Front-End NAS-Operationen auch das Spulen aller
schmutzigen Daten flr eine Datei aus:

¢ SETATTR

o "SETATTR's, die nur mtime, atitime und/oder ctime andern, konnen im Cache verarbeitet werden, um
die EinbulRen des WAN zu vermeiden.

* CLOSE
* OPEN In einem anderen Cache
* READ In einem anderen Cache

°* READDIR In einem anderen Cache
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°* READDIRPLUS In einem anderen Cache

* WRITE In einem anderen Cache

Abgetrennter Modus

Wenn eine XLD fir eine Datei in einem Write-Around-Cache gespeichert wird und dieser Cache vom Ursprung
getrennt wird, sind Lesevorgange fur diese Datei weiterhin in den anderen Caches und im Ursprung zulassig.
Dieses Verhalten unterscheidet sich, wenn ein XLD von einem Write-Back-aktivierten Cache gehalten wird.
Wenn der Cache getrennt ist, hangt in diesem Fall tberall der Lesezugriff auf die Datei. Dies tragt dazu bei,
100 % Konsistenz, Wahrung und Koharenz aufrechtzuerhalten. Die Lesevorgange sind im Write-Around-
Modus erlaubt, da am Ursprung garantiert ist, dass alle Daten verfiigbar sind, die fir den Client
schreibgeschitzt sind. Im Write-Back-Modus wahrend einer Trennung kann der Origin nicht garantieren, dass
alle Daten, die in den Write-Back-aktivierten Cache geschrieben und vom Write-Back-aktivierten Cache
bestatigt wurden, vor der Trennung auf den Ursprung gebracht wurden.

Falls ein Cache mit einem XLD fir eine Datei Uber einen langeren Zeitraum getrennt wird, kann ein
Systemadministrator den XLD am Ursprung manuell widerrufen. Dadurch kann die E/A-Datei an den
verbleibenden Caches und am Ursprung wieder aufgenommen werden.

Das manuelle Zuriickziehen des XLD flihrt zum Verlust von fehlerhaften Daten fur die Datei im
nicht verbundenen Cache. Das manuelle Revocieren eines XLD sollte nur im Falle einer
katastrophalen Stérung zwischen Cache und Ursprung erfolgen.

Cache-Scrubber

In ONTAP gibt es Scrubbers, die als Reaktion auf bestimmte Ereignisse ausgeflhrt werden, wie z. B. einen
Timer, der ablauft oder die Schwellenwerte fur die Leerrdume verletzt werden. Die Scrubbers erhalten eine
exklusive Sperre fir die zu scrubbed Datei, effektiv Einfrieren 10 auf diese Datei, bis das Scrub abgeschlossen
ist.

Zu den Scrubbers gehoren:

« Mtime-basierte Scrubber im Cache: dieser Scrubber startet alle finf Minuten und reibt jede Datei, die
zwei Minuten lang unverandert sitzt. Wenn sich irgendwelche fehlerhaften Daten fir die Datei noch im
Cache befinden, wird die I/O-Vorgange fiir diese Datei stillgelegt und ein Rickschreiben ausgeldst. Die
E/A-Vorgange werden nach Abschluss des Riickschreibens wieder aufgenommen.

* Mtime-basierte Scrubber nach Herkunft: ahnlich wie der mtime-basierte Scrubber im Cache lauft dieser
auch alle funf Minuten. Es reibt jedoch jede Datei, die 15 Minuten lang unverandert sitzt, und erinnert an
die Delegation der Inode. Dieser Scrubber initiiert keinen Riickschreibvorgang.

* RW-Scheuersaugmaschine auf Ursprungsbasis: ONTAP uberwacht, wie viele RW-Lock-Delegationen
pro Ursprungskomponente ausgehandigt werden. Wenn diese Zahl 170 Gbertrifft, beginnt ONTAP mit dem
Scrubbing von Write Lock-Delegationen auf LRU-Basis (Least-Recently-Used).

» Platzbasiertes Scrubber auf dem Cache: erreicht ein FlexCache-Volumen 90% voll, wird der Cache
geschrubbt und wird auf LRU-Basis entfernt.

» Platzbasiertes Scrubber auf der Herkunft: erreicht ein FlexCache-Ursprungsvolumen 90% voll, wird der
Cache geschrubbt und wird auf LRU-Basis entfernt.

Sequenzdiagramme

Diese Sequenzdiagramme zeigen den Unterschied zwischen Write-Acknowledgement und Write-Back-Modus.
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Umschreibung

Client

Write to file “zeppelin’

Cache

Grant write lock!

Origin

Request XLD from origin

Is there an outstanding XLD for “zeppelin™?

heS

loop

Write Request

Ack write to client

Client

Zuriickschreiben

‘ _____
Grant XLD
<
Forward write to origin
Ack write to cache
Cache Origin
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Client Cache Origin

Write to file “zeppelin’

Request XLD from origin

Is there an outstanding XLD for “zeppelin™?

.......

-~

P
Grant XLD
«
Grant write lock!
«
loop [In parallel with async
flush]
Write Request
>
Ack write to client
«
Async flush of dirty data
Client Cache Origin

Anwendungsfalle fiir die ONTAP FlexCache-Ruickschreibung

Dies sind Schreibprofile, die sich am besten flr eine schreibBack-fahige FlexCache
eignen. Sie sollten Ihren Workload testen, um festzustellen, ob Write-Back- oder Write-
Around die beste Performance bietet.

Write-Back ist kein Ersatz fiir Write-Around. Obwohl Write-Back-Anwendungen mit
@ schreibintensiven Workloads konzipiert sind, ist die Write-Around-Losung immer noch die
bessere Wahl fur viele Workloads.

Ziel-Workloads

Dateigrofe

Die DateigroRRe ist weniger wichtig als die Anzahl der Schreibvorgange, die zwischen dem und -Aufrufen flir
eine Datei ausgegeben OPEN CLOSE wurden. Kleine Dateien haben von Natur aus weniger WRITE Anrufe,
wodurch sie weniger ideal fir das Zurlickschreiben sind. GroRRe Dateien kbnnen mehr Schreibvorgange
zwischen und Aufrufen haben OPEN CLOSE , aber dies ist nicht garantiert.

Auf der "FlexCache-Ruckschreibrichtlinien" Seite finden Sie die aktuellen Empfehlungen zur maximalen
DateigroRRe.
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Schreibgrofle

Beim Schreiben von einem Client sind andere modifizierende NAS-Anrufe aulRer Schreibanrufe beteiligt. Dazu
gehodren unter anderem:

¢ CREATE
* OPEN

* CLOSE

* SETATTR

®* SET_INFO

SETATTR Und SET INFO Aufrufe, die gesetzt mtime, ,,, atime ctime owner group oder size werden im
Cache verarbeitet. Der Rest dieser Aufrufe muss am Ursprung verarbeitet werden und einen
Rickschreibvorgang fiur alle schmutzigen Daten ausldsen, die im schreibBack-aktivierten Cache fir die Datei
gesammelt werden, auf der ausgefiihrt wird. 10 auf die Datei wird stillgelegt, bis der Schreibvorgang
abgeschlossen ist.

Wenn Sie wissen, dass diese Anrufe das WAN durchlaufen missen, kdnnen Sie Workloads identifizieren, die
sich fur Write-Back eignen. Je mehr Schreibvorgdnge zwischen OPEN und CLOSE Anrufen erfolgen kdnnen,
ohne dass einer der oben aufgefiihrten Anrufe ausgegeben wird, desto besser ist die Performance-Steigerung
des Ruckschreibens.

Read-after-Write

Workloads mit Lese-/Schreibzugriff hatten in der Vergangenheit bei FlexCache eine schlechte Performance.
Dies ist auf den Schreibmodus vor 9.15.1 zurtickzufiihren. Der WRITE Aufruf der Datei muss am Ursprung
erfolgen, und der nachfolgende READ Aufruf misste die Daten zurlck in den Cache verschieben. Dies fuhrt
dazu, dass beide Vorgange die WAN-EinbuRen nach sich nehmen. Daher werden fur FlexCache im Write-
Around-Modus von Read-after-Write-Workloads abgeraten. Mit der Einfihrung von Write-Back im Jahr 9.15.1
werden Daten nun im Cache gespeichert und kénnen sofort aus dem Cache gelesen werden, wodurch die
WAN-EinbufRen eliminiert werden. Wenn lhr Workload auf FlexCache Volumes Lese-nach-Schreiben
beinhaltet, sollten Sie den Cache fur den Write-Back-Modus konfigurieren.

Wenn Read-after-write ein wichtiger Teil Ihrer Arbeitslast ist, sollten Sie lhren Cache so
konfigurieren, dass er im Write-Back-Modus arbeitet.

Write-after-Write

Wenn eine Datei schmutzige Daten in einem Cache akkumuliert, schreibt der Cache die Daten asynchron
zurlick zum Ursprung. Dies fuhrt natirlich zu Zeiten, wenn der Client die Datei mit schmutzigen Daten schlief3t,
die noch darauf warten, wieder an den Ursprung zurtickgespult zu werden. Wenn fir die gerade geschlossene
Datei ein weiterer offener oder ein anderer Schreibvorgang eingeht und noch schmutzige Daten enthalt, wird
der Schreibvorgang unterbrochen, bis alle fehlerhaften Daten auf den Ursprung Ubertragen wurden.

Uberlegungen zur Latenz

Wenn FlexCache im Write-Back-Modus arbeitet, ist dies flir NAS-Clients mit zunehmender Latenz vorteilhafter.
Es gibt jedoch einen Punkt, an dem der Overhead von Write-Back die Vorteile Uberwiegt, die in Umgebungen
mit niedriger Latenz erzielt werden. In einigen NetApp-Tests flhrten die Write-Back-Ergebnisse zu einer
minimalen Latenz zwischen Cache und Ursprung von 8 ms. Diese Latenz variiert je nach Workload. Stellen Sie
daher sicher, dass Sie den Endpunkt Ihres Workloads kennen.

Das folgende Diagramm zeigt den Riickgabepunkt fir den Riickschreibvorgang in NetApp Labortests. Die x
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Achse ist die DateigroRe und die y Achse die verstrichene Zeit. Bei dem Test wurde NFSv3 verwendet, wobei
ein und 256 KB und 64 ms WAN-Latenz gemountet rsize wsize werden. Dieser Test wurde mit einer kleinen
ONTAP Select-Instanz sowohl fiir den Cache als auch fiir den Ursprungs sowie mit einem einzigen Thread-
Schreibvorgang durchgefihrt. Ihre Ergebnisse kénnen variieren.
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@ Write-Back sollte nicht fUr Intracluster-Caching verwendet werden. Intracluster-Caching findet
statt, wenn sich Ursprung und Cache im selben Cluster befinden.

Voraussetzungen fur die ONTAP FlexCache-Zuriickschreibung

Stellen Sie vor der Implementierung von FlexCache im Write-Back-Modus sicher, dass
Sie diese Anforderungen an Performance, Software, Lizenzierung und
Systemkonfiguration erfullt haben.

CPU und Speicher

Es wird dringend empfohlen, dass jeder Ursprungsclusterknoten tber mindestens 128 GB RAM und

20 CPUs verfligt, um die von Caches mit aktiviertem Write-Back initilerten Write-Back-Nachrichten
aufzunehmen. Dies entspricht einer A400 oder héher. Wenn der Origin-Cluster als Ursprung flir mehrere Write-
Back-fahige FlexCaches dient, werden mehr CPU und RAM bendtigt.

@ Die Verwendung eines zu kleinen Ursprungs fur lhren Workload kann erhebliche Auswirkungen
auf die Performance am Write Back-Enabled Cache oder am Entstehungsort haben.

ONTAP-Version

* Der Ursprung must wird mit ONTAP 9.15.1 oder héher ausgefihrt.

* Alle Caching-Cluster, die im Write-Back-Modus arbeiten missen must, werden mit ONTAP 9.15.1 oder
hdher ausgefuhrt.
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« Auf jedem Caching-Cluster, der nicht im Write-Back-Modus betrieben werden muss, kann jede allgemein
unterstitzte ONTAP-Version ausgefihrt werden.

Lizenzierung

FlexCache, einschlie3lich des Write-Back-Betriebsmodus, ist in Ihrem ONTAP-Kauf enthalten. Es ist keine
zusatzliche Lizenz erforderlich.

Peering

* Ursprungs- und Cache-Cluster missen sein "Cluster-Peered"

* Die Server Virtual Machines (SVMs) im Ursprungs- und Cache-Cluster missen mit der Option FlexCache
ausgestattet sein "svm-Peering" .

@ Sie mussen keinen Peer eines Cache-Clusters mit einem anderen Cache-Cluster erstellen. Es
muss auch keine Cache-SVM mehr einer anderen Cache-SVM zugewiesen werden.

Interoperabilitat von ONTAP FlexCache-Schreibvorgangen

Beachten Sie diese Interoperabilitatsiiberlegungen, wenn Sie FlexCache im Write-Back-
Modus bereitstellen.

ONTAP-Version

Um den Write-Back-Modus zu verwenden, missen sowohl der Cache als auch der Ursprung *ONTAP 9.15.1
oder héher ausfihren.

Auf Clustern, auf denen kein Write-Back-fahiger Cache erforderlich ist, kénnen friihere
@ Versionen von ONTAP ausgefuhrt werden, dieser Cluster kann jedoch nur im Write-Around-
Modus betrieben werden.

Sie kdnnen in lhrer Umgebung verschiedene ONTAP-Versionen verwenden.

Cluster ONTAP-Version Write-Back unterstiitzt?
Ursprung ONTAP 9.15.1 KIA T

Cluster 1 ONTAP 9.15.1 Ja.

Cluster 2 ONTAP 9.14.1 Nein

Cluster ONTAP-Version Write-Back unterstiitzt?
Ursprung ONTAP 9.14.1 KA. T

Cluster 1 ONTAP 9.15.1 Nein

Cluster 2 ONTAP 9.15.1 Nein

T Origins sind kein Cache, daher ist weder Write-Back- noch Write-Around-Unterstiitzung anwendbar.

@ In [example2-table]lkann kein Cluster den Write-Back-Modus aktivieren, da ONTAP 9.15.1 oder
hoher im Ursprung nicht ausgefiihrt wird, was eine strikte Anforderung ist.

25



Client-Interoperabilitat

Jeder von ONTAP allgemein unterstitzte Client kann auf ein FlexCache Volume zugreifen, unabhangig davon,
ob er im Write-Around- oder Write-Back-Modus arbeitet. Eine aktuelle Liste der unterstiitzten Clients finden Sie
im Dokument NetApp "Interoperabilitats-Matrix".

Obwohl die Client-Version speziell nicht von Bedeutung ist, muss der Client neu genug sein, um NFSv3,
NFSv4.0, NFSv4.1, SMB2.x oder SMB3.x zu unterstiitzen SMB1 und NFSv2 sind veraltete Protokolle und
werden nicht unterstutzt.

Write-Back und Write-Around

Wie in gezeigt [example1-table], kann FlexCache im Write-Back-Modus zusammen mit Caches im Write-
Around-Modus eingesetzt werden. Es wird empfohlen, Write-Around- und Write-Back-Vergleiche mit Ihrem
spezifischen Workload anzustellen.

Falls die Performance flr einen Workload zwischen Write-Back und Write-Around identisch ist,
verwenden Sie Write-Around.

Interoperabilitat von ONTAP Funktionen

Eine aktuelle Liste der Interoperabilitat von FlexCache-Funktionen finden Sie unter "Die unterstitzten und nicht
unterstutzten Funktionen fur FlexCache Volumes".

Aktivieren und Verwalten von ONTAP FlexCache Write-Back

Ab ONTAP 9.15.1 kdnnen Sie den FlexCache Write-Back-Modus auf FlexCache-Volumes
aktivieren, um eine bessere Performance fur Edge-Computing-Umgebungen und Caches
mit schreibintensiven Workloads zu erreichen. Sie kdnnen auch bestimmen, ob Write-
back auf einem FlexCache-Volume aktiviert ist, oder bei Bedarf den Write-Back-Wert auf
dem Volume deaktivieren.

Wenn der Rickschreibvorgang auf dem Cache-Volume aktiviert ist, werden Schreibanforderungen an den
lokalen Cache und nicht an das Ursprungs-Volume gesendet.

Bevor Sie beginnen
Sie mussen sich im erweiterten Berechtigungsmodus befinden.
Erstellen Sie ein neues FlexCache-Volume mit aktiviertem Write-Back

Schritte

Sie kdnnen ein neues FlexCache Volume mit aktivierter Write-Back-Funktion Gber ONTAP System Manager
oder die ONTAP CLI erstellen.
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System Manager

1.

CLI
1.

Wenn sich das FlexCache Volume auf einem anderen Cluster als dem Ursprungs-Volume befindet,
erstellen Sie eine Cluster Peer-Beziehung:

a. Klicken Sie im lokalen Cluster auf Schutz > Ubersicht.

b. Erweitern Sie Intercluster-Einstellungen, klicken Sie auf Netzwerkschnittstellen hinzufiigen
und figen Sie dem Cluster Intercluster-Schnittstellen hinzu.
Wiederholen Sie dies auf dem Remote-Cluster.

c. Klicken Sie im Remote-Cluster auf Schutz > Ubersicht. Klicken Sie  im Abschnitt Cluster Peers
auf Passphrase generieren.

d. Kopieren Sie die generierte Passphrase, und fligen Sie sie in das lokale Cluster ein.

e. Klicken Sie auf dem lokalen Cluster unter Cluster Peers auf Peer Clusters, um die lokalen und
Remote-Cluster zu sehen.

Wenn sich das FlexCache Volume auf einem anderen Cluster als dem Ursprungs-Volume befindet,
erstellen Sie eine SVM Peer-Beziehung:

Klicken Sie unter Storage VM Peers auf und dann auf : Peer Storage VMs, um die Speicher-VMs
zu sehen.

Wenn sich das FlexCache Volume auf demselben Cluster befindet, kdnnen Sie mit System Manager
keine SVM-Peer-Beziehung erstellen.

3. Wahlen Sie Storage > Volumes.
4.
5
6

Wahlen Sie Hinzufiigen.

. Wahlen Sie More Options und dann Add as Cache for a Remote Volume.

. Wahlen Sie FlexCache-Riickschreibung aktivieren.

Wenn sich das zu erstellenden FlexCache Volume in einem anderen Cluster befindet, erstellen Sie
eine Cluster-Peer-Beziehung:

a. Erstellen Sie auf dem Ziel-Cluster eine Peer-Beziehung mit dem Datensicherheits-Quellcluster:

cluster peer create -generate-passphrase -offer-expiration
MM/DD/YYYY HH:MM:SS|1...7days|1...168hours -peer-addrs
<peer LIF IPs> -initial-allowed-vserver-peers <svm name>, .. |*
-ipspace <ipspace name>

Ab ONTAP 9.6 ist die TLS-Verschlisselung bei der Erstellung einer Cluster-Peer-Beziehung
standardmafig aktiviert. Die TLS-Verschllsselung wird fir die Cluster-ibergreifende
Kommunikation zwischen den Ursprungs- und FlexCache Volumes unterstitzt. Bei Bedarf kdnnen
Sie auch die TLS-Verschlisselung fir die Cluster-Peer-Beziehung deaktivieren.
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cluster02::> cluster peer create —-generate-passphrase -offer

-expiration 2days -initial-allowed-vserver-peers *

Passphrase: UCa+61RVICXel/gglWrK7ShR
Expiration Time: 6/7/2017 08:16:10 EST
Initial Allowed Vserver Peers: *
Intercluster LIF IP: 192.140.112.101
Peer Cluster Name: Clus 7ShR (temporary generated)

Warning: make a note of the passphrase - it cannot be displayed
again.

a. Authentifizierung des Quellclusters im Quellcluster beim Ziel-Cluster:

cluster peer create -peer-addrs <peer LIF IPs> -ipspace <ipspace>

cluster0l::> cluster peer create -peer-addrs
192.140.112.101,192.140.112.102

Notice: Use a generated passphrase or choose a passphrase of 8 or
more characters.

To ensure the authenticity of the peering relationship,
use a phrase or sequence of characters that would be hard to
guess.

Enter the passphrase:

Confirm the passphrase:

Clusters cluster02 and cluster0l are peered.

2. Wenn sich das FlexCache-Volume in einer anderen SVM als der Ursprungs-Volume befindet,
erstellen Sie eine SVM-Peer-Beziehung mit f1excache als Applikation:

a. Wenn sich die SVM in einem anderen Cluster befindet, erstellen Sie eine SVM-Berechtigung fir
die Peering SVMs:

vserver peer permission create -peer-cluster <cluster name>

-vserver <svm-name> -applications flexcache

Das folgende Beispiel veranschaulicht die Erstellung einer SVM-Peer-Berechtigung, die fur alle
lokalen SVMs gilt:



clusterl::> vserver peer permission create -peer-cluster cluster?

-vserver "*" -applications flexcache

Warning: This Vserver peer permission applies to all local Vservers.
After that no explict

"vserver peer accept" command required for Vserver peer relationship
creation request

from peer cluster "cluster2" with any of the local Vservers. Do you
want to continue? {y|n}: y

a. SVM-Peer-Beziehung erstellen:

vserver peer create -vserver <local SVM> -peer-vserver

<remote SVM> -peer-cluster <cluster name> -applications flexcache

3. Erstellen Sie ein FlexCache-Volume mit aktiviertem Write-Back:

volume flexcache create -vserver <cache vserver name> -volume
<cache flexgroup name> -aggr-list <list of aggregates> -origin
-volume <origin flexgroup> -origin-vserver <origin vserver name>

-junction-path <junction path> -is-writeback-enabled true

Aktivieren Sie FlexCache Write-Back auf einem vorhandenen FlexCache-Volume

Sie kénnen FlexCache Write-Back auf einem vorhandenen FlexCache Volume mithilfe von ONTAP System
Manager oder der ONTAP CLI aktivieren.

System Manager
1. Wahlen Sie Speicher > Volumes und wahlen Sie ein vorhandenes FlexCache-Volume aus.

2. Klicken Sie auf der Ubersichtsseite des Volumes oben rechts auf Bearbeiten.

3. Wahlen Sie im Fenster Volume bearbeiten FlexCache-Riickschreiben aktivieren aus.

CLI
1. Write-Back auf einem vorhandenen FlexCache-Volume aktivieren:

volume flexcache config modify -volume <cache flexgroup name> -is
-writeback-enabled true
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Uberpriifen Sie, ob FlexCache Write-Back aktiviert ist

Schritte

Sie kdnnen mit System Manager oder der ONTAP-CLI bestimmen, ob das FlexCache-Zurtickschreiben
aktiviert ist.

System Manager
1. Wahlen Sie Speicher > Volumes und wahlen Sie ein Volume aus.

2. Suchen Sie im Volume Ubersicht FlexCache Details und priifen Sie, ob FlexCache Write-back auf
dem FlexCache Volume auf aktiviert eingestellt ist.

CLI
1. Uberprifen Sie, ob FlexCache Write-Back aktiviert ist:

volume flexcache config show -volume <cache flexgroup name> -fields
is-writeback-enabled

Deaktivieren Sie Write-Back auf einem FlexCache-Volume

Bevor Sie ein FlexCache-Volume I6schen kénnen, missen Sie den FlexCache-Schreibvorgang deaktivieren.

Schritte
Sie kdnnen System Manager oder die ONTAP CLI verwenden, um FlexCache Write-Back zu deaktivieren.

System Manager

1. Wahlen Sie Speicher > Volumes aus, und wahlen Sie ein vorhandenes FlexCache-Volume aus, fiir
das FlexCache-Rickschreiben aktiviert ist.

2. Klicken Sie auf der Ubersichtsseite des Volumes oben rechts auf Bearbeiten.

3. Deaktivieren Sie im Fenster Volume bearbeiten die Option FlexCache-Riickschreiben aktivieren.

CLI
1. Ruckschreibvorgang deaktivieren:

volume flexcache config modify -volume <cache vol name> -is
-writeback-enabled false

Haufig gestellte Fragen zum ONTAP FlexCache-Riickschreiben
Diese FAQ kann Ihnen helfen, wenn Sie eine schnelle Antwort auf eine Frage suchen.

Ich mochte Riickschreiben verwenden. Welche Version von ONTAP muss ich ausfiihren?

Sowohl der Cache als auch der Ursprung missen ONTAP 9.15.1 oder héher ausfihren. Es wird stark
empfohlen, die neueste P-Version auszuflhren. Engineering verbessert kontinuierlich die Performance und
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Funktionalitat von Write-Back-Enabled Caches.

Konnen Clients, die auf den Ursprung zugreifen, Auswirkungen auf Clients haben, die auf den
schreibaktivierten Cache zugreifen?

Ja. Der Ursprung hat das gleiche Recht auf Daten wie jeder der Caches. Wenn ein Vorgang fuir eine Datei
ausgefihrt wird, bei der die Datei aus dem Cache entfernt werden muss, oder wenn eine
Sperre/Datendelegation aufgehoben werden muss, kann es vorkommen, dass der Client im Cache eine
Verzdgerung beim Zugriff auf die Datei sieht.

Kann ich QoS auf schreibBack-Enabled FlexCaches anwenden?

Ja. Auf jeden Cache und auf den Ursprung kénnen unabhangige QoS-Richtlinien angewendet werden. Dies
hat keine direkten Auswirkungen auf einen durch das Rickschreiben initiierten Intercluster-Datenverkehr.
Indirekt kdbnnen Sie durch QoS-Beschrankung des Front-End-Datenverkehrs im schreibBack-fahigen Cache
den zurlickschreibenden Datenverkehr verlangsamen.

Wird Multi-Protokoll-NAS bei Write-Back-Enabled FlexCaches unterstiitzt?

Ja. Multi-Protokoll wird bei schreibBack-fahigen FlexCaches vollstandig unterstitzt. Derzeit werden NFSv4.2
und S3 nicht von FlexCache unterstltzt, die im Write-Around Write-Back-Modus arbeiten.

Werden alternative SMB-Datenstrome in FlexCaches mit Write-Back-Funktion unterstiitzt?

Alternative SMB-Datenstrome (ADS) werden unterstitzt, jedoch nicht durch einen Schreibvorgang
beschleunigt. Der Schreibvorgang auf die ADS wird an den Ursprung weitergeleitet, wodurch die WAN-Latenz
beeintrachtigt wird. Der Schreibvorgang entfernt auch die Hauptdatei, zu der die ANZEIGEN gehoren, aus dem
Cache.

Kann ich einen Cache zwischen Write-Around- und Write-Back-Modus wechseln, nachdem er erstellt wurde?

Ja. Alles was Sie tun missen, ist das Flag im Link:../FlexCache-writeback/FlexCache-writeback-enable-
task.html[flexcache modify Befehl] umzuschalten is-writeback-enabled.

Gibt es Bandbreiteniiberlegungen, die ich hinsichtlich der Intercluster-Verbindung zwischen dem/den
Cache(s) und dem Ursprungsserver beachten sollte?

Ja. FlexCache Write-Back ist stark von der Intercluster-Verbindung zwischen dem/den Cache(s) und dem
Ursprung abhangig. Geringe Bandbreite und/oder verlustbehaftete Netzwerke konnen die Leistung erheblich
beeintrachtigen. Es gibt keine festgelegte Bandbreitenanforderung, da diese stark von lhrer Arbeitslast
abhangt.

FlexCache-Dualitat

Haufig gestellte Fragen zur FlexCache-Dualitat

Diese FAQ beantwortet haufig gestellte Fragen zur FlexCache-Dualitat, die in ONTAP
9.18.1 eingefuhrt wurde.

Haufig gestellte Fragen

Was ist ,,Dualitat“?

Dualitat ermoglicht den einheitlichen Zugriff auf dieselben Daten sowohl tber Datei- (NAS) als auch Objekt-
(S3) Protokolle. Eingefuihrt in ONTAP 9.12.1 ohne FlexCache-Unterstitzung, wurde Dualitat in ONTAP 9.18.1
auf FlexCache-Volumes erweitert, sodass der S3-Protokollzugriff auf NAS-Dateien moglich ist, die in einem
FlexCache-Volume zwischengespeichert sind.

Welche S3-Operationen werden fiir einen FlexCache S3-Bucket unterstiitzt?
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S3-Operationen, die auf Standard-S3-NAS-Buckets unterstitzt werden, sind auch auf FlexCache S3-NAS-
Buckets verfiigbar, mit Ausnahme der COPY Operation. Eine aktuelle Liste der nicht unterstiitzten Operationen
fur einen Standard-S3-NAS-Bucket finden Sie unter "Interoperabilitatsdokumentation”.

Kann ich FlexCache im Write-Back-Modus mit FlexCache-Dualitat verwenden?

Nein. Wenn ein FlexCache S3-NAS-Bucket auf einem FlexCache Volume erstellt wird, muss sich das
FlexCache Volume im Write-Around-Modus befinden. Wenn Sie versuchen, einen FlexCache S3-NAS-Bucket
auf einem FlexCache Volume im Write-Back-Modus zu erstellen, schlagt der Vorgang fehl.

Ich kann einen meiner Cluster aufgrund von Hardwarebeschrankungen nicht auf ONTAP 9.18.1 aktualisieren.
Funktioniert die Dualitat in meinem Cluster weiterhin, wenn nur der Cache-Cluster mit ONTAP 9.18.1 lauft?

Nein. Sowohl der Cache-Cluster als auch der Ursprungscluster miissen mindestens die effektive
Clusterversion 9.18.1 aufweisen. Wenn Sie versuchen, einen FlexCache S3-NAS-Bucket auf einem Cache-
Cluster zu erstellen, der mit einem Ursprungscluster verbunden ist, auf dem eine ONTAP Version vor 9.18.1
ausgefuhrt wird, schlagt der Vorgang fehl.

Ich habe eine MetroCluster-Konfiguration. Kann ich die FlexCache-Dualitidt nutzen?
Nein. FlexCache-Dualitat wird in MetroCluster-Konfigurationen nicht unterstitzt.

Kann ich den S3-Zugriff auf Dateien in einem FlexCache S3 NAS-Bucket iiberwachen?

Die S3-Uberwachung wird durch die NAS-Uberwachungsfunktionalitat bereitgestellt, die FlexCache-Volumes
verwenden. Weitere Informationen zur NAS-Uberwachung von FlexCache-Volumes finden Sie unter "Erfahren
Sie mehr Uber FlexCache-Auditing".

Was sollte ich erwarten, wenn das Cache-Cluster vom Origin-Cluster getrennt wird?

S3-Anfragen an einen FlexCache S3-NAS-Bucket schlagen mit einem 503 Service Unavailable Fehler
fehl, wenn der Cache-Cluster vom Ursprungscluster getrennt ist.

Kann ich mehrteilige S3-Operationen mit FlexCache Dualitiat verwenden?

Damit S3-Multipart-Operationen funktionieren, muss das Feld ,granulare Daten® des zugrunde liegenden
FlexCache-Volumes auf ,erweitert gesetzt sein. Dieses Feld wird auf den Wert gesetzt, der fir das
Ursprungsvolume festgelegt ist.

Unterstiitzt die Dualitdt von FlexCache HTTP- und HTTPS-Zugriff?

Ja. StandardmaRig ist HTTPS erforderlich. Sie kdnnen den S3-Dienst so konfigurieren, dass HTTP-Zugriff
zugelassen wird, falls erforderlich.

S3-Zugriff auf NAS-FlexCache-Volumes aktivieren

Ab ONTAP 9.18.1 kdnnen Sie den S3-Zugriff auf NAS-FlexCache-Volumes aktivieren,
auch als ,Dualitat” bezeichnet. Dadurch kénnen Clients auf Daten, die in einem
FlexCache-Volume gespeichert sind, zusatzlich zu den herkdbmmlichen NAS-Protokollen
wie NFS und SMB auch Uber das S3-Protokoll zugreifen. Sie konnen die folgenden
Informationen verwenden, um die FlexCache-Dualitat einzurichten.

Voraussetzungen

Bevor Sie beginnen, missen Sie die folgenden Voraussetzungen erfiillen:

« Stellen Sie sicher, dass das S3-Protokoll und die gewtinschten NAS-Protokolle (NFS, SMB oder beide) auf
der SVM lizenziert und konfiguriert sind.
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Uberpriifen Sie, ob DNS und alle anderen erforderlichen Dienste konfiguriert sind.
Cluster und SVM Peered

FlexCache Volume erstellen

Data-lif erstellt

(D Eine ausflihrlichere Dokumentation zur FlexCache-Dualitat finden Sie unter "ONTAP S3
Multiprotokollunterstttzung".

Schritt 1: Zertifikate erstellen und signieren

Um den S3-Zugriff auf ein FlexCache-Volume zu aktivieren, missen Sie Zertifikate flr die SVM installieren, die
das FlexCache-Volume hostet. In diesem Beispiel werden selbstsignierte Zertifikate verwendet, aber in einer
Produktionsumgebung sollten Sie Zertifikate verwenden, die von einer vertrauenswiurdigen Zertifizierungsstelle
(CA) signiert sind.

1. Erstellen einer SVM-Root-CA:

security certificate create -vserver <svm> -type root-ca -common-name
<arbitrary name>

2.  Generieren Sie eine Zertifikatsignierungsanforderung:

security certificate generate-csr -common-name <dns name of data 1lif>
-dns-name <dns name of data 1if> -ipaddr <data 1if ip>

Beispielausgabe:

MIICzjCCAbYCAQAWHzEJMBSGA1UEAXMUY2FjaGUxZylkYXRhLm5hcy5sYWIwggEi
MAOGCSgGSIb3DQEBAQUAA4IBDWAWGGEKAOIBAQCUsJk07508Uh329cHI 6x+BaRS2
whwrgvzoY1lidXtYmdCH3m1DDprBiAyfIwBCO/1U3Xd5NpB7nclwK1CI2VEkrXGUg

VMIGN351+FgzLQ4X51KfoMXCV70NglakxzEmkTIUDKv7/n9EVZ4b5DTT1rL03X/nkK
+Bim2y2y180PaFB3NauZHTnIIzIc8zCp2IEgqmFWyMDcdBjPOKSO+jNm4QhuXiM8F

D7gm3g/070qa50xbAEal504Nb0195U0T0rwqTaSzFGO0XQnK2PmA1OIwS5ET35p3%
dLU=

Beispiel fur einen privaten Schllssel:
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MITIEVAIBADANBgkghkiG9wOBAQEFAASCBKYwggSiAgEAAOIBAQCuUsJk07508Unh32
9cHI6x+BaRS2wSwrqvzoY1idXtYmdCH3m1DDprBiAyfIwBC0O/1U3Xd5NpB7nclwK
1CI2VEkrXGUgwBtx1K4TI1rCTB829Q1aLGAQXVYyWnzhQc4tS5PW/DsQ8t701Z9zET

rXGEdDagp7jQOGNXUGlbx03zcBill/A9Hc60alNECgYBKwe3PeZamiwhIHLy9ph7w
dJfFCshsPalMuAp20uKIAnNa916fT9y5kf9tIbskT+t5Dth8bmVopwe8UZaKb5eC4

Svxml9jJHT50gloDaZVUmMXFKyKogPDdfveDk2Eb5gMfITb0a3TPC/jaqpDn9BzuH
TOO02fuRVRR/G/HUz2yRd+A==

@ Bewahren Sie eine Kopie lhrer Zertifikatsanforderung und lhres privaten Schlissels fur
zukunftige Referenz auf.

3. Signieren Sie das Zertifikat:

Das root-ca ist diejenige, die Sie in Erstellen Sie eine SVM-Root-CA erstellt haben.

certificate sign -ca <svm root ca> -ca-serial <svm root ca sn> -expire
-days 364 -format PEM -vserver <svm>

4. Fugen Sie die in Generieren Sie eine Zertifikatsignierungsanforderung generierte
Zertifikatsignierungsanforderung (CSR) ein.

Beispiel:

MIICz3jCCAbYCAQAWHzZEJMBSGAlUEAXMUY2FjaGUxZylkYXRhLm5hcy5sYWIwggEi
MAOGCSgGSIb3DQEBAQUAA4IBDWAWGGEKAOIBAQCUsJk07508Uh329cHI 6x+BaRS2
whwrgvzoY1lidXtYmdCH3m1DDprBiAyfIwBCO/1iU3Xd5NpB7nclwK1CI2VEkrXGUg

VMIGN351+FgzLQ4X51KfoMXCV70NglakxzEmkTIUDKv7/n9EVZ4b5DTT1rL03X/nkK
+Bim2y2y180PaFB3NauZHTnIIzIc8zCp2IEgqmFWyMDcdBjPOKSO+jNm4QhuXiM8F

D7gm3g/070gqa50xbAEal504Nb0195U0T0rwqTaSzFGOXQnK2PmA1O0IwS5ET35p3%
dLU=

Dadurch wird ein signiertes Zertifikat auf der Konsole ausgegeben, ahnlich wie im folgenden Beispiel.

Beispiel fur ein signiertes Zertifikat:
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MIIDdzCCAl+gAwIBAgIIGHolbgv5DPowDQYJKoZIThvcNAQELBQAWLJEfMBOGAL1UE
AXMWY2FjaGUtMTY0Zy1lzdmOtcm9vdCljYTELMAKGAIUEBhMCVVMwHhcNMJUxMT Ix
MjIXNTU4WhcNM]YxXMTIwM] IXNTU4WjAEfMROWGWYDVQQODEXR I YWNoZ TFnLWRhdAGEU

gS7zhj31kWE3Gp9s+QijKWXx/0HDA1UuGqy0QZNgNm/MOmgVnokJNk5F4 fBFxMiR
1063BxL8xXGIRAtTCIIb2Gq2W] 7TEC1UW6CYKEKXACVKk+XrRtArGkNtcYdt HEUSKVE
wswvv0rNydrNnWhJLhS18TW5Tex+OMyTXgk9/3K8kBOmAMrtxxYjt8tm+gztkivE
J0eoluDJhaNxqwEZRzFyGaadkl+560FzRfTc

5. Kopieren Sie das Zertifikat fir den nachsten Schritt.

6. Installieren Sie das Serverzertifikat auf der SVM:

certificate install -type server -vserver <svm> -cert-name flexcache-
duality

7. Fugen Sie das signierte Zertifikat von Signieren Sie das Zertifikat ein.

Beispiel:

Please enter Certificate: Press <Enter> [twice] when done

MIIDdzCCAl+gAwIBAgIIGHolbgv5DPowDQYJKoZIThvecNAQELBQAWLJEfMBOGAL1UE
AxXMWY2FjaGUtMTY0ZylzdmOtcm9vdCljYTELMAkKGAIUEBhMCVVMwHhcNM ] UxMT Ix
MJIXNTU4WhcNM])YXMTIwM] IXNTU4WJAEMROWGWYDVQQODEXRJYWNoZTEnLWRhdGEU
bmFzILmxhYjCCASIwWDQYJKoZIThvcNAQEBBQADggEPADCCAQOCggEBAK6WMTTVK7xS

gS7zhj31kWE3Gp9s+QijKWXx/0HDA1UuGqy0QZNgNm/MOmgVnokJNk5F4 fBFxMiR
1063BxL8xGIRALTC)jb2Gg2W] 7TECL1Uw6CykEkKkxACVk+XrRtArGkNtcYdtHfUsKVE
wswvvOrNydrNnWhJLhS18TW5Tex+OMyTXgk9/3K8kBOmAMrtxxYjt8tmtgztkivE
J0eoluDJhaNxqwEZRzFyGaadkl+560FzRfTc

8. Fugen Sie den privaten Schlissel, der in Generieren Sie eine Zertifikatsignierungsanforderung generiert
wurde, ein.

Beispiel:



Please enter Private Key: Press <Enter> [twice] when done

MITEvAIBADANBgkghkiGO9wOBAQEFAASCBKYwggSiAgEAAOIBAQCuUsJk07508Uh32
9cHI6x+BaRS2wSwrgqvzoY1lidXtYmdCH3m1DDprBiAyfIwBCO/1U3Xd5NpB7nclwK
1CI2VEkrXGUgwBtx1K4I1rCTB829Q1aLGAQXVyWnzhQc4tS5PW/DsQ8t701Z9zET
W/gaElajgpXIwGNWZ+weKQK+yoolxC+gy4IUETWvnEUiezaldogzyPhYgSGC4AXWE
0johpQugOPel/w2nVFRWIOFQP3ZP3NZAXc8HOgkRB6SjaM243XV2jnuEzX2joXvT
wWHHH+IBAQ2JDs7s1TY0I20e49J2Fx2+HvUxDx4BHao7CCHA1+MnmE1+9E38wTakk
NLsU724ZAgMBAAECggEABHUy06wxcIk5h03S9Tk1FDZV3JWzsu5gGALSQOHRASW+

rXGEdDagp7jQGNXUGlbx03zcBi1l1l/A9Hc60alNECgYBKwe3PeZamiwhIHLy9ph7w
dJfFCshsPalMuAp20uKIANNa916fTI9y5kfotIbskT+t5Dth8bmVopwe8UzZaK5eC4
Svxml9jJHT5Q0gloDaZVUmMXFKyKogPDdfveDk2Eb5gMfITb0a3TPC/ jagqpDn9BzuH
TO02fuRVRR/G/HUz2yRd+A==

9. Geben Sie die Zertifikate der Zertifizierungsstellen (CA) ein, die die Zertifikatskette des Serverzertifikats
bilden.

Dies beginnt mit dem ausstellenden CA-Zertifikat des Serverzertifikats und kann bis zum Root-CA-Zertifikat
reichen.

Do you want to continue entering root and/or intermediate certificates

{yIn}: n

You should keep a copy of the private key and the CA-signed digital
certificate for future reference.

The installed certificate's CA and serial number for reference:
CA: cache-164g-svm-root-ca
serial: 187A2506EOBF90CFA

10. Ermitteln Sie den offentlichen Schlissel fir die SVM-Root-CA:
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security certificate show -vserver <svm> -common-name <root ca cn> -ca

<root ca cn> -type root-ca -instance

MIIDgTCCAMMgAwIBAGIIGHokTnbsHKEWDQYJKoZIhveNAQELBQAWLJEfMBOGALUE
AXMWY2FjaGUEMTY0Zy1lzdm0tcm9vdC1ljYTELMAKGA1UEBhMCVVMwHhCNM] UXMT Ix
MJE1INTIzWhcNMjYXMTIxMIEINTIZzWjAUMR8wHQYDVQQODEXZ ) YWNOZS0xNJRNLXN2
bS1yb290LWNhMQswCQYDVQQGEWJIVUzCCASIwDQYJKoZ IhveNAQEBBQADGGEPADCC

DoOL7vZFFt44xd+rp0DwafhSnLHS5HNhdIAfa2JdvZW+eJ7rgevHOwmOzyclvaihl3
Ewtb6czla/mtESSYRNBMGKIGM/SFCy5v1ROZXCzF96XPbYQONACWOAYI3AHYBZPOA

HINzDR8iml4k9TuKf6BHLFA+VWLTJIJZKrdf5JvighOtrGALQGI/Hp2Bjuiopkui+
nd4aa5Rz0JFQopgQddAYnMuvcgl 0CyNn7S0vFE/XLd3fJaprH8kQ==

Dies ist erforderlich, um den Client so zu konfigurieren, dass er den von der SVM-Root-CA

@ signierten Zertifikaten vertraut. Der 6ffentliche Schllssel wird in der Konsole ausgegeben.
Kopieren und speichern Sie den &ffentlichen Schlissel. Die Werte in diesem Befehl sind die
gleichen wie die, die Sie in Erstellen Sie eine SVM-Root-CA eingegeben haben.

Schritt 2: Konfigurieren Sie den S3-Server

1. S3-Protokollzugriff aktivieren:

vserver show -vserver <svm> -fields allowed-protocols

(i)  s3istauf SVM-Ebene standardmétig zuléssig.

2. Eine vorhandene Richtlinie klonen:

network interface service-policy clone -vserver <svm> -policy default-
data-files -target-vserver <svm> -target-policy <any name>

3. Fugen Sie S3 zur geklonten Richtlinie hinzu:

network interface service-policy add-service -vserver <svm> -policy

<any name> -service data-s3-server

4. Fugen Sie die neue Richtlinie der Daten-LIF hinzu:
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5.

6.
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network interface modify -vserver <svm> -1lif <data 1if> -service-policy
duality

Die Anderung der Dienstrichtlinie eines bestehenden LIF kann zu Stérungen fiihren. Dazu

(D muss das LIF heruntergefahren und anschliel3end mit einem Listener fur den neuen Dienst
neu gestartet werden. TCP sich davon zwar schnell erholen, dennoch sollten moégliche
Auswirkungen beachtet werden.

Erstellen Sie den S3-Objektspeicherserver auf der SVM:

vserver object-store-server create -vserver <svm> -object-store-server
<dns_name of data 1if> -certificate-name flexcache-duality

S3-Funktionalitat auf dem FlexCache-Volume aktivieren:

Die flexcache config Option -is-s3-enabled muss auf true gesetzt werden, bevor Sie einen
Bucket erstellen konnen. Sie mussen aulierdem die Option —-is-writeback-enabled auf false
setzen.

Der folgende Befehl andert eine bestehende FlexCache:

flexcache config modify -vserver <svm> -volume <fcache vol> -is
-writeback-enabled false -is-s3-enabled true

Erstellen Sie einen S3-Bucket:

vserver object-store-server bucket create -vserver <svm> -bucket
<bucket name> -type nas -nas-path <flexcache junction path>

Erstellen Sie eine Bucket-Richtlinie:

vserver object-store-server bucket policy add-statement -vserver <svm>
-bucket <bucket name> -effect allow

Erstellen Sie einen S3-Benutzer:
vserver object-store-server user create -user <user> -comment ""

Beispielausgabe:



Vserver: <svm>>
User: <user>>
Access Key: WCOT7...Y7D6U
Secret Key: 6143s...pd P
Warning: The secret key won't be displayed again. Save this key for
future use.

10. SchlUssel fur den Root-Benutzer neu generieren:

vserver object-store-server user regenerate-keys -vserver <svm> -user

root
Beispielausgabe:

Vserver: <svm>>
User: root
Access Key: US791...2F1RB
Secret Key: tg¥Ymn...8 302
Warning: The secret key won't be displayed again. Save this key for
future use.

Schritt 3: Client einrichten
Es gibt viele S3-Clients. Ein guter Ausgangspunkt ist die AWS CLI. Weitere Informationen finden Sie unter
"Installation der AWS CLI".

Managen Sie FlexCache Volumes

Erfahren Sie mehr liber Auditing von ONTAP FlexCache Volumes

Ab ONTAP 9.7 kénnen Sie NFS-Dateizugriff-Ereignisse in FlexCache Beziehungen mit
nativem ONTAP-Auditing und Datei-Richtlinien-Management mit FPolicy prufen.

Ab ONTAP 9.14.1 wird FPolicy fur FlexCache-Volumes mit NFS oder SMB unterstitzt. Zuvor wurde FPolicy
nicht fir FlexCache Volumes mit SMB unterstitzt.

Native Audits und FPolicy werden mit denselben CLI-Befehlen konfiguriert und gemanagt, die fir FlexVol
Volumes verwendet werden. Jedoch gibt es ein paar verschiedene Verhaltensweisen mit FlexCache-Volumes.

* * Native Auditing*
o Sie kdnnen ein FlexCache Volume nicht als Ziel fur Prifprotokolle verwenden.

o Wenn Sie Lese- und Schreibvorgénge auf FlexCache-Volumes priifen méchten, missen Sie sowohl fur
die Cache-SVM als auch fir die Ursprungs-SVM prtifen.
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Der Grund dafir ist, dass Dateisystemvorgange dort geprift werden, wo sie verarbeitet werden. Das
heil}t, Lesevorgange werden auf der Cache-SVM geprift und Schreibvorgange werden auf der
ursprunglichen SVM geprft.

o Um den Ursprung von Schreibvorgangen zu verfolgen, werden die SVM-UUID und MSID im Audit-
Protokoll angehangt, um das FlexCache-Volume zu identifizieren, aus dem der Schreibvorgang
stammt.

* FPolicy

o Obwohl Schreibvorgange auf ein FlexCache Volume auf dem Ursprungs-Volume ausgefuhrt werden,
Uberwachen FPolicy Konfigurationen die Schreibvorgange auf dem Cache-Volume. Dies unterscheidet
sich vom nativen Audit, bei dem die Schreibvorgange auf das Ursprungs-Volume gepruift werden.

o Wahrend ONTAP nicht die gleiche FPolicy Konfiguration auf Cache und Ursprungs-SVMs erfordert,
wird jedoch empfohlen, dass Sie zwei ahnliche Konfigurationen implementieren. Dies ist mdglich,
indem Sie eine neue FPolicy fur den Cache erstellen, die wie die der urspriinglichen SVM konfiguriert
ist, aber mit dem Umfang der neuen Richtlinie auf die Cache-SVM beschrankt ist.

o Die GrolRe der Erweiterungen in einer FPolicy Konfiguration ist auf 20 KB (20480 Byte) beschrankt.
Wenn die Grolke der in einer FPolicy-Konfiguration auf einem FlexCache-Volume verwendeten
Erweiterungen 20 KB Uberschreitet, wird die EMS-Meldung nblade. fpolicy.extn.failed
ausgelost.

Synchronisieren der Eigenschaften eines ONTAP FlexCache-Volumes von einem
Ursprungs-Volume

Einige der Volume-Eigenschaften des FlexCache Volume missen immer mit denen des
Ursprungs-Volume synchronisiert werden. Wenn die Volume-Eigenschaften eines
FlexCache-Volumes nicht automatisch synchronisiert werden, nachdem die
Eigenschaften am Ursprungs-Volume geandert wurden, kdnnen Sie die Eigenschaften
manuell synchronisieren.

Uber diese Aufgabe

Die folgenden Volume-Eigenschaften eines FlexCache Volume missen immer mit denen des Ursprungs-
Volume synchronisiert werden:

* Sicherheitsstil(-security-style)
* Volume-Name (-volume-name)
* Maximale VerzeichnisgréfRe (-maxdir-size)

* Mindestvorlesbarkeit (-min-readahead)

Schritt
1. Synchronisieren Sie auf dem FlexCache Volume die Volume-Eigenschaften:

volume flexcache sync-properties -vserver svm name -volume flexcache volume

clusterl::> volume flexcache sync-properties -vserver vsl -volume fcl
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Aktualisieren Sie die Konfiguration von ONTAP FlexCache Beziehungen

Nach Ereignissen wie Volume-Verschiebung, Aggregatverschiebung oder Storage
Failover werden die Volume-Konfigurationsinformationen auf das Ursprungs-Volume und
das FlexCache Volume automatisch aktualisiert. Falls die automatischen Updates
fehlschlagen, wird eine EMS-Nachricht generiert und dann mussen Sie die Konfiguration
fur die FlexCache-Beziehung manuell aktualisieren.

Wenn sich das Ursprungs-Volume und das FlexCache-Volume im getrennten Modus befinden, missen Sie
maoglicherweise einige zusatzliche Operationen durchfiihren, um eine FlexCache-Beziehung manuell zu
aktualisieren.

Uber diese Aufgabe

Wenn Sie die Konfigurationen eines FlexCache-Volumes aktualisieren mochten, missen Sie den Befehl aus
dem ursprunglichen Volume ausfihren. Wenn Sie die Konfigurationen eines Ursprungs-Volumes aktualisieren
mdchten, missen Sie den Befehl aus dem FlexCache-Volume ausflihren.

Schritt
1. Aktualisieren Sie die Konfiguration der FlexCache-Beziehung:

volume flexcache config-refresh -peer-vserver peer svm -peer-volume
peer volume to update -peer-endpoint-type [origin | cache]

Aktivieren Sie die Updates fur die Dateizugriffszeit auf dem ONTAP FlexCache
Volume

Ab ONTAP 9.11.1 kdnnen Sie das -atime-update Feld auf dem FlexCache Volume
aktivieren, um Zeitaktualisierungen fur den Dateizugriff zuzulassen. Sie kdnnen auch
einen Aktualisierungszeitraum fur —atime-update-period die Zugriffszeit mit dem
Attribut festlegen. Das -atime-update-period Attribut steuert, wie oft Updates der
Zugriffszeit stattfinden konnen und wann sie auf das Ursprungs-Volume Ubertragen
werden konnen.

Uberblick

ONTAP bietet ein Feld auf Volume-Ebene namens -atime-update, zur Verwaltung von Updates der
Zugriffszeit auf Dateien und Verzeichnisse, die mit LESE-, READLINK- und READDIR gelesen werden. Atime
kommt bei Entscheidungen Uber den Daten-Lebenszyklus fir Dateien und Verzeichnisse zum Einsatz, auf die
selten zugegriffen wird. Die Dateien, auf die selten zugegriffen wird, werden zu Archiv-Storage migriert und oft
spater auf Tape verlagert.

Das Feld atime-Update ist bei vorhandenen und neu erstellten FlexCache-Volumes standardmafig deaktiviert.
Wenn Sie FlexCache Volumes mit ONTAP Versionen vor 9.11.1 verwenden, sollten Sie das Feld atitime-
Update deaktiviert lassen, damit Caches nicht unnétig entfernt werden, wenn auf dem Ursprungs-Volume ein
Lesevorgang durchgefiihrt wird. Bei gro3en FlexCache Caches verwenden Administratoren jedoch spezielle
Tools fiir das Datenmanagement und helfen sicherzustellen, dass ,heie“ Daten im Cache verbleiben und
.kalte“ Daten geléscht werden. Dies ist nicht moglich, wenn das atime-Update deaktiviert ist. Ab ONTAP 9.11.1
kénnen Sie jedoch -atime-update —atime-update-period, die fur das Management der
zwischengespeicherten Daten erforderlichen Tools aktivieren und verwenden.
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Bevor Sie beginnen

» Alle FlexCache Volumes missen ONTAP 9.11.1 oder hoher ausfihren.

* Sie mlUssen den Berechtigungsmodus verwenden advanced.

Uber diese Aufgabe

Die Einstellung —atime-update-period auf 86400 Sekunden ermdglicht nicht mehr als eine Aktualisierung
der Zugriffszeit pro 24-Stunden-Zeitraum, unabhangig von der Anzahl der lesedhnlichen Vorgange, die flr eine
Datei durchgefiihrt werden.

Wenn Sie den -atime-update-period auf 0 setzen, werden fir jeden Lesezugriff Nachrichten an den
Ursprung gesendet. Der Ursprung informiert jedes FlexCache Volume dartiber, dass das atime veraltet ist, was
die Performance beeintrachtigt.

Schritte
1. Stellen Sie den Berechtigungsmodus auf advanced:

set -privilege advanced
2. Aktivieren Sie die Zeitaktualisierung des Dateizugriffs, und legen Sie die Aktualisierungshaufigkeit fest:

volume modify -volume vol name -vserver <SVM name> -atime-update true -atime
-update-period <seconds>

Das folgende Beispiel aktiviert —atime-update und setzt —atime-update-period auf 86400
Sekunden oder 24 Stunden:

cl: volume modify -volume originl vsl cl -atime-update true -atime
-update-period 86400
3. Vergewissern Sie sich, dass -atime-update aktiviert ist:
volume show -volume vol name -fields atime-update,atime-update-period
cl::*> volume show -volume cachel originl -fields atime-update,atime-

update-period
vserver volume atime-update atime-update-period

4. Nachdem -atime-update aktiviert ist, konnen Sie angeben, ob die Dateien auf einem FlexCache-
Volume automatisch gescrubbt werden kdnnen und ein Scrubbing-Intervall:

volume flexcache config modify -vserver <SVM name> -volume <volume name> -is
-—atime-scrub-enabled <truel|false> -atime-scrub-period <integer>

Erfahren Sie mehr Uber -is-atime-scrub-enabled Parameter in der "ONTAP-Befehlsreferenz".

42


https://docs.netapp.com/us-en/ontap-cli/volume-flexcache-config-modify.html#parameters

Globale Dateisperrung auf ONTAP FlexCache Volumes

Ab ONTAP 9.10.1 kann die globale Dateisperrung angewendet werden, um
Lesevorgange fur alle im Cache gespeicherten Dateien zu vermeiden.

Wenn die globale Dateisperrung aktiviert ist, werden Anderungen am Ursprungs-Volume ausgesetzt, bis alle
FlexCache Volumes online sind. Sie sollten die globale Dateisperrung nur aktivieren, wenn Sie die
Zuverlassigkeit der Verbindungen zwischen Cache und Ursprung aufgrund von Suspensionen und moglichen
Timeouts bei Offline-FlexCache-Volumes kontrollieren.

Bevor Sie beginnen

* FUr die globale Dateisperrung missen die Cluster, die den Ursprung und alle zugehoérigen Caches
enthalten, ONTAP 9.9.1 oder hdher ausfuhren. Die globale Dateisperrung kann auf neuen oder
bestehenden FlexCache Volumes aktiviert werden. Der Befehl kann auf einem Volume ausgefiihrt werden
und gilt fur alle zugehorigen FlexCache Volumes.

« Sie missen sich in der erweiterten Berechtigungsebene befinden, um die globale Dateisperrung zu
aktivieren.

* Wenn Sie auf eine Version von ONTAP vor Version 9.9 zurlicksetzen, muss die globale Dateisperrung
zunachst fir den Ursprung und die zugehdrigen Caches deaktiviert werden. Fiihren Sie zum Deaktivieren
vom Ursprungs-Volume aus: volume flexcache prepare-to-downgrade -disable-feature
-set 9.10.0

* Der Prozess zum Aktivieren der globalen Dateisperrung hangt davon ab, ob der Ursprung Utber
vorhandene Caches verfiigt:

o [enable-gfl-new]

o [enable-gfl-existing]

Globale Dateisperrung auf neuen FlexCache Volumes ermoglichen

Schritte
1. FlexCache Volume erstellen mit -is-global-file-locking set to true:

volume flexcache create volume volume name -is-global-file-locking-enabled
true

Der Standardwert von -is-global-file-lockingist ,false®. Wenn nachfolgende
@ volume flexcache create Befehle auf einem Volume ausgeflhrt werden, missen sie
mit -is-global-file-locking enabled Satz auf ,true” Ubergeben werden.

Globale Dateisperrung auf vorhandenen FlexCache Volumes ermoglichen

Schritte
1. Die globale Dateisperrung muss vom Ursprungsvolume festgelegt werden.

2. Der Ursprung kann keine anderen bestehenden Beziehungen haben (z. B. SnapMirror). Bestehende
Beziehungen mussen distanziert werden. Alle Caches und Volumes missen zum Zeitpunkt der
Ausfihrung des Befehls verbunden sein. Um den Verbindungsstatus zu Uberprifen, fuhren Sie folgende
Schritte aus:

volume flexcache connection-status show
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Der Status fur alle aufgefihrten Volumes sollte wie angezeigt werden connected.. Weitere Informationen
finden Sie unter "Anzeigen des Status einer FlexCache-Beziehung" oder "Eigenschaften eines FlexCache-
Volumes von einem Ursprung synchronisieren”.

3. Globale Dateisperrung in den Caches aktivieren:

volume flexcache origin config show/modify -volume volume name -is-global-file
-locking-enabled true

Verwandte Informationen
* "ONTAP-Befehlsreferenz"

ONTAP FlexCache Volumes werden vorab befiillt

Sie konnen ein FlexCache Volume vor dem Auffullen vorladen, um den Zugriff auf im
Cache gespeicherte Daten zu beschleunigen.

Bevor Sie beginnen
» Sie mussen ein Cluster-Administrator auf der erweiterten Berechtigungsebene sein

» Die Pfade, die Sie fir die Vorbeflllung tGbergeben haben, missen vorhanden sein oder der Voreinfillen-
Vorgang schlagt fehl.

Uber diese Aufgabe
» Vorbeflllen liest nur Dateien und durchsucht Verzeichnisse

* Das -isRecursion Flag gilt fir die gesamte Liste der an Prepopulate Ubergebenen Verzeichnisse

Schritte
1. Vorbeflllen eines FlexCache Volume:

volume flexcache prepopulate -cache-vserver vserver name -cache-volume -path
-list path list -isRecursion true]false

° Der -path-11ist Parameter gibt den relativen Verzeichnispfad an, den Sie ab dem Stammverzeichnis
,Origin“ vorbelegen mdchten. Wenn beispielsweise das Stammverzeichnis -path-1ist dirl,
dir2 -path-list /dirl, /dir2 "/origin"lautet und die Verzeichnisse /origin/dir1 und /origin/dir2
enthalt, kdnnen Sie die Pfadliste wie folgt angeben: Oder.

° Der Standardwert des —-isRecursion Parameters ist TRUE.

In diesem Beispiel wird ein einzelner Verzeichnispfad vorausgefullt:

clusterl::*> flexcache prepopulate start -cache-vserver vs2 -cache
-volume fg cachevol 1 -path-list /dirl

(volume flexcache prepopulate start)
[JobId 207]: FlexCache prepopulate job queued.

In diesem Beispiel werden Dateien aus mehreren Verzeichnissen vorausgefullt:
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clusterl::*> flexcache prepopulate start -cache-vserver vs2 -cache
-volume fg cachevol 1 -path-list /dirl,/dir2,/dir3,/dir4

(volume flexcache prepopulate start)
[JobId 208]: FlexCache prepopulate job queued.

In diesem Beispiel wird eine einzelne Datei vorgefullt:

clusterl::*> flexcache prepopulate start -cache-vserver vs2 -cache
-volume fg cachevol 1 -path-list /dirl/filel.txt

(volume flexcache prepopulate start)
[JobId 209]: FlexCache prepopulate job queued.

In diesem Beispiel werden alle Dateien vom Ursprung vorausgefullt:

clusterl::*> flexcache prepopulate start -cache-vserver vs2 -cache
-volume fg cachevol 1 -path-list / -isRecursion true

(volume flexcache prepopulate start)
[JobId 210]: FlexCache prepopulate job queued.

Dieses Beispiel enthalt einen unglltigen Pfad fur die Vorbefullung:

clusterl::*> flexcache prepopulate start -cache-volume
vol cache2 vs3 c2 vol originl vsl cl -cache-vserver vs3 c2 -path-list
/dirl, dir5, dire6

(volume flexcache prepopulate start)

Error: command failed: Path(s) "dir5, dir6" does not exist in origin
volume
"vol originl vsl cl" in Vserver "vsl cl".
2. Anzahl der gelesenen Dateien anzeigen:
job show -id job ID -ins

Verwandte Informationen

» "Jobanzeigen"

Loschen Sie ONTAP FlexCache Beziehungen

Sie konnen eine FlexCache-Beziehung und das FlexCache-Volume I6schen, wenn Sie
das FlexCache-Volume nicht mehr bendtigen.

Schritte
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1. Versetzen Sie das FlexCache Volume in den Offline-Modus von dem Cluster, der das FlexCache Volume
aufweist:

volume offline -vserver svm name -volume volume name
2. Loschen Sie das FlexCache Volume:
volume flexcache delete -vserver svm name -volume volume name

Die Details zur FlexCache Beziehung werden aus dem Ursprungs-Volume und dem FlexCache Volume
entfernt.

FlexCache fur die Behebung von Hotspots

Beseitigung von Hot-Spotting bei hochperformanten Computing-Workloads mit
ONTAP FlexCache Volumes

Hotspot ist ein haufiges Problem bei vielen High-Performance-Computing-Workloads wie
Animations-Rendering oder EDA. Hotspotting ist eine Situation, die auftritt, wenn ein
bestimmter Teil des Clusters oder Netzwerks im Vergleich zu anderen Bereichen eine
deutlich hohere Last aufweist, was zu Leistungsengpassen und einer verringerten
Gesamteffizienz aufgrund des an diesem Standort konzentrierten Gbermafigen
Datenverkehrs fuhrt. Beispielsweise ist eine oder mehrere Dateien eine grof3e Nachfrage
nach den ausgefuhrten Jobs. Dies fuhrt zu einem Engpass bei der CPU, der fur die
Erfallung von Anforderungen (Uber eine Volume-Affinitat) an diese Datei verwendet wird.
FlexCache kann dazu beitragen, diesen Engpass zu beseitigen, er muss jedoch
ordnungsgemal eingerichtet werden.

In dieser Dokumentation wird erklart, wie FlexCache zur Behebung von Hotspotting eingerichtet wird.

Ab Juli 2024 wurden die Inhalte aus zuvor als PDFs veroffentlichten technischen Berichten in

@ die ONTAP Produktdokumentation integriert. Dieser technische Bericht zur Behebung von
ONTAP-Hotspots ist zum Zeitpunkt der Veroffentlichung vollkommen neu und wurde in keinem
frGheren Format erstellt.

Schliisselkonzepte

Bei der Planung der Hotspot-Sanierung ist es wichtig, diese wesentlichen Konzepte zu verstehen.
» High-Density FlexCache (HDF): Ein FlexCache, der so wenige Knoten Uberspannt ist, wie es die Cache-
Kapazitatsanforderungen erlauben

* HDF Array (HDFA): Eine Gruppe von HDFS, die Caches gleichen Ursprungs sind und Gber den Cluster
verteilt sind

¢ Inter-SVM HDFA: Ein HDF aus der HDFA pro Server Virtual Machine (SVM)
¢ Intra-SVM HDFA: Alle HDFS im HDFA in einer SVM

» Ost-West-Verkehr: Cluster-Backend-Verkehr, der aus indirektem Datenzugriff generiert wird

Wie es weiter geht
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+ "Erfahren Sie, wie Sie mithilfe von hochdichten FlexCache Lésungen die Hot Spotting-Probleme beheben

konnen"

* "Entscheiden Sie sich fir die FlexCache Array-Dichte"

» "Bestimmen Sie die Dichte lhres HDFS, und entscheiden Sie, ob Sie Uber NFS mit Inter-SVM HDFAs und

Intra-SVM HDFAs auf HDFS zugreifen"

 "Konfiguration von HDFA und den Daten-LIFs, um die Vorteile des Intracluster Caching mit der ONTAP
Konfiguration auszuschépfen"

« "Erfahren Sie, wie Sie Clients konfigurieren, um ONTAP-NAS-Verbindungen mit der Client-Konfiguration zu

verteilen"

Architektur einer Losung zur Behebung von ONTAP FlexCache-Hotspots

Untersuchen Sie zur Beseitigung von Hotspots die zugrunde liegenden Ursachen von
Engpassen, warum FlexCache mit automatischer Bereitstellung nicht ausreicht und die
technischen Details, die fur eine effektive Entwicklung einer FlexCache Losung
erforderlich sind. Durch das Verstandnis und die Implementierung von High-Density-
FlexCache-Arrays (HDSA) kdnnen Sie die Performance optimieren und Engpasse bei
High-Demand-Workloads beseitigen.

Engpassverstandnis

Im Folgenden Bild wird ein typisches Hotspotting-Szenario mit einer Datei dargestellt. Das Volume ist eine
FlexGroup mit einer einzelnen Komponente pro Node, und die Datei befindet sich auf Node 1.

Wenn Sie alle Netzwerkverbindungen der NAS-Clients auf verschiedene Nodes im Cluster verteilen, wird der

Engpass auf der CPU weiterhin so verursacht, dass die Volume-Affinitat dort bereitgestellt wird, wo sich die

Hot File befindet. Auerdem flihren Sie Cluster-Netzwerkverkehr (Ost-West-Datenverkehr) zu den Anrufen von

Clients ein, die mit anderen Knoten als dem Speicherort der Datei verbunden sind. Der Overhead fir Ost-

West-Datenverkehr ist normalerweise klein, aber bei hochperformanten Computing-Workloads zahlt jedes Bit.

Abbildung 1: FlexGroup-Hotspot-Szenario mit einer einzigen Datei

47



FlexGroup

© ©

NAS/Metworking d4——p MNAS/Networking €—— NAS/Networking €———p NAS/Networking
& <> & <

O FlexGroup Constituent O O Volume Affinity —#4—— Cluster Network N oNTAP Node

Warum ist eine FlexCache mit automatischer Bereitstellung nicht die Losung

Um Hotspotting zu beheben, beseitigen Sie den CPU-Engpass und vorzugsweise auch den Ost-West-Verkehr.
FlexCache kann lhnen bei ordnungsgemalRer Einrichtung helfen.

Im folgenden Beispiel wird FlexCache automatisch mit System Manager, NetApp Console oder Standard-CLI-
Argumenten bereitgestellt. Abbildung 1 UndAbbildung 2 Auf den ersten Blick scheinen sie gleich zu sein: Beide
sind NAS-Container mit vier Knoten und einem Bestandteil. Der einzige Unterschied besteht darin, dass der
NAS-Container in Abbildung 1 eine FlexGroup und der NAS-Container in Abbildung 2 ein FlexCache ist. Jede
Abbildung stellt denselben Engpass dar: die CPU von Knoten 1 fir die Volume-Affinitat, die den Zugriff auf die
Hot-File bedient, und den Ost-West-Verkehr, der zur Latenz beitragt. Ein automatisch bereitgestellter
FlexCache hat den Engpass nicht beseitigt.

Abbildung 2: FlexCache-Szenario mit automatischer Bereitstellung
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Anatomie eines FlexCache

Um eine FlexCache fiir die Behebung von Hotspots effektiv zu entwickeln, miissen Sie einige technische
Details zu FlexCache verstehen.

FlexCache ist immer ein sparlicher FlexGroup. Ein FlexGroup besteht aus mehreren FlexVols. Diese FlexVols
werden FlexGroup-Komponenten genannt. In einem Standard-FlexGroup-Layout gibt es eine oder mehrere
Komponenten pro Node im Cluster. Die Bestandteile werden unter einer Abstraktionsschicht
,zusammengenaht* und dem Client als einzelner grolier NAS-Container prasentiert. Wenn eine Datei in eine
FlexGroup geschrieben wird, bestimmen Ingest Heuristics, auf welcher Komponente die Datei gespeichert
werden soll. Es kann sich um eine Komponente handeln, die die NAS-Verbindung des Clients enthalt, oder um
einen anderen Node. Der Standort ist irrelevant, da alles unter der Abstraktionsebene lauft und fir den Kunden
unsichtbar ist.

Wenden wir nun dieses Verstandnis von FlexGroup auf FlexCache an. Da FlexCache auf einer FlexGroup




basiert, verfigen Sie standardmafig Uber eine einzelne FlexCache mit Komponenten auf allen Nodes im
Cluster, wie in dargestellt.Abbildung 1 In den meisten Fallen ist das eine gro3artige Sache. Sie nutzen alle
Ressourcen in lhrem Cluster.

Fir die Behebung von Hot Files ist dies jedoch aufgrund der zwei Engpasse nicht ideal: CPU fir eine einzelne
Datei und Ost-West-Datenverkehr. Wenn Sie eine FlexCache mit Komponenten auf jedem Node fiir eine Hot
File erstellen, bleibt diese Datei nur auf einer der Komponenten gespeichert. Das bedeutet, es gibt eine CPU,
die den gesamten Zugriff auf die Hot File bedienen kann. Sie mdchten auch die Menge des Ost-West-Verkehrs
begrenzen, die erforderlich ist, um die Hot File zu erreichen.

Die Lésung besteht aus einer Reihe von FlexCaches mit hoher Dichte.

Anatomie eines hochdichten FlexCache

Eine High-Density FlexCache (HDF) verfiigt GUber Komponenten auf so wenigen Knoten, wie die
Kapazitatsanforderungen fur die zwischengespeicherten Daten zulassen. Das Ziel besteht darin, dass lhr
Cache auf einem einzigen Knoten verwendet wird. Wenn Kapazitatsanforderungen das unmdglich machen,
kdnnen stattdessen nur Komponenten auf wenigen Nodes verwendet werden.

Ein Cluster mit 24 Nodes konnte beispielsweise drei FlexCaches mit hoher Dichte aufweisen:

» Einer, der die Nodes 1 bis 8 umfasst
* Eine Sekunde, die die Nodes 9 bis 16 umfasst
 Ein Drittel, der die Knoten 17 bis 24 umfasst

Diese drei HDFS wirden ein High-Density-FlexCache-Array (HDFA) bilden. Wenn die Dateien gleichmaRig in
jedem HDF verteilt sind, besteht die Chance, dass die vom Client angeforderte Datei lokal an der Front-End-
NAS-Verbindung gespeichert ist. Wenn 12 HDFS nur zwei Nodes umfassen, ergibt sich eine
Wahrscheinlichkeit von 50 %, dass die Datei lokal gespeichert wird. Wenn Sie die HDF auf einen einzelnen
Knoten reduzieren und 24 davon erstellen kénnen, wird sichergestellt, dass die Datei lokal ist.

Diese Konfiguration beseitigt den gesamten Ost-West-Datenverkehr und bietet, was am wichtigsten ist, 24
CPUs/Volume-Affinitaten fir den Zugriff auf die Hot File.

Was kommt als Nachstes?

"Entscheiden Sie sich fur die FlexCache Array-Dichte"

Verwandte Informationen

"Dokumentation zu FlexGroup und TRs"

ONTAP FlexCache-Dichte ermitteln

Ihre erste Entscheidung fur das Design zur Behebung von Hotspots ist die FlexCache-
Dichte. Die folgenden Beispiele sind Cluster mit vier Nodes. Angenommen, die
Dateianzahl wird gleichmalf3ig auf alle Komponenten in jedem HDF verteilt. Gehen Sie
auch von einer gleichmaRigen Verteilung von Frontend-NAS-Verbindungen Uber alle
Nodes aus.

Obwohl diese Beispiele nicht die einzigen Konfigurationen sind, die Sie verwenden kdonnen, sollten Sie das

Leitprinzip verstehen, um so viele HDFS zu erstellen, wie Ihre Speicherplatzanforderungen und verfigbaren
Ressourcen zulassen.
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@ HDFAs werden mit folgender Syntax dargestellt: HDFs per HDFA x nodes per HDF x
constituents per node per HDF

2x2 HDFA-Konfiguration

Abbildung 1 Zeigt ein Beispiel fur eine 2x2 HDFA-Konfiguration: Zwei HDFS, die jeweils zwei Nodes abdecken
und jeder Node zwei zusammengehdrige Volumes enthélt. In diesem Beispiel hat jeder Client eine Chance von
50 %, direkten Zugriff auf die Hot File zu haben. Zwei der vier Clients verfligen tber Ost-West-Datenverkehr.
Wichtig ist jedoch, dass es jetzt zwei HDFS gibt, was zwei unterschiedliche Caches der Hot File bedeutet. Es
gibt jetzt zwei CPUs/Volume-Affinitaten, die den Zugriff auf die Hot File ermdglichen.

Abbildung 1: 2x2 HDFA-Konfiguration

FlexCache 01 FlexCache 02

[ [
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4 x 1 x 4 HDFA-Konfiguration

Abbildung 2 Stellt eine optimale Konfiguration dar. Dies ist ein Beispiel fir eine 4 x 1 x 4 HDFA-Konfiguration:
Vier HDFS, jeweils in einem einzelnen Node enthalten, und jeder Node enthalt vier Komponenten. In diesem
Beispiel hat jeder Client garantiert direkten Zugriff auf einen Cache der Hot File. Da vier gecachte Dateien auf
vier verschiedenen Nodes vorhanden sind, unterstitzen vier verschiedene CPUs/Volume-Affinitdten den
Zugriff auf die Hot File. Zusatzlich wird kein Ost-West-Verkehr erzeugt.

Abbildung 2: 4x1x4 HDFA-Konfiguration
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Wie es weiter geht

Nachdem Sie festgelegt haben, wie dicht Sie Ihr HDFS erstellen méchten, missen Sie eine weitere
Designentscheidung treffen, wenn Sie mit NFS auf das HDFS zugreifen"Inter-SVM HDFAs und Intra-SVM
HDFAs".
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Bestimmen Sie eine ONTAP-interne oder SVM-interne HDFA-Option

Nachdem Sie die Dichte lhres HDFS ermittelt haben, entscheiden Sie, ob Sie uber NFS
auf HDFS zugreifen, und erhalten Sie weitere Informationen zu den HDFA- und HDFA-
Optionen zwischen SVMs und Intra-SVM.

Wenn nur SMB-Clients auf HDFS zugreifen, sollten Sie alle HDFS in einer einzigen SVM
erstellen. Informationen zur Verwendung von DFS-Zielen fir den Lastausgleich finden Sie in der
Windows-Clientkonfiguration.

SVM-interne HDFA-Implementierung

Fir eine Inter-SVM HDFA muss fur jeden HDF in der HDFA eine SVM erstellt werden. Dadurch kénnen alle
HDFS innerhalb der HDFA Uber denselben Verbindungspfad verfiigen, was eine einfachere Konfiguration auf
der Client-Seite ermoglicht.

In diesem Abbildung 1 Beispiel befindet sich jeder HDF in einer eigenen SVM. Dies ist eine SVM-interne
HDFA-Implementierung. Jeder HDF verfligt Gber einen Verbindungspfad von /Hotspots. Aul3erdem hat jede IP
einen DNS-Eintrag Mit Hostnamen-Cache. Diese Konfiguration nutzt DNS-Round-Robin, um Load-Balancing-
Mounts Uber die verschiedenen HDFS durchzufihren.

Abbildung 1: 4x1x4 Inter-SVM HDFA-Konfiguration

sVm3

0000 0000 0000

fhotspots /hotspots /hotspots

dns name: cache

Il =rode = FlexCache O = constituent

SVM-interne HDFA-Implementierung

Bei einer internen SVM muss fur jede HDF ein eindeutiger Verbindungspfad vorhanden sein, doch alle HDFS
befinden sich in einer SVM. Dieses Setup ist in ONTAP einfacher, da nur eine SVM bendtigt wird, jedoch eine
erweiterte Konfiguration auf Linux-Seite mit und eine LIF-Platzierung der Daten in ONTAP erforderlich autofs
ist.

Im Abbildung 2Beispiel befindet sich jede HDF in derselben SVM. Hierbei handelt es sich um eine SVM-interne
HDFA-Implementierung, fur die die Verbindungspfade eindeutig sein missen. Damit der Lastausgleich
ordnungsgemal funktioniert, missen Sie fir jede IP einen eindeutigen DNS-Namen erstellen und die von dem
Hostnamen auflost Daten-LIFs nur auf den Nodes platzieren, auf denen sich der HDF befindet. Sie miissen
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auch mit mehreren Eintragen konfigurieren autofs, wie in behandelt"Linux-Client-Konfiguration".

Abbildung 2: 4 x 1 x 4 intra-SVM-HDFA-Konfiguration

0000 0000 0000 0000

/hotspotl /hotspot2 /hotspot3 /hotspotd

“ = node = FlexCache O = constituent

Wie es weiter geht

Jetzt haben Sie eine Vorstellung davon, wie Sie lhre HDFAs einsetzen mdchten, "Stellen Sie die HDFA bereit,
und konfigurieren Sie die Clients fir den dezentralen Zugriff".

Konfiguration der Datenschnittstellen HDFAs und ONTAP

Sie mussen HDFA und die Daten-LIFs entsprechend konfigurieren, um die Vorteile dieser
Losung zur Behebung von Hotspots nutzen zu konnen. Bei dieser Losung werden
Intracluster-Caching mit Ursprung und HDFA im selben Cluster verwendet.

Im Folgenden sind zwei HDFA-Beispielkonfigurationen aufgeftihrt:

* 2x2 x 2 Inter-SVM HDFA
* 4 x1 x4 intra-SVM HDFA

Uber diese Aufgabe

Fihren Sie diese erweiterte Konfiguration mithilfe der ONTAP-CLI durch. Sie missen im Befehl zwei
Konfigurationen verwenden flexcache create, und eine Konfiguration, die Sie sicherstellen missen, dass
sie nicht konfiguriert ist:

* —aggr-1list: Stellt ein Aggregat oder eine Liste von Aggregaten zur Verfiigung, die sich auf dem Knoten
oder Untergruppe von Knoten befinden, auf die Sie die HDF beschranken mdchten.

* —aggr-list-multiplier: Bestimmen Sie, wie viele Bestandteile pro in der Option aufgelisteten
Aggregat erstellt werden aggr-1ist. Wenn Sie zwei Aggregate aufgelistet haben, und setzen Sie diesen
Wert auf 2, werden Sie am Ende mit vier Komponenten. NetApp empfiehlt bis zu 8 Komponenten pro
Aggregat, aber auch 16.

* —auto-provision-as: Wenn Sie ausklinken, wird die CLI versuchen, autofill und setzen Sie den Wert
auf flexgroup. Stellen Sie sicher, dass dies nicht konfiguriert ist. Ldschen Sie die Datei, wenn sie
angezeigt wird.
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Erstellen Sie eine 2x2x2-Inter-SVM-HDFA-Konfiguration

1. Um die Konfiguration eines 2x2x2 Inter-SVM HDFA wie in Abbildung 1 dargestellt zu unterstitzen, flllen
Sie ein Vorbereitungsblatt aus.

Abbildung 1: 2x2 Inter-SVM HDFA-Layout

svm 1

192.168.0.13
dns name: cache
B =node = FlexCache (O = constituent
SVM Knoten pro Aggregate Komponenten Verbindungspf Daten-LIF-IPs
HDF pro Node ad
svm1 node1, node2 aggr1, aggr2 2 /Hotspot 192.168.0.11,19
2.168.0.12
svm2 node3, node4 aggr3, aggrd 2 /Hotspot 192.168.0.13,19
2.168.0.14

2. Erstellen Sie das HDFS. Flihren Sie den folgenden Befehl zweimal fir jede Zeile im Vorbereitungsblatt
aus. Stellen Sie sicher, dass Sie die vserver Werte und aggr-1ist fur die zweite lteration anpassen.

cache::> flexcache create -vserver svml -volume hotspot -aggr-list
aggrl,aggr2 -aggr-list-multiplier 2 -origin-volume <origin vol> -origin
-vserver <origin svm> -size <size> -junction-path /hotspot

3. Erstellung der Daten-LIFs. Fiihren Sie den Befehl viermal aus und erstellen Sie zwei Daten-LIFs pro SVM
auf den im Vorbereitungsblatt aufgefihrten Nodes. Stellen Sie sicher, dass Sie die Werte fur jede Iteration

entsprechend anpassen.

cache::> net int create -vserver svml -home-port ela -home-node nodel
—address 192.168.0.11 -netmask-length 24

Wie es weiter geht
Jetzt mussen Sie lhre Clients so konfigurieren, dass sie den HDFA entsprechend nutzen kénnen. Siehe
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"Client-Konfiguration".

Erstellen Sie ein 4 x 1 x 4-intra-SVM-HDFA

1. Um die Konfiguration eines 4x1x4 Inter-SVM HDFA wie in Abbildung 2 dargestellt zu unterstitzen, flllen
Sie ein Vorbereitungsblatt aus.

Abbildung 2: 4 x 1 x 4 HDFA-Layout innerhalb einer SVM

0000 OC00O0 0000 0000

/hotspotl /hotspot2 /hotspot3 /hotspotd

192.168.0.11 192.168.0.12
dns name: cachel dns name; cache?2
Bl =nnode = FlexCache (O = constituent
SVM Knoten pro Aggregate Komponenten Verbindungspf Daten-LIF-IPs
HDF pro Node ad
svm1 node1 Aggr1 4 /Hotspot1 192.168.0.11
svm1 node2 aggr2 4 /Hotspot2 192.168.0.12
svm1 node3 aggr3 4 /Hotspot3 192.168.0.13
svm1 node4 aggrd 4 /Hotspot4 192.168.0.14

2. Erstellen Sie das HDFS. Fihren Sie den folgenden Befehl vier Mal fir jede Zeile im Vorbereitungsblatt aus.
Stellen Sie sicher, dass Sie die aggr-1ist Werte und junction-path fur jede lteration anpassen.

cache::> flexcache create -vserver svml -volume hotspotl -aggr-list
aggrl -aggr-list-multiplier 4 -origin-volume <origin vol> -origin
-vserver <origin svm> -size <size> -junction-path /hotspotl

3. Erstellung der Daten-LIFs. Fihren Sie den Befehl viermal aus und erstellen Sie insgesamt vier Daten-LIFs
in der SVM. Pro Node sollte eine Daten-LIF vorhanden sein. Stellen Sie sicher, dass Sie die Werte fir jede
Iteration entsprechend anpassen.

cache::> net int create -vserver svml -home-port e0a -home-node nodel
-—address 192.168.0.11 -netmask-length 24
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Wie es weiter geht

Jetzt missen Sie lhre Clients so konfigurieren, dass sie den HDFA entsprechend nutzen kénnen. Siehe
"Client-Konfiguration".

Konfigurieren Sie Clients fur die Verteilung von ONTAP NAS-Verbindungen

Um das Hotspotting zu beheben, konfigurieren Sie den Client ordnungsgemal, damit er
seinen Teil zur Vermeidung von CPU-Engpassen verwendet.

Linux-Client-Konfiguration

Unabhangig davon, ob Sie sich fir eine SVM- oder SVM-interne HDFA-Implementierung entscheiden, sollten
Sie in Linux verwenden autofs, um sicherzustellen, dass die Clients tber die verschiedenen HDFS verteilt
werden. Die autofs Konfiguration unterscheidet sich je nach SVM und innerhalb der SVM.

Bevor Sie beginnen

Sie bendtigen autofs und die entsprechenden Abhangigkeiten installiert. Hilfe hierzu finden Sie in der Linux-
Dokumentation.

Uber diese Aufgabe

Bei den beschriebenen Schritten wird eine Beispieldatei mit dem folgenden Eintrag verwendet
/etc/auto master:

/flexcache auto hotspot

Dadurch wird konfiguriert autofs, nach einer Datei zu suchen, die im /etc Verzeichnis aufgerufen

auto hotspot wird, wenn ein Prozess versucht, auf das Verzeichnis zuzugreifen /flexcache. Der Inhalt
der auto_hotspot Datei bestimmt, welcher NFS-Server und welcher Verbindungspfad innerhalb des
Verzeichnisses gemountet werden sollen /flexcache. Die beschriebenen Beispiele sind unterschiedliche
Konfigurationen fur die auto_hotspot Datei.

Autofs-Konfiguration der internen SVM-HDFA

Im folgenden Beispiel erstellen wir eine autofs Karte flr das Diagramm in Abbildung 1. Da jeder Cache
denselben Verbindungspfad hat und der Hostname cache vier DNS A-Eintrage enthalt, bendtigen wir nur eine
Zeile:

hotspot cache:/hotspot

Diese eine einfache Zeile fuihrt dazu, dass der NFS-Client eine DNS-Suche nach Hostnamen durchfiihrt
cache. DNS ist so eingerichtet, dass die IPs im Round-Robin-Verfahren zuriickgegeben werden. Dies flhrt zu
einer gleichmafigen Verteilung von Front-End-NAS-Verbindungen. Nachdem der Client die IP empfangen hat,
wird der Junction-Path unter /flexcache/hotspot gemountet /hotspot. Es kdnnte mit SVM1, SVM2,
SVM3 oder SVM4 verbunden werden, aber die besondere SVM spielt keine Rolle.

Abbildung 1: 2x2 Inter-SVM HDFA
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Autofs-Konfiguration der internen SVM-HDFA

Im folgenden Beispiel erstellen wir eine autofs Karte fir das Diagramm in Abbildung 2. Wir missen
sicherstellen, dass die NFS-Clients die IPs mounten, die Teil der HDF-Verbindungspfadimplementierung sind.
Mit anderen Worten, wir wollen nicht mit etwas anderem als IP 192.168.0.11 mounten. /hotspotl Dazu
kdénnen wir alle vier IP/Junction-Path-Paare flr eine lokale Mount-Position in der Karte auflisten

auto hotspot.

@ Der Backslash (\) im folgenden Beispiel setzt den Eintrag in die nachste Zeile fort und macht es
leichter zu lesen.

hotspot cachel:/hostspotl \
cache2:/hostspot2 \
cache3:/hostspot3 \
cached: /hostspotd

Wenn der Client versucht, auf zuzugreifen /flexcache/hotspot, autofs wird eine Forward-Lookup fur alle
vier Hostnamen durchgefiihrt. Wenn alle vier IPs entweder im gleichen Subnetz wie der Client oder in einem
anderen Subnetz sind, autofs gibt es einen NFS Null Ping zu jeder IP aus.

Fir diesen Null-Ping muss das Paket vom NFS-Service von ONTAP verarbeitet werden, aber es bendtigt
keinen Festplattenzugriff. Der erste Ping-Befehl wird die IP sein und der Junction-Path wird autofs mounten.

Abbildung 2: 4 x 1 x 4 intra-SVM HDFA
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Windows-Client-Konfiguration

Bei Windows-Clients sollten Sie eine intra-SVM-HDFA verwenden. Um einen Lastenausgleich Uber die
verschiedenen HDFS in der SVM durchzuflihren, missen Sie jedem HDF einen eindeutigen Freigabenamen
hinzufugen. Befolgen Sie anschlielend die Schritte unter"Microsoft-Dokumentation”, um mehrere DFS-Ziele
fur denselben Ordner zu implementieren.
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GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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