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Managen Sie FabricPool

Analyse inaktiver ONTAP-Daten mit Berichten zu inaktiven
Daten

Da Sie feststellen, wie viele Daten in einem Volume inaktiv sind, kdnnen Sie die Storage-
Tiers nutzen. Anhand von Informationen in Berichten fur inaktive Daten kdnnen Sie
entscheiden, welches Aggregat fur FabricPool verwendet werden soll, ob ein Volume in
die FabricPool verschoben werden soll oder ob die Tiering-Richtlinie eines Volumes
geandert werden soll.

Bevor Sie beginnen

Sie mussen ONTAP 9.4 oder hdher ausfiihren, um die Funktion zur Berichterstellung inaktiver Daten
verwenden zu kénnen.

Uber diese Aufgabe
 Berichte Uber inaktive Daten werden auf einigen Aggregaten nicht unterstutzt.

Inaktive Datenberichte kdnnen nicht aktiviert werden, wenn FabricPool nicht aktiviert werden kann,
einschlief3lich der folgenden Instanzen:

o Root-Aggregate

o MetroCluster Aggregate mit ONTAP Versionen vor 9.7

> Flash Pool (hybride Aggregate oder SnapLock Aggregate)

* Berichte fur inaktive Daten sind standardmaRig auf Aggregaten aktiviert, bei denen die anpassungsfahige
Komprimierung fir alle Volumes aktiviert ist.

* Die Berichterstellung firr inaktive Daten ist auf allen SSD-Aggregaten in ONTAP 9.6 standardmaRig
aktiviert.

* Berichte fur inaktive Daten sind standardmaRig auf FabricPool Aggregaten in ONTAP 9.4 und ONTAP 9.5
aktiviert.

 Sie kdnnen inaktive Datenberichte auf nicht-FabricPool-Aggregaten tber die ONTAP-CLI einschlieRlich
HDD-Aggregaten aktivieren. Dies beginnt mit ONTAP 9.6.

Verfahren

Sie kdnnen ermitteln, wie viele Daten mit ONTAP System Manager oder der ONTAP CLI inaktiv sind.



System Manager
1. Wahlen Sie eine der folgenden Optionen:

o Wenn Sie uber vorhandene HDD-Aggregate verfligen, navigieren Sie zu Speicher > Tiers und
klicken Sie auf : das Aggregat, auf dem Sie inaktive Datenberichte aktivieren mochten.

> Wenn keine Cloud-Tiers konfiguriert sind, navigieren Sie zu Dashboard und klicken Sie unter
Kapazitat auf den Link inaktive Datenberichterstattung aktivieren.

CLI
So aktivieren Sie die Berichterstellung fiir inaktive Daten mithilfe der CLI:

1. Wenn das Aggregat, flr das Sie inaktive Datenberichte anzeigen méchten, in FabricPool nicht
verwendet wird, aktivieren Sie die Berichterstellung fur inaktive Daten fir das Aggregat, indem Sie
den storage aggregate modify Befehl mitdem -is-inactive-data-reporting-enabled
true Parameter verwenden.

clusterl::> storage aggregate modify -aggregate aggrl -is-inactive
-data-reporting-enabled true

Sie mussen die Berichterstellungsfunktion fiir inaktive Daten auf einem Aggregat, das nicht fur
FabricPool verwendet wird, explizit aktivieren.

Sie kénnen und missen auch die inaktive Datenberichterstellung auf einem FabricPool-fahigen
Aggregat nicht aktivieren, da das Aggregat bereits inaktive Datenberichte enthalt. Der -is
-inactive-data-reporting-enabled Parameter funktioniert nicht bei FabricPool-aktivierten
Aggregaten.

Der -fields is-inactive-data-reporting-enabled Parameter des storage aggregate
show Befehls gibt an, ob fir ein Aggregat inaktive Datenberichte aktiviert sind.

2. Um anzuzeigen, wie viele Daten auf einem Volume inaktiv sind, verwenden Sie den volume show
Befehl mit dem -fields performance-tier-inactive-user-data,performance-tier-
inactive-user-data-percent Parameter.

clusterl::> volume show -fields performance-tier-inactive-user-

data,performance-tier-inactive-user-data-percent

vserver volume performance-tier-inactive-user-data performance-tier-
inactive-user-data-percent

vsiml volO OB 0%
vsl vslrvl OB 0%
vsl vvl 10.34MB 0%
vsl vv2 10.38MB 0%

4 entries were displayed.

° Das performance-tier-inactive-user-data Feld gibt an, wie viele im Aggregat



gespeicherte Benutzerdaten inaktiv sind.

° Das performance-tier—-inactive-user—-data-percent Feld zeigt an, wie viel Prozent der
Daten im aktiven Dateisystem und in den Snapshots inaktiv sind.

> Bei einem Aggregat, das nicht fiir FabricPool verwendet wird, wird fir die Berichterstellung
inaktiver Daten die Tiering-Richtlinie verwendet, um festzulegen, wie viele Daten als ,kalt*
gemeldet werden sollen.

= Fur die none Tiering-Richtlinie werden 31 Tage verwendet.

* FUr die snapshot-only und auto, inaktive Datenberichterstattung verwendet tiering-
minimum-cooling-days.

* Fir die ALL Richtlinie wird bei inaktiven Berichten davon ausgegangen, dass die Daten
innerhalb eines Tages verschoben werden.

Bis der Zeitraum erreicht ist, zeigt die Ausgabe ,,-“ fiir die Menge der inaktiven Daten anstelle
eines Wertes an.

> Wenn ein Volume Teil von FabricPool ist, hangt der, was ONTAP als inaktiv meldet, von der
Tiering-Richtlinie ab, die auf einem Volume festgelegt ist.

* Fur die none Tiering-Richtlinie meldet ONTAP mindestens 31 Tage lang, wie viel des
gesamten Volumes inaktiv ist. Sie kbnnen den -tiering-minimum-cooling-days
Parameter nicht mit der none Tiering-Richtlinie verwenden.

* Fir die ALL, snapshot-only und auto Tiering-Richtlinien werden inaktive Datenberichte
nicht unterstitzt.

Verwandte Informationen
» "Speicheraggregat andern”

Managen Sie Volumes fur FabricPool

Erstellen Sie ein Volume auf einer lokalen ONTAP-Tier mit FabricPool-
Unterstitzung

Sie kdnnen Volumes zu FabricPool hinzufugen, indem Sie neue Volumes direkt in der
lokalen Tier mit FabricPool-Unterstutzung erstellen oder vorhandene Volumes von einem
anderen lokalen Tier in die lokale Tier mit FabricPool-Unterstitzung verschieben.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate“, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von Ihrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Wenn Sie ein Volume flur FabricPool erstellen, haben Sie die Mdglichkeit, eine Tiering-Richtlinie anzugeben.
Wird keine Tiering-Richtlinie angegeben, verwendet das erstellte Volume die Standard- snapshot-

only Tiering-Richtlinie. Fir ein Volume mit der “snapshot-only auto Tiering-Richtlinie
oder kénnen Sie auch den minimalen Kihlzeitraum fiir das Tiering festlegen.

Bevor Sie beginnen

* Wenn Sie ein Volume zur Verwendung der auto Tiering-Richtlinie festlegen oder den minimalen
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KUhlzeitraum fir das Tiering festlegen, ist ONTAP 9 erforderlich.4 oder hoher.
* Die Verwendung von FlexGroup Volumes erfordert ONTAP 9.5 oder hoher.

* "all’'Um ein Volume zur Verwendung der Tiering-Richtlinie festzulegen, ist ONTAP 9.6 oder héher
erforderlich.

* “-cloud-retrieval-policy'Um ein Volume zur Verwendung des Parameters einzustellen, ist ONTAP 9
erforderlich.8 oder hoher.

Schritte
1. Erstellen Sie mit dem volume create Befehl ein neues Volume fir FabricPool.

o “-tiering-policy’ Mit dem optionalen Parameter kdnnen Sie die Tiering-Richtlinie fir das Volume
angeben.

Sie kdnnen eine der folgenden Tiering-Richtlinien angeben:

* snapshot-only (Standard)
" auto

"all

* backup (Veraltet)

" none
"Arten von FabricPool Tiering-Richtlinien"

° Der -cloud-retrieval-policy optionale Parameter ermdglicht Cluster-Administratoren mit der
erweiterten Berechtigungsebene, das von der Tiering-Richtlinie gesteuerte Standard-Cloud-
Migrationsverhalten oder -Abrufverhalten aul3er Kraft zu setzen.

Sie kénnen eine der folgenden Richtlinien fur den Cloud-Abruf angeben:
" default

Die Tiering-Richtlinie bestimmt, welche Daten zurlickverschoben werden. Somit kann durch die
Cloud- "default’ Abrufrichtlinie keine Anderung am Abrufen von Cloud-Daten vorgenommen werden.
Das bedeutet, dass das Verhalten mit den vor ONTAP 9.8 Versionen identisch ist:

* Ist die Tiering-Richtlinie none oder snapshot-only, dann bedeutet ,default® dass alle
clientgesteuerten Lesevorgange aus der Cloud-Tier in die Performance-Tier Gbertragen
werden.

* Wenn die Tiering-Richtlinie ist aut o, dann wird jeder Client-gesteuerte zufallige Lesezugriff
gezogen, aber nicht sequenzielle Lesevorgange.

* Bei einer Tiering-Richtlinie a11 werden keine Client-basierten Daten aus der Cloud-Tier
abgerufen.

" on-read
Alle Client-getriebenen Daten werden vom Cloud-Tier auf eine Performance-Tier Ubertragen.
" never

Es werden keine Client-getriebenen Daten von der Cloud-Tier zur Performance-Tier Ubertragen
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" promote

* Fur die Tiering-Richtlinie none werden alle Cloud-Daten aus der Cloud-Tier in die
Performance-Tier verschoben

* FUr die Tiering-Richtlinie snapshot-only werden alle aktiven Dateisystemdaten aus der
Cloud-Tier in die Performance-Tier verschoben.

° —tiering-minimum-cooling-days 'Mit dem optionalen Parameter auf der
erweiterten Berechtigungsebene koénnen Sie den minimalen Kihlzeitraum fir das
*snapshot-only auto Tiering fir ein Volume festlegen, das die Tiering-Richtlinie oder verwendet.

Ab ONTAP 9.8 kdnnen Sie fir die Tiering-Mindestkihltage einen Wert zwischen 2 und 183 angeben.
Wenn Sie eine Version von ONTAP vor 9.8 verwenden, kénnen Sie flr die minimalen Kihltage fur das
Tiering einen Wert zwischen 2 und 63 angeben.

Beispiel zur Erstellung eines Volumes fiir FabricPool

Im folgenden Beispiel wird ein Volume mit der Bezeichnung ,myvo11® in der lokalen Tier mit FabricPool-
Aktivierung von myFabricPool erstellt. Die Tiering-Richtlinie wird festgelegt auto und der minimale
Kuhlzeitraum flr das Tiering wird auf 45 Tage festgelegt:

clusterl::*> volume create -vserver myVS -aggregate myFabricPool
-volume myvoll -tiering-policy auto -tiering-minimum-cooling-days 45

Verwandte Informationen

"Management von FlexGroup Volumes"

Verschieben Sie ein Volume auf eine lokale ONTAP-Tier mit FabricPool-
Unterstutzung

Unter anderem "Volume-Verschiebung"verschiebt ONTAP ein Volume unterbrechungsfrei
von einer lokalen Tier (Quelle) zu einem anderen (Ziel). Volume-Verschiebungen sind aus
verschiedenen Grunden maoglich, wenngleich die haufigsten Grunde dafur Hardware
Lifecycle Management, Cluster-Erweiterung und Lastausgleich sind.

Es ist wichtig zu wissen, wie die Volume-Verschiebung mit FabricPool funktioniert, da die Anderungen, die
sowohl auf der lokalen Tier, der Attached Cloud-Ebene als auch auf dem Volume (Volume-Tiering-Richtlinien)
stattfinden, groRe Auswirkungen auf die Funktionalitdt haben kénnen.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von Ihrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Lokale Ebene des Ziels

Verfligt die lokale Ziel-Tier einer Volume-Verschiebung nicht Uber eine verbundene Cloud-Tier, werden die
Daten des in der Cloud-Tier gespeicherten Quell-Volumes in die lokale Tier der lokalen Ziel-Tier geschrieben.

Ab ONTAP 9.8 verwendet FabricPool, wenn ein Volume "Berichterstellung fur inaktive Daten"aktiviert ist, die
Heatmap des Volumes, um kalte Daten sofort in die Warteschlange einzureihen, um mit dem Tiering zu
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beginnen, sobald sie auf die lokale Ziel-Tier geschrieben werden.

Vor ONTAP 9.8 wird durch das Verschieben eines Volumes auf eine andere lokale Tier die Inaktivitdtsdauer
von Blocken auf der lokalen Tier zurtickgesetzt. Ein Volume mit der Tiering-Richtlinie fur automatisches Volume
mit Daten auf der lokalen Tier, das 20 Tage inaktiv, aber noch nicht gestaffelt war, hat beispielsweise die
Temperatur der Daten nach einer Volume-Verschiebung auf O Tage zurtickgesetzt.

Optimierte Verschiebung von Volumes

Ab ONTAP 9.6 werden die Daten des im Bucket gespeicherten Quell-Volume nicht zurtick auf die lokale Tier
verschoben, wenn die lokale Ziel-Tier einer Volume-Verschiebung denselben Bucket verwendet. Tiering-Daten
bleiben im Ruhezustand, und nur heil’e Daten missen von einer lokalen Tier in eine andere verschoben
werden. Diese optimierte Volume-Verschiebung flhrt zu einer erheblichen Netzwerkeffizienz.

Beispielsweise bedeutet eine optimierte Volumeverschiebung von 300 TB, dass zwar 300 TB kalte Daten von
einer lokalen Ebene auf eine andere verschoben werden, dies jedoch keine Lese- und Schreibvorgange von
300 TB im Objektspeicher auslost.

Nicht optimierte Volume-Verschiebungen generieren zusatzlichen Netzwerk- und Computing-Datenverkehr
(Lese-/Schreibvorgange und Schreibvorgange/Puts). Dadurch steigen die Anforderungen an das ONTAP-
Cluster und den Objektspeicher, was moglicherweise die Kosten durch Tiering auf 6ffentliche Objektspeicher in
die Hohe treibt.

Einige Konfigurationen sind nicht mit optimierten Volume-Verschiebungen kompatibel:

« Tiering-Richtlinie wird wahrend der Volume-Verschiebung geandert
* Lokale Quell- und Ziel-Tiers mit unterschiedlichen Verschlisselungsschlisseln
@ * FlexClone Volumes
+ Ubergeordnete FlexClone Volumes
» MetroCluster (unterstutzt optimierte Volume-Verschiebungen in ONTAP 9.8 und héher)

* Nicht synchronisierte FabricPool Mirror Buckets

Verfligt die lokale Tier einer Volume-Verschiebung tber eine angeschlossene Cloud-Tier, werden die Daten
des auf der Cloud-Tier gespeicherten Quell-Volumes zuerst auf die lokale Tier auf der lokalen Ziel-Tier
geschrieben. Anschlieend wird in die Cloud-Tier auf der lokalen Ziel-Tier geschrieben, sofern dieser Ansatz
fur die Tiering-Richtlinie des Volumes geeignet ist.

Durch das Schreiben von Daten in die lokale Tier wird zunachst die Performance der Volume-Verschiebung
verbessert und die Umstellungszeit verkurzt. Wird bei der Verschiebung eines Volumes keine Tiering-Richtlinie
angegeben, verwendet das Ziel-Volume die Tiering-Richtlinie des Quell-Volume.

Wird bei der Volume-Verschiebung eine andere Tiering-Richtlinie angegeben, wird das Ziel-Volume mit der
angegebenen Tiering-Richtlinie erstellt und die Volume-Verschiebung nicht optimiert.

Volume-Metadaten

Unabhangig davon, ob eine Volume-Verschiebung optimiert ist, speichert ONTAP eine erhebliche Menge an
Metadaten Uber Standort, Speichereffizienz, Berechtigungen, Nutzungsmuster usw. aller Daten, sowohl lokal
als auch in Tiering-Ebenen. Metadaten verbleiben immer auf der lokalen Ebene und werden nicht in Tiering-
Ebenen gespeichert. Wenn ein Volume von einer lokalen Ebene auf eine andere verschoben wird, muss diese
Information ebenfalls in die lokale Ziel-Tier verschoben werden.



Dauer

Das Verschieben von Volumes nimmt immer noch einige Zeit in Anspruch und man sollte davon ausgehen,
dass das Verschieben eines optimierten Volumes ungefahr genauso lange dauert wie das Verschieben einer
gleichen Menge nicht gestaffelter Daten.

Es ist wichtig zu verstehen, dass der ,Durchsatz®, der von der volume move show Der Befehl stellt nicht den
Durchsatz im Hinblick auf die aus der Cloud-Ebene verschobenen Daten dar, sondern die lokal aktualisierten
Volumendaten.

@ In einer SVM-DR-Beziehung missen Quell- und Ziel-Volumes dieselbe Tiering-Richtlinie
verwenden.

Schritte

1. Verwenden Sie den volume move start Befehl, um ein Volume von einer lokalen Quell-Tier auf eine
lokale Ziel-Tier zu verschieben.

Beispiel fiir das Verschieben eines Volumes

Im folgenden Beispiel wird ein Volume mit dem Namen vs1 SVM in dest FabricPool eine lokale Tier mit
FabricPool-Aktivierung verschoben myvol2.

clusterl::> volume move start -vserver vsl -volume myvol2

—-destination-aggregate dest FabricPool

Direktes Schreiben von ONTAP Volumes in der FabricPool in die Cloud

Ab ONTAP 9.14.1 kdnnen Sie das Schreiben direkt in die Cloud auf einem neuen oder
bestehenden Volume in einer FabricPool aktivieren und deaktivieren, damit NFS-Clients
Daten direkt in die Cloud schreiben kdnnen, ohne auf Tiering-Scans warten zu mussen.
SMB-Clients schreiben weiterhin auf die Performance-Tier in einem Cloud-schreibfahigen
Volume. Der Cloud-Schreibmodus ist standardmal3ig deaktiviert.

Die Mdglichkeit, direkt in die Cloud zu schreiben, ist beispielsweise bei Migrationen hilfreich, bei denen grolte
Datenmengen an einen Cluster Ubertragen werden, als der Cluster auf der lokalen Tier unterstitzen kann.
Ohne Schreibmodus in die Cloud werden wahrend einer Migration kleinere Datenmengen Ubertragen, dann in
ein Tiering Ubertragen und dann wieder in ein Tiering Ubertragen, bis die Migration abgeschlossen ist. Beim
Schreibmodus in der Cloud ist diese Art von Management nicht mehr erforderlich, da die Daten niemals in die
lokale Tier tbertragen werden.

Bevor Sie beginnen
+ Sie sollten ein Cluster- oder SVM-Administrator sein.
» Sie mussen sich auf der erweiterten Berechtigungsebene befinden.
» Das Volume muss ein Datentrager mit Lese-/Schreibzugriff sein.

* Das Volume muss Uber die GESAMTE Tiering-Richtlinie verflgen.

Direktes Schreiben in die Cloud bei der Volume-Erstellung

Schritte



1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Volume erstellen und Cloud-Schreibmodus aktivieren:

volume create -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled <true|false> -aggregate <local tier name>

Im folgenden Beispiel wird ein Volume mit dem Namen vol1 mit aktiviertem Cloud-Schreibzugriff auf der
lokalen FabricPool-Ebene (aggr1) erstellt:

volume create -vserver vsl -volume voll -is-cloud-write—-enabled true

-aggregate aggrl

Schreiben Sie direkt in die Cloud auf einem vorhandenen Volume

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Andern Sie ein Volume, um den Cloud-Schreibmodus zu aktivieren:

volume modify -vserver <svm name> -volume <volume name> -is-cloud-write

—-enabled true

Im folgenden Beispiel wird das Volume mit dem Namen vol1 geandert, um das Schreiben in die Cloud zu
aktivieren:

volume modify -vserver vsl -volume voll -is-cloud-write-enabled true

Direktes Schreiben in die Cloud auf einem Volume wird deaktiviert

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Deaktivieren Sie den Cloud-Schreibmodus auf einem Volume:



volume modify -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled false

Im folgenden Beispiel wird der Cloud-Schreibmodus auf dem Volume mit dem Namen vol1 deaktiviert:

volume modify -vserver vsl -volume voll -is-cloud-write-enabled false

Aktivieren Sie ONTAP Volumes in FabricPool fur aggressive Read-aheads

Ab ONTAP 9.14.1 kdnnen Sie einen aggressiven Read-Ahead-Modus auf Volumes in
FabricPool aktivieren und deaktivieren. In ONTAP 9.13.1 wurde der aggressive Read-
Ahead-Modus nur auf Cloud-Plattformen eingefuhrt. Ab ONTAP 9.14.1 ist der aggressive
Read-Ahead-Modus auf allen von FabricPool unterstiutzten Plattformen verfugbar,
einschliel3lich lokaler Plattformen. Die Funktion ist standardmafig deaktiviert.

Wenn aggressives Read-Ahead deaktiviert ist, liest FabricPool nur die Dateiblocke, die eine Client-Applikation
bendtigt; es muss nicht die gesamte Datei gelesen werden. Dies kann zu einem verringerten Netzwerkverkehr
fihren, insbesondere bei grof3en Dateien in GB und TB-GroéRRe. Enabling aggressive Read-Ahead-Funktion auf
einem Volume schaltet diese Funktion aus und FabricPool liest praventiv die gesamte Datei sequenziell aus
dem Objektspeicher. Dadurch erhéht sich der GET-Durchsatz und die Latenz von Client-Lesevorgangen auf
der Datei. StandardmaRig bleiben die Tiering-Daten, wenn sie sequenziell gelesen werden, ,kalt“ und werden
nicht auf die lokale Tier geschrieben.

Aggressive Read-ahead-Trades Netzwerkeffizienz fir eine héhere Performance von Tiered-Daten.

Uber diese Aufgabe

Der aggressive-readahead-mode Befehl hat zwei Optionen:

* none: Vorauslesen ist deaktiviert.

* file prefetch: Das System liest die gesamte Datei vor der Client-Anwendung in den Speicher.

Bevor Sie beginnen
» Sie sollten ein Cluster- oder SVM-Administrator sein.

» Sie mussen sich auf der erweiterten Berechtigungsebene befinden.

Ermoglichen Sie wahrend der Volume-Erstellung einen aggressiven Read-Ahead-Modus

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Erstellen eines Volumes und Aktivieren eines aggressiven Read-Ahead-Modus:



volume create -volume <volume name> -aggressive-readahead-mode
<none|file prefetch>

Im folgenden Beispiel wird ein Volume namens vol1 mit aggressivem Vorauslesen erstellt, das mit der
Option file_prefetch aktiviert ist:

volume create -volume voll -aggressive-readahead-mode file prefetch

Deaktivieren Sie den aggressiven Read-Ahead-Modus

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Deaktivieren Sie den aggressiven Read-Ahead-Modus:

volume modify -volume <volume name> -aggressive-readahead-mode none

Im folgenden Beispiel wird ein Volume mit dem Namen vol1 gedndert, um den aggressiven Read-Ahead-
Modus zu deaktivieren:

volume modify -volume voll -aggressive-readahead-mode none

Zeigen Sie einen aggressiven Read-Ahead-Modus auf einem Volume an

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Sehen Sie sich den aggressiven Read-Ahead-Modus an:

volume show -fields aggressive-readahead-mode

10



Managen Sie ONTAP FabricPool Volumes mit
benutzerdefinierten Tags

Ab ONTAP 9.8 unterstutzt FabricPool das Objekt-Tagging mithilfe benutzererstellter
benutzerdefinierter Tags, damit Sie Objekte einfacher managen konnen. Wenn Sie als
Benutzer mit der Administratorberechtigungsebene arbeiten, kdnnen Sie neue Objekt-
Tags erstellen und vorhandene Tags andern, I6schen und anzeigen.

Weisen Sie wahrend der Volume-Erstellung ein neues Tag zu

Sie kdnnen ein neues Objekt-Tag erstellen, wenn Sie neuen Objekten, die von einem neu erstellten Volume
abgestuft werden, ein oder mehrere Tags zuweisen mdéchten. Mithilfe von Tags kénnen Sie Tiering-Objekte
klassifizieren und sortieren, was sich einfacheres Datenmanagement ermoglicht. Ab ONTAP 9.8 kdnnen Sie
mit System Manager Objekt-Tags erstellen.

Uber diese Aufgabe
Sie kénnen Tags nur auf FabricPool Volumes festlegen, die an StorageGRID angeschlossen sind. Diese Tags

werden wahrend der Verschiebung eines Volumes beibehalten.
* Pro Band sind maximal vier Tags zulassig.

* In der CLI muss jedes Objekt-Tag ein Schlussel-Wert-Paar sein, das durch ein Gleichheitszeichen getrennt
ist.

* In der CLI missen mehrere Tags durch ein Komma getrennt werden.
« Jeder Tag-Wert kann maximal 127 Zeichen enthalten.

« Jeder Tag-Schlussel muss entweder mit einem alphabetischen Zeichen oder einem Unterstrich beginnen.

Schlussel dirfen nur alphanumerische Zeichen und Unterstriche enthalten, und die maximal zulassige
Anzahl von Zeichen betragt 127.

Sie kdnnen Objekt-Tags mit ONTAP System Manager oder der ONTAP CLI zuweisen.
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Beispiel 1. Schritte

System Manager

1.

Navigieren Sie zu Storage > Tiers.

2. Suchen Sie eine Storage Tier mit Volumes, die markiert werden sollen.
3.
4

Klicken Sie auf die Registerkarte Volumes.

. Suchen Sie das gewlnschte Volume und wahlen Sie in der Spalte Object Tags die Option Klicken

Sie, um Tags einzugeben.

5. Geben Sie einen Schlissel und einen Wert ein.

6. Klicken Sie Auf Anwenden.

CLI
1.

Verwenden Sie den volume create Befehl mitder -tiering-object-tags Option, um ein
neues Volume mit den angegebenen Tags zu erstellen. Sie kénnen mehrere Tags in
kommagetrennten Paaren angeben:

volume create [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel>
[, <key2=value2>,<key3=value3>, <keyd=valued> ]

Im folgenden Beispiel wird ein Volume mit dem Namen ,fp_Volume1“ mit drei Objekt-Tags erstellt.

vol create -volume fp volumel -vserver vs(O -tiering-object-tags
project=fabricpool, type=abc, content=data

Andern Sie ein vorhandenes Tag

Sie kdnnen den Namen eines Tags andern, Tags fiir vorhandene Objekte im Objektspeicher ersetzen oder
neuen Objekten, die Sie spater hinzufiigen mdchten, ein anderes Tag hinzufiigen.
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Beispiel 2. Schritte

System Manager
1. Navigieren Sie zu Storage > Tiers.

2. Suchen Sie eine Speicherebene mit Volumes, die Tags enthalten, die Sie andern mochten.
3. Klicken Sie auf die Registerkarte Volumes.
4

. Suchen Sie das Volume mit Tags, die Sie andern méchten, und klicken Sie in der Spalte Object Tags
auf den Tag-Namen.

5. Tag andern.

6. Klicken Sie Auf Anwenden.

CLI

1. Verwenden Sie den volume modify Befehl mitder -tiering-object-tags Option, um ein
vorhandenes Tag zu andern.

volume modify [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel> [ ,<key2=value2>,
<key3=value3>, <keyd=valued> ]

Das folgende Beispiel andert den Namen des bestehenden Tags type=abc Zu type=xyz .

vol modify -volume fp volumel -vserver vs(O -tiering-object-tags
project=fabricpool, type=xyz,content=data

Tag loschen

Sie kénnen Objekt-Tags I6schen, wenn sie nicht mehr auf einem Volume oder auf Objekten im Objektspeicher

festgelegt werden sollen.
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Beispiel 3. Schritte

System Manager
1. Navigieren Sie zu Storage > Tiers.

2. Suchen Sie eine Speicherebene mit Volumes, die Tags enthalten, die Sie I6schen mdchten.
3. Klicken Sie auf die Registerkarte Volumes.
4

. Suchen Sie das Volume mit Tags, die Sie I16schen mdchten, und klicken Sie in der Spalte Object
Tags auf den Tag-Namen.

5. Um das Tag zu I8schen, klicken Sie auf das Papierkorb-Symbol.

6. Klicken Sie Auf Anwenden.

CLI

1. Verwenden Sie den volume modify Befehl mitder -tiering-object-tags Option gefolgt von
einem leeren Wert (" "), um ein vorhandenes Tag zu |6schen.

Im folgenden Beispiel werden die vorhandenen Tags auf fp_Volume1 geldscht.

vol modify -volume fp volumel -vserver vsO —-tiering-object-tags ""

Vorhandene Tags fur ein Volume anzeigen

Sie kdnnen die vorhandenen Tags auf einem Volume anzeigen, um zu sehen, welche Tags verfiigbar sind,
bevor Sie neue Tags an die Liste anhangen.

Schritte

1. Verwenden Sie den volume show Befehl mit der tiering-object-tags Option, um vorhandene Tags
auf einem Volume anzuzeigen.

volume show [ -vserver <vserver name> ] -volume <volume name> -fields
tiering-object-tags

Prufen des Objekt-Tagging auf FabricPool Volumes
Sie kdnnen prifen, ob Tagging auf einem oder mehreren FabricPool Volumes abgeschlossen ist.

Schritte

1. Verwenden Sie den vol show Befehl mitder -fields needs-object-retagging Option, um zu
sehen, ob das Tagging ausgeflihrt wird, ob es abgeschlossen ist oder ob das Tagging nicht eingestellt ist.

vol show -fields needs-object-retagging [ -instance | -volume <volume
name>|]

Einer der folgenden Werte wird angezeigt:
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° true: Der Objekt-Tagging-Scanner ist noch nicht gestartet oder muss fir dieses Volume erneut laufen
° false: Der Objekt-Tagging-Scanner hat das Tagging fur dieses Volumen abgeschlossen

° <->: Der Objekt-Tagging-Scanner ist fir dieses Volumen nicht anwendbar. Dies geschieht flr Volumes,
die nicht in FabricPool liegen.

Uberwachen Sie die Speicherplatzauslastung einer lokalen
ONTAP-Tier mit FabricPool-Unterstlitzung

Sie mussen wissen, wie viele Daten in den Performance- und Cloud-Tiers fur FabricPool
gespeichert werden. Anhand dieser Informationen kdnnen Sie feststellen, ob die Tiering-
Richtlinie eines Volumes geandert, das FabricPool-Lizenzlimit erhdht oder der Storage-
Speicherplatz des Cloud-Tiers erhoht werden muss.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von Ihrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Uber diese Aufgabe

Ab ONTAP 9.18.1 andert der storage aggregate show-space Befehl die Art und Weise, wie die logische
referenzierte Kapazitat und die logische nicht referenzierte Kapazitat gemeldet werden. Die logische
referenzierte Kapazitat meldet referenzierte Blocke in allen Objekten und nicht referenzierte Blocke in
fragmentierten Objekten. Die logische nicht referenzierte Kapazitat meldet nur nicht referenzierte Blocke in
Objekten, die den Flllschwellenwert Uberschritten haben und fir die Objektldschung und Defragmentierung in
Frage kommen.

Wenn Sie beispielsweise den standardmafligen Schwellenwert fir die aggregierte Auslastung von 40 % fur
ONTAP S3 und StorageGRID verwenden, mussen 60 % der Blécke in einem Objekt nicht referenziert sein,
bevor die Blécke als nicht referenzierte Kapazitat gemeldet werden.

In Versionen vor ONTAP 9.18.1 meldet die logische referenzierte Kapazitat referenzierte Blocke in allen
Objekten (sowohl vollstandigen als auch fragmentierten Objekten). Die logische nicht referenzierte Kapazitat
meldet nicht referenzierte Blocke in allen Objekten.

Schritte
1. Uberwachen Sie die Speicherplatzauslastung fiir lokale FabricPool-fahige Tiers, indem Sie einen der

folgenden Befehle verwenden, um Informationen anzuzeigen:
Sie mochten Folgendes anzeigen: Verwenden Sie dann diesen Befehl:

Die genutzte GroRe des Cloud-Tiers in einer lokalen storage aggregate show Mitdem -instance
Tier Parameter

Details zur Speicherplatznutzung innerhalb einer storage aggregate show-space Mitdem
lokalen Ebene, einschliellich der referenzierten —instance Parameter
Kapazitat des Objektspeichers
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Platzauslastung der Objektspeicher, die an die storage aggregate object-store show-
lokalen Tiers angeschlossen sind, einschlielich der space

Menge an Lizenzspeicherplatz

Eine Liste der Volumes in einer lokalen Ebene volume show-footprint

sowie deren Spuren mit Daten und Metadaten

Zusatzlich zum Verwenden von CLI-Befehlen kdnnen Sie Active 1Q Unified Manager (ehemals
OnCommand Unified Manager) zusammen mit FabricPool Advisor verwenden, das auf ONTAP 9.4 und
hoher Clustern unterstiitzt wird, oder System Manager zum Uberwachen der Speicherauslastung.

Im folgenden Beispiel werden Mdglichkeiten zum Anzeigen der Speicherauslastung und der damit

verbundenen Informationen flr FabricPool angezeigt:

clusterl::> storage aggregate show-space -instance

Aggregate: MyFabricPool

MyFabricPool

Total Object
Capacity: -
Object Store

Percentage:

Size: -
Object Store

Efficiency:
Object Store

Percentage:

Size: -

Percentage:

Capacity: -

Percentage:

Aggregate Display Name:

Store Logical Referenced

Logical Referenced Capacity

Object Store..
Space Saved by Storage
Space Saved by Storage Efficiency
Total Logical Used
Logical Used
Logical Unreferenced

Logical Unreferenced



clusterl::> storage aggregate show -instance

Aggregate: MyFabricPool

Composite: true
Capacity Tier Used Size:

clusterl::> volume show-footprint

Vserver : vsl
Volume : rootvol
Feature Used Used%
Volume Footprint KB %
Volume Guarantee MB %
Flexible Volume Metadata KB %
Delayed Frees KB %
Total Footprint MB %
Vserver : vsl
Volume : vol
Feature Used Used%
Volume Footprint KB %
Footprint in Performance Tier KB %
Footprint in AmazonOl KB %
Flexible Volume Metadata MB %
Delayed Frees KB %
Total Footprint MB %
2. Fuhren Sie bei Bedarf eine der folgenden Aktionen durch:
Ihr Ziel ist Dann...
Andern Sie die Tiering-Richtlinie eines Volumes Befolgen Sie das Verfahren in "Managen von

Storage Tiering durch Andern der Tiering-Richtlinie
eines Volumes oder durch das Tiering einer
minimalen Kuhldauer".
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Erhoéhen Sie das Nutzungslimit fir FabricPool Wenden Sie sich an lhren NetApp Ansprechpartner
oder einen unserer Partner.

"NetApp Support"

Erhéhen Sie den Speicherplatz des Cloud-Tiers Wenden Sie sich an den Anbieter des
Objektspeichers, den Sie fir das Cloud-Tier
verwenden.

Verwandte Informationen

 "Speicheraggregatobjekt"
+ "Storage-Aggregate zeigen"

+ "Lageraggregat-Show-Space"

Andern Sie die Tiering-Richtlinie eines ONTAP Volumes
sowie den minimalen Kuhlzeitraum

Sie kdnnen die Tiering-Richtlinie eines Volumes andern, um zu kontrollieren, ob Daten
zum Cloud-Tier verschoben werden, wenn sie inaktiv (Cold) werden. Fur ein Volume mit
der snapshot-only auto Tiering-Richtlinie oder kdnnen Sie auch den minimalen
Klhlzeitraum flr das Tiering festlegen, fur den Benutzerdaten vor dem Verschieben in die
Cloud-Tier inaktiv bleiben mussen.

Bevor Sie beginnen

Das Andern eines Volumes zur auto Tiering Policy oder das Andern der minimalen Kiihlperiode des Tiering
erfordert ONTAP 9.4 oder héher.

Uber diese Aufgabe

Durch das Andern der Tiering-Richtlinie fiir ein Volume wird nur das nachfolgende Tiering-Verhalten des
Volume geandert. Die Daten werden riickwirkend in die Cloud-Tier verschoben.

Eine Anderung der Tiering-Richtlinie kann beeinflussen, wie lange Daten selten benétigt werden und auf die
Cloud-Tier verschoben werden.

"Was passiert, wenn Sie die Tiering-Richtlinie eines Volumes in FabricPool andern"

@ In einer SVM-DR-Beziehung missen Quell- und Ziel-Volumes keine FabricPool-Aggregate
verwenden, sondern sie mussen dieselbe Tiering-Richtlinie verwenden.

Schritte

1. Andern Sie die Tiering-Richtlinie fiir ein vorhandenes Volume, indem Sie den volume modify Befehl mit
dem -tiering-policy Parameter:

Sie kdénnen eine der folgenden Tiering-Richtlinien angeben:

° snapshot-only (Standard)

° auto
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°call

° none
"Arten von FabricPool Tiering-Richtlinien"

2. Wenn das Volume die snapshot-only auto Tiering-Richtlinie oder verwendet und Sie den minimalen
Kuhlzeitraum flr das Tiering andern méchten, verwenden Sie den volume modify Befehl mit dem
-tiering-minimum-cooling-days optionalen Parameter in der erweiterten Berechtigungsebene.

Sie kdnnen einen Wert zwischen 2 und 183 fir die Mindestklhltage fur das Tiering angeben. Wenn Sie

eine Version von ONTAP vor 9.8 verwenden, kénnen Sie fur die minimalen Kihltage fur das Tiering einen
Wert zwischen 2 und 63 angeben.

Beispiel einer Anderung der Tiering-Richtlinie und der Tiering-Mindestkiihldauer eines Volume

Im folgenden Beispiel wird die Tiering-Richtlinie fur das Volume ,,” yvolm™ in der SVM , “vsl1®in auto und
der Tiering-Mindestkuhlzeitraum auf 45 Tage geandert:

clusterl::> volume modify -vserver vsl -volume myvol
-tiering-policy auto -tiering-minimum-cooling-days 45

Archivierungs-Volumes mit FabricPool (Video)

Dieses Video zeigt einen kurzen Uberblick tiber die Verwendung von System Manager
zur Archivierung eines Volumes in einem Cloud-Tier mit FabricPool.

"NetApp Video: Archivierung von Volumes mit FabricPool (Backup + Volume-Verschiebung)"

Verwandte Informationen
"NetApp TechComm TV: FabricPool Playlist"

Andern Sie die standardméaRige FabricPool-Tiering-
Richtlinie eines ONTAP-Volumes

Mit der —cloud-retrieval-policy in ONTAP 9.8 eingefuhrten Option kdnnen Sie die
Standard-Tiering-Richtlinie eines Volumes zur Steuerung des Abrufs von Benutzerdaten
aus der Cloud Tier zu Performance-Tier andern.

Bevor Sie beginnen

* Das Andern eines Volumes mit der -cloud-retrieval-policy Option erfordert ONTAP 9.8 oder héher.
« Sie mlssen Uber die erweiterte Berechtigungsebene verfliigen, um diesen Vorgang auszufiuhren.

* Sie sollten das Verhalten der Tiering-Richtlinien mit verstehen —-cloud-retrieval-policy.

"Funktionsweise von Tiering-Richtlinien bei der Cloud-Migration"

Schritt
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1. Andern Sie das Tiering-Richtlinienverhalten fiir ein vorhandenes Volume, indem Sie den volume modify
Befehl mit der -cloud-retrieval-policy Option verwenden:

volume create -volume <volume name> -vserver <vserver name> - tiering-

policy <policy name> -cloud-retrieval-policy

vol modify -volume fp volume4 -vserver vs(O -cloud-retrieval-policy

promote

Legen Sie Schwellenwerte fuir die ONTAP FabricPool-Put-
Rate pro Knoten fest

Als Storage-Administrator konnen Sie mit der PUT Drosselung einen oberen
Schwellenwert fur die maximale Put-Rate pro Node festlegen.

Die PUT-Drosselung ist nitzlich, wenn Netzwerkressourcen oder der Endpunkt des Objektspeichers
Ressourcen-begrenzt sind. Obwohl es selten ist, konnen Ressourcenbeschrankungen bei unterausgelastetem
Objektspeicher oder wahrend der ersten Tage der Nutzung von FabricPool auftreten, wenn TB oder PB an
kalten Daten zu einem Tiering beginnen.

PUT-Drosselung erfolgt pro Node. Das minimale PUT Drosselung Put-Rate-Limit ist 8 MB/s. Wenn Sie das
Put-Rate-Limit auf einen Wert unter 8 MB/s setzen, fuhrt dies zu einem Durchsatz von 8 MB/s auf diesem
Node. Mehrere Nodes, gleichzeitig Tiering, verbrauchen moglicherweise mehr Bandbreite und kénnen einen
Netzwerkverbindung mit extrem begrenzter Kapazitat auslasten.

FabricPool PUT-Vorgange konkurrieren nicht mit anderen Applikationen um Ressourcen.
FabricPool PUT-Vorgange werden von Client-Applikationen und anderen ONTAP Workloads wie

(D SnapMirror automatisch mit einer niedrigeren Prioritat (,gemein®) platziert. DIE Verwendung der
PUT Drosselung put-rate-1imit kann zwar nitzlich sein, um den mit FabricPool Tiering
verbundenen Netzwerkverkehr zu reduzieren, er hat jedoch keine Beziehung zu gleichzeitigem
ONTAP-Datenverkehr.

Bevor Sie beginnen
Eine erweiterte Berechtigungsebene ist erforderlich.

Schritte
1. PUT-Vorgange fir FabricPool tiber die ONTAP CLI drosseln:

storage aggregate object-store put-rate-limit modify -node <name>
-default <true|false> -put-rate-bytes-limit <integer>[KB|MB|GB|TB|PB]

Verwandte Informationen
 "Speicheraggregat-Objektspeicher-Put-Ratenlimit andern"
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Anpassen der Loschung und Defragmentierung von ONTAP
FabricPool-Objekten

FabricPool lI6scht keine Blocke aus verbundenen Objektspeichern. Stattdessen |6scht
FabricPool Objekte, nachdem ein bestimmter Prozentsatz der Blocke im Objekt von
ONTAP nicht mehr referenziert wurde.

Beispiel: Es gibt 1,024 4-KB-Blocke in einem zu Amazon S3 Tiered-Objekt mit 4 MB. Defragmentierung und
Loschung erfolgen erst, wenn weniger als 205 4-KB-Blocke (20 % von 1,024) von ONTAP referenziert werden.
Wenn genuligend (1,024) Blocke keine Referenzen haben, werden ihre urspriinglichen 4-MB-Objekte geldscht
und ein neues Objekt erstellt.

Sie kénnen den Schwellwert fir nicht zurlickgewonnener Speicherplatz anpassen und fir verschiedene
Objektspeicher auf andere Standardwerte festlegen. Die Standardeinstellungen sind:

Objektspeicher ONTAP 9.8 und ONTAP 9.7 bis 9.4 ONTAP 9.3 und Cloud Volumes
hoher frihere Versionen ONTAP

Amazon S3 20 % erreicht 20 % erreicht 0 % erreicht 30 % erreicht

Google Cloud 20 % erreicht 12 % erreicht 1. A 35 % erreicht

Storage

Microsoft Azure Blob 25 % erreicht 15 % erreicht 1. A. 35 % erreicht

Storage

NetApp ONTAP S3 40 % erreicht 1. A 1. A 1. A

NetApp 40 % erreicht 40 % erreicht 0 % erreicht 1. A

StorageGRID

Schwellenwert fiir nicht zuriickgewonnenen Speicherplatz

Wenn Sie die standardmaRigen Schwellenwerteinstellungen fur nicht zuriickgewonnenen Speicherplatz
andern, wird die akzeptierte Menge an Objektfragmentierung erhéht oder verringert. Durch die Verringerung
der Fragmentierung wird die physische Kapazitat verringert, die vom Cloud-Tier genutzt wird, und zwar auf
Kosten zusatzlicher Objektspeicher-Ressourcen (Lese- und Schreibvorgange).

Schwellwertreduzierung

Um zusatzliche Ausgaben zu vermeiden, sollten Sie in Erwagung ziehen, bei der Verwendung von
Preisschemata flr Objektspeicher, die die Storage-Kosten verringern, jedoch die Kosten fiir Lesevorgange
erhdhen, die Schwellenwerte fiir nicht zurlickgewonnener Speicherplatz zu verringern. Hierzu zahlen
beispielsweise Amazon Standard-IA und Azure Blob Storage Cool.

So kann beispielsweise das Tiering einer Menge von 10 Jahre alten Projekten, die aus rechtlichen Griinden
gespeichert wurden, bei der Verwendung eines Preisschemas wie Standard-IA oder Cool gunstiger sein als bei
der Verwendung von Standardpreisregelungen. Lesezugriffe sind fir ein solches Volume zwar teurer,
einschlieBlich der fiir die Objektdefragmentierung erforderlichen Lesezugriffe, werden aber wahrscheinlich
nicht haufig auftreten.
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Schwellenwert erhdht sich

Alternativ kdnnen Sie auch Schwellenwerte flr nicht zurickgewonnener Speicherplatz erh6hen, wenn durch
Objektfragmentierung erheblich mehr Kapazitat von Objektspeicher verwendet wird, als fir die Daten
erforderlich ist, auf die von ONTAP referenziert wird. Wenn beispielsweise in einem Worst-Case-Szenario ein
nicht zurickgewonnener Speicherplatz-Schwellenwert von 20 % verwendet wird, bei dem alle Objekte zum
maximal zuldssigen Umfang gleich fragmentiert sind, bedeutet dies, dass 80 % der Gesamtkapazitat in der
Cloud-Tier von ONTAP nicht referenziert werden kénnen. Beispiel:

2 TB auf ONTAP verwiesen + 8 TB ohne Verweis von ONTAP = 10 TB Gesamtkapazitat, die von der Cloud-
Tier verwendet wird

In dieser Situation ist es vorteilhaft, den Schwellenwert fur nicht zurickgewonnenen Speicherplatz zu erhéhen
oder die Mindestkuhltage fur Volumes zu erhdhen, um die Kapazitat zu verringern, die von nicht referenzierten
Blocken verwendet wird.

Wenn das System Objekte defragmentiert und die Storage-Effizienz erhéht, kann es die
zugrunde liegenden Dateien fragmentieren, indem referenzierte Bldcke in neue, effizientere
Objekte geschrieben werden. Wenn Sie den Schwellenwert fiir nicht mehr zuriickgewonnener
Speicherplatz deutlich erhéhen, kénnen Sie Objekte erstellen, die zwar Storage-Effizienz bieten,
aber die Performance bei sequenziellen Lesezugriffen senken.

Diese zusatzliche Aktivitat flihrt zu hoheren Kosten durch Drittanbieter von S3-Providern wie
AWS, Azure und Google.

NetApp empfiehlt, den Schwellenwert fiir nicht zuriickgewonnenen Speicherplatz tiber 60 % zu
erhéhen.
Andern Sie den Schwellenwert fiir nicht zuriickgewonnenen Speicherplatz

Sie kénnen den Prozentsatz des nicht zuriickgewonnener Speicherplatz fir verschiedene Objektspeicher
anpassen.

Bevor Sie beginnen

Eine erweiterte Berechtigungsebene ist erforderlich.

Schritte

1. Um den standardmaRigen Schwellenwert fir nicht zurickgewonnenen Speicherplatz zu andern, passen
Sie den folgenden Befehl an und flihren Sie ihn aus:

storage aggregate object-store modify -aggregate <name> -object-store
-name <name> -unreclaimed-space-threshold <%> (0%-99%)

Verwandte Informationen

 "Speicheraggregat-Objektspeicher andern"

ONTAP-Daten auf die Performance-Tier ubertragen

Ab ONTAP 9.8 kdnnen Sie als Cluster-Administrator auf der erweiterten
Berechtigungsebene Daten proaktiv von der Cloud-Tier auf die Performance-Tier
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heraufstufen, indem Sie eine Kombination aus den tiering-policy und der cloud-
retrieval-policy Einstellung verwenden.

Uber diese Aufgabe

Sie kdnnten dies tun, wenn Sie die Verwendung von FabricPool auf einem Volume beenden méchten oder
wenn Sie eine Tiering-Richtlinie haben snapshot-only und Sie wiederhergestellte Snapshot-Daten zurtick in
die Performance-Tier bringen mdchten.

Samtliche Daten von einem FabricPool Volume auf die Performance-Tier
ubertragen

Alle Daten kénnen proaktiv auf einem FabricPool Volume in der Cloud-Tier abgerufen und in die Performance-
Tier verschoben werden.

Schritte

1. Verwenden Sie den volume modify Befehl, um tiering-policy auf none und cloud-retrieval-
policy auf zu setzen promote.

volume modify -vserver <vserver-name> -volume <volume-name> -tiering
-policy none -cloud-retrieval-policy promote

Ubertragen von Dateisystemdaten auf die Performance-Tier

Aktive Dateisystemdaten kdnnen proaktiv aus einem wiederhergestellten Snapshot in der Cloud-Tier
abgerufen und auf die Performance-Tier verschoben werden.

Schritte

1. Verwenden Sie den volume modify Befehl, um tiering-policy auf snapshot-only und cloud-
retrieval-policy auf zu setzen promote.

volume modify -vserver <vserver-name> -volume <volume-name> -tiering

-policy snapshot-only cloud-retrieval-policy promote

Uberpriifen des Status einer Performance-Tier-Promotion

Sie kénnen den Status der Performance-Tier-Hochstufung Uberprifen, um festzustellen, wann der Vorgang
abgeschlossen ist.

Schritte

1. Verwenden Sie den Volume- object-store Befehl mit der ‘tiering Option, um den Status der
Performance-Tier-Heraufstufung zu Gberprifen.
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volume object-store tiering show [ -—-instance | -fields <fieldname>,
] [ -vserver <vserver name> ] *Vserver

[[-volume] <volume name>] *Volume [ -node <nodename> ] *Node Name [
—-dsid <integer> ] *Volume DSID

[ —aggregate <aggregate name> ] *Aggregate Name

volume object-store tiering show vl -instance

Vserver: vsl
Volume: vl
Node Name: nodel
Volume DSID: 1023
Aggregate Name: al
State: ready
Previous Run Status: completed
Aborted Exception Status: -
Time Scanner Last Finished: Mon Jan 13 20:27:30 2020
Scanner Percent Complete: -
Scanner Current VBN: -
Scanner Max VBNs: -
Time Waiting Scan will be scheduled: -
Tiering Policy: snapshot-only
Estimated Space Needed for Promotion: -
Time Scan Started: -
Estimated Time Remaining for scan to complete: -
Cloud Retrieve Policy: promote

Ausloser fur geplante Migration und Tiering

Ab ONTAP 9.8 kdnnen Sie jederzeit eine Tiering-Scan-Anfrage auslésen, wenn Sie nicht auf den
standardmafigen Tiering-Scan warten mochten.

Schritte
1. Verwenden Sie den volume object-store Befehl mit der trigger Option, um Migration und Tiering
anzufordern.
volume object-store tiering trigger [ -vserver <vserver name> ] *VServer
Name [-volume] <volume name> *Volume Name
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