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Managen Sie NFS uber RDMA

Erfahren Sie mehr uiber NFS over RDMA in ONTAP

NFS over RDMA verwendet RDMA-fahige Netzwerkadapter, die das direkte Kopieren von
Daten zwischen dem Storage-Systemspeicher und dem Host-Systemspeicher
ermdglichen. So werden CPU-Unterbrechungen und Overhead vermieden.

NFS-tber-RDMA-Konfigurationen wurden fir Kunden mit latenzempfindlichen Workloads mit hoher Bandbreite
wie Machine Learning und Analytics entwickelt. ONTAP NFS tUber RDMA kann fur alle NFS-basierten
Workloads verwendet werden. Darliber hinaus hat NVIDIA NFS over RDMA erweitert, um GPU Direct Storage
(GDS) zu aktivieren. GDS beschleunigt GPU-fahige Workloads noch weiter, da CPU und Hauptspeicher
vollstandig umgangen werden. Dazu wird RDMA verwendet, um Daten direkt zwischen dem Storage-System
und dem GPU-Speicher zu Ubertragen.

Ab ONTAP 9.10.1 werden NFS over RDMA-Konfigurationen fiir das NFSv4.0-Protokoll unterstitzt.
Nachfolgende ONTAP Versionen unterstiitzen weitere NFS Versionen.

Anforderungen
« Stellen Sie sicher, dass Sie die richtige Version von ONTAP fiir die zu verwendende NFS-Version
verwenden.
NFS-Version ONTAP Support
NFSv4.0 ONTAP 9.10.1 und héher
NFSv4.1 ONTAP 9.14.1 und héher
NFSv3 ONTAP 9.15.1 und héher

o Sie kdnnen NFS tber RDMA mit System Manager ab ONTAP 9.12.1 konfigurieren. In ONTAP 9.10.1
und 9.11.1 mussen Sie NFS Uber RDMA mit der CLI konfigurieren.

» Bei beiden Nodes im HA-Paar muss es sich um die gleiche Version handeln.

» Storage-System-Controller miissen RDMA untersttitzen:

Beginnt mit ONTAP... Die folgenden Controller unterstiitzen RDMA...
9.10.1 und héher * AFF A400
* AFF A700
» AFF A800
ONTAP 9.14.1 und héher » AFF C-Serie
» AFF A900
ONTAP 9.15.1 und héher * AFF A1K
* AFF A90

* AFF A70



Beginnt mit ONTAP... Die folgenden Controller unterstiitzen RDMA...
ONTAP 9.16.1 und hoher * AFF A50

* AFF A30

* AFF A20

Daten-LIFs mussen fir die Unterstiitzung von RDMA konfiguriert sein.
Informationen zur Unterstitzung von Ziel-RNIC finden Sie im "NetApp Hardware Universe".

Informationen zu unterstitzten Client-Betriebssystemen flir NFS Gber RDMA finden Sie im "NetApp
Interoperabilitatsmatrix (IMT)". Informationen zu von RoCE v2 unterstiitzten RNICs finden Sie in der
entsprechenden RNIC-Herstellerdokumentation.

@ Interface Groups werden mit NFS nicht iber RDMA unterstitzt.

Nachste Schritte

Konfigurieren Sie NICs fur NFS Gber RDMA
Konfigurieren Sie LIFs fiir NFS tGiber RDMA
NFS-Einstellungen fir NFS tGiber RDMA

Verwandte Informationen

"RDMA"

Ubersicht tiber NFS Trunking

"RFC 7530: NFS Version 4 Protocol"

"RFC 8166: Remote Direct Memory Access Transport for Remote Procedure Call Version 1"
"RFC 8167: Bidirektionaler Remote Procedure Call auf RPC-over-RDMA-Transports"

"RFC 8267: NFS Upper-Layer Bindung an RPC-over-RDMA Version 1"

Konfigurieren Sie NICs fur NFS uber RDMA

NFS Uber RDMA erfordert die NIC-Konfiguration sowohl fir das Client-System als auch
fur die Storage-Plattform.

Konfiguration der Storage-Plattform

Informationen zur Unterstlitzung von Ziel-RNIC finden Sie im "NetApp Hardware Universe".

Wenn Sie eine HA-Konfiguration (High Availability) verwenden, missen beide Knoten zur Unterstlitzung von
RDMA-Failover dieselbe RNIC verwenden. Die NIC muss RoCE-fahig sein.

* Ab ONTAP 9.10.1 kénnen Sie sich mit dem Befehl eine Liste der RDMA-Offload-Protokolle anzeigen

lassen:

network port show —-rdma-protocols roce


https://hwu.netapp.com/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://docs.netapp.com/de-de/ontap/concepts/rdma-concept.html
https://docs.netapp.com/de-de/ontap/nfs-trunking/index.html
https://datatracker.ietf.org/doc/html/rfc7530
https://datatracker.ietf.org/doc/html/rfc8166
https://datatracker.ietf.org/doc/html/rfc8167
https://datatracker.ietf.org/doc/html/rfc8267
https://hwu.netapp.com/

Erfahren Sie mehr Uber network port show in der "ONTAP-Befehlsreferenz".

» Ab ONTAP 9.16.1 wird die Verwendung der Priority Flow Control (PFC) empfohlen. Konfigurieren Sie PFC
mit dem network port modify folgenden Befehl:

network port modify -node <nodename> -port <portname> -flowcontrol-admin
pfc -pfc-queues-admin 3

» Vor ONTAP 9.16.1 wird die Verwendung der globalen Standardflusskontrolle (GFC) empfohlen. Wenn die
Einstellung fur die Flusskontrolle gedndert wurde, konfigurieren Sie GFC mit dem network port
modify folgenden Befehl:

network port modify -node <nodename> -port <portname> -flowcontrol-admin
full

Erfahren Sie mehr Uber network port modify in der "ONTAP-Befehlsreferenz".

Client-System-Konfiguration

Informationen zu unterstitzten Client-Betriebssystemen fir NFS Gber RDMA finden Sie im "NetApp
Interoperabilitatsmatrix (IMT)". Informationen zu von RoCE v2 unterstiitzten RNICs finden Sie in der
entsprechenden RNIC-Herstellerdokumentation.

Obwohl Client und Server direkt verbunden werden kénnen, wird die Verwendung von Switches flr eine
verbesserte Failover-Performance empfohlen.

Der Client, der Server, alle Switches und alle Ports auf Switches missen mithilfe von Jumbo Frames
konfiguriert werden. Die Konfiguration der Flusssteuerung auf den Clients und Switches sollte mit der
Konfiguration der Flusssteuerung von ONTAP Ubereinstimmen. Ab ONTAP 9.16.1 empfiehlt es sich, die
Priority Flow Control fir ONTAP, Switches und Clients zu aktivieren und zu konfigurieren. Vor ONTAP 9.16.1
wird die Verwendung der globalen Flusskontrolle empfohlen.

Nachdem diese Konfiguration bestatigt wurde, konnen Sie den NFS-Export mit RDMA mounten.


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html
https://docs.netapp.com/us-en/ontap-cli/network-port-modify.html
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/

System Manager

Sie missen ONTAP 9.12.1 oder hoher verwenden, um Netzwerkschnittstellen mit NFS Gber RDMA mit
System Manager zu konfigurieren.

Schritte

1. Prufung, ob RDMA untersttitzt wird. Navigieren Sie zu Netzwerk > Ethernet-Ports und wahlen Sie
den entsprechenden Knoten in der Gruppenansicht aus. Wenn Sie den Knoten erweitern, schauen
Sie sich das Feld RDMA Protokolle flr einen bestimmten Port an: Der Wert RoCE steht flir RDMA
wird unterstitzt; ein Bindestrich (-) zeigt an, dass es nicht unterstutzt wird.

2. Um ein VLAN hinzuzufligen, wahlen Sie + VLAN aus. Wahlen Sie den entsprechenden Knoten aus.
Im Dropdown-Menti Port zeigen die verfiigbaren Ports den Text RoCE enabled an, wenn sie RDMA
unterstitzen. Wenn RDMA nicht unterstitzt wird, wird kein Text angezeigt.

3. Fuhren Sie den Workflow in ausAktivieren Sie NAS-Storage flr Linux-Server mithilfe von NFS, um
einen neuen NFS-Server zu konfigurieren.

Beim Hinzufligen von Netzwerkschnittstellen haben Sie die Méglichkeit, RoCE-Ports verwenden
auszuwahlen. Wahlen Sie diese Option fir alle Netzwerkschnittstellen aus, fir die NFS Gber RDMA
verwendet werden soll.

CLI
1. Uberpriifen Sie, ob der RDMA-Zugriff auf dem NFS-Server mit dem Befehl aktiviert ist:

vserver nfs show-vserver <SVM name>

StandardmaRig -rdma sollte aktiviert sein. Wenn das nicht der Fall ist, aktivieren Sie RDMA-Zugriff
auf dem NFS-Server:

vserver nfs modify -vserver <SVM name> -rdma enabled

2. Client iber NFSv4.0 tiber RDMA mounten:

a. Die Eingabe fur den Proto-Parameter hangt von der Server-IP-Protokollversion ab. Wenn es sich
um IPv4 handelt, verwenden Sie proto=rdma. Wenn es IPVv6 ist, verwenden Sie proto=rdma6.

b. Geben Sie den NFS-Zielport als port=20049 anstelle des Standardports 2049 an:

mount -o vers=4,minorversion=0,proto=rdma,port=20049
<Server IP address>:/<volume path> <mount point>

3. OPTIONAL: Wenn Sie den Client unmounten mussen, fihren Sie den Befehl aus unmount
<mount path>

Weitere Informationen
» Erstellen Sie ONTAP NFS-Server

« Aktivieren Sie NAS-Storage flr Linux-Server mithilfe von NFS

Konfigurieren Sie LIFs fiir NFS uber RDMA

Um NFS Uber RDMA zu verwenden, mussen Sie lhre LIFs (Netzwerkschnittstelle) so


https://docs.netapp.com/de-de/ontap/../task_nas_enable_linux_nfs.html
https://docs.netapp.com/de-de/ontap/nfs-config/create-server-task.html
https://docs.netapp.com/de-de/ontap/task_nas_enable_linux_nfs.html

konfigurieren, dass sie RDMA-kompatibel sind. RDMA muss sowohl die LIF als auch das
Failover-Paar unterstutzen.

Neue LIF erstellen

System Manager

Sie missen ONTAP 9.12.1 oder héher ausfihren, um eine Netzwerkschnittstelle fir NFS tber RDMA mit
System Manager zu erstellen.

Schritte
1. Wahlen Sie Netzwerk > Ubersicht > Netzwerkschnittstellen.

2. Wahlen Sie 4 add .

3. Wenn Sie NFS,SMB/CIFS,S3 auswahlen, haben Sie die Moglichkeit RoCE Ports zu verwenden.
Aktivieren Sie das Kontrollkastchen fiir RoCE-Ports verwenden.

4. Wahlen Sie die Storage-VM und den Home-Node aus. Weisen Sie eine Name, IP-Adresse und
Subnetzmaske zu.

5. Nachdem Sie die IP-Adresse und die Subnetzmaske eingegeben haben, filtert System Manager die
Liste der Broadcast-Doméanen nach RoCE-fahigen Ports. Wahlen Sie eine Broadcast-Domane aus.
Sie kdnnen optional ein Gateway hinzufiigen.

6. Wahlen Sie Speichern.

CLlI
Schritte
1. LIF erstellen:

network interface create -vserver SVM name -1if 1if name -service-policy
service policy name -home-node node name -home-port port name {-address
IP address —netmask netmask value | -subnet-name subnet name} -firewall
-policy policy name -auto-revert {true|false} -rdma-protocols roce

o Die Service-Richtlinie muss entweder Standarddatendateien oder eine benutzerdefinierte
Richtlinie sein, die den Daten-nfs-Netzwerkschnittstellungsservice enthalt.

° Der -rdma-protocols Parameter akzeptiert eine Liste, die standardmaRig leer ist. Wenn roce
die LIF als Wert hinzugefiigt wird, kann sie nur auf Ports konfiguriert werden, die RoCE-Offload
unterstitzen. Dies wirkt sich auf die bot LIF-Migration und das Failover aus.

Andern Sie ein LIF



System Manager

Sie missen ONTAP 9.12.1 oder hoher ausfihren, um eine Netzwerkschnittstelle flir NFS tber RDMA mit
System Manager zu erstellen.

Schritte

1.
2.
3.

4.
5.

CLI
1.

Wihlen Sie Netzwerk > Ubersicht > Netzwerkschnittstellen.
Wabhlen Sie : > Bearbeiten neben der Netzwerkschnittstelle aus, die Sie andern moéchten.

Aktivieren Sie * RoCE-Ports verwenden*, um NFS Uber RDMA zu aktivieren oder deaktivieren Sie
das Kontrollkastchen, um es zu deaktivieren. Wenn sich die Netzwerkschnittstelle auf einem RoCE-
fahigen Port befindet, wird neben RoCE-Ports verwenden ein Kontrollkastchen angezeigt.

Andern Sie die anderen Einstellungen nach Bedarf.

Wahlen Sie Speichern, um Ihre Anderungen zu bestéatigen.

Sie kdnnen den Status lhrer LIFs mit dem network interface show Befehl Uberprifen. Die
Service-Richtlinie muss den Daten-nfs-Netzwerkschnittstellungsservice enthalten. Die -rdma
-protocols Liste sollte enthalten roce. Wenn eine dieser Bedingungen nicht wahr ist, andern Sie
das LIF.

Erfahren Sie mehr Gber network interface show in der "ONTAP-Befehlsreferenz”.

Um das LIF zu andern, fihren Sie folgende Schritte aus:

network interface modify vserver SVM name -1if 1if name -service-policy
service policy name -home-node node name -home-port port name {-address
IP address -netmask netmask value | -subnet-name subnet name} -firewall

-policy policy name -auto-revert {true|false} -rdma-protocols roce

Erfahren Sie mehr Giber network interface modify in der "ONTAP-Befehlsreferenz".

@ Das Andern eines LIF erfordert ein bestimmtes Offload-Protokoll, wenn das LIF derzeit

keinem Port zugewiesen ist, der dieses Protokoll unterstutzt, zu einem Fehler flhrt.

Migrieren eines LIF

Mit ONTAP kénnen Sie auRerdem Netzwerkschnittstellen (LIFs) migrieren und NFS tGber RDMA verwenden.
Bei dieser Migration miussen Sie sicherstellen, dass der Ziel-Port RoCE-fahig ist. Ab ONTAP 9.12.1 kénnen Sie
diesen Vorgang im System Manager durchfuhren. Bei Auswahl eines Ziel-Ports fur die Netzwerkschnittstelle
bestimmt System Manager, ob Ports RoCE-fahig sind.

Sie kénnen LIF nur tber RDMA-Konfiguration migrieren, wenn:

* Es handelt sich um eine NFS RDMA Network Interface (LIF), die auf einem RoCE-fahigen Port gehostet
wird.

» Es handelt sich um eine NFS TCP Network Interface (LIF), die auf einem RoCE-fahigen Port gehostet wird.

» Es handelt sich um eine NFS-TCP-Netzwerkschnittstelle (LIF), die auf einem nicht-RoCE-fahigen Port
gehostet wird.


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-modify.html

Weitere Informationen zur Migration einer Netzwerkschnittstelle finden Sie unter Migrieren eines LIF.

Verwandte Informationen
» Erstellen Sie eine LIF

 Erstellen Sie eine LIF
» Andern Sie ein LIF

* Migrieren eines LIF

Andern Sie die NFS-Konfiguration

In den meisten Fallen mussen Sie nicht die Konfiguration der Storage VM fur NFS Uber
RDMA mit NFS-Aktivierung andern.

Wenn Sie sich jedoch mit Problemen in Bezug auf Mellanox Chips und LIF-Migration beschéaftigen, sollten Sie

die Kulanzzeit fir das NFSv4-Sperren erhohen. Standardmafig ist die Kulanzzeit auf 45 Sekunden festgelegt.
Ab ONTAP 9.10.1 hat die Kulanzzeit einen Maximalwert von 180 (Sekunden).

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced
2. Geben Sie den folgenden Befehl ein:

vserver nfs modify -vserver SVM name -v4-grace-seconds number of seconds

Weitere Informationen zu dieser Aufgabe finden Sie unter Festlegen der NFSv4-Sperrfrist fr ONTAP SVMs.


https://docs.netapp.com/de-de/ontap/networking/migrate_a_lif.html
https://docs.netapp.com/de-de/ontap/networking/create_a_lif.html
https://docs.netapp.com/de-de/ontap/networking/create_a_lif.html
https://docs.netapp.com/de-de/ontap/networking/modify_a_lif.html
https://docs.netapp.com/de-de/ontap/networking/migrate_a_lif.html
https://docs.netapp.com/de-de/ontap/nfs-admin/specify-nfsv4-locking-grace-period-task.html
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