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Managen Sie RAID-Konfigurationen

Standard-RAID-Richtlinien fur lokale ONTAP-Tiers

RAID-DP oder RAID-TEC ist die Standard-RAID-Richtlinie fur alle neuen lokalen Tiers.
Die RAID-Richtlinie bestimmt den Paritatsschutz, der bei einem Festplattenausfall
vorhanden ist.

RAID-DP bietet Double-Parity-Schutz fir den Fall eines Single- oder doppelten Festplattenausfalls. RAID-DP
ist die standardmaRige RAID-Richtlinie fir die folgenden lokalen Tier-Typen:

* Rein Flash-basierte lokale Tiers

¢ Flash Pool: Lokale Tiers

* Leistungsstarke Festplatten (HDD) lokale Tiers
RAID-TEC wird auf allen Festplattentypen und allen Plattformen untersttitzt, einschliellich AFF. Lokale Tiers
mit grofieren Festplatten bieten eine hdhere Mdglichkeit zum gleichzeitigen Ausfall von Festplatten. Mit RAID-
TEC wird dieses Risiko durch Triple-Parity-Schutz behoben, sodass lhre Daten bis zu drei gleichzeitige

Festplattenausfalle Uberleben kénnen. RAID-TEC ist die Standard-RAID-Richtlinie fur lokale Kapazitats-HDD-
Tiers mit Festplatten ab 6 TB.

Jeder Richtlinientyp RAID erfordert eine Mindestanzahl an Festplatten:

* RAID-DP: Mindestens 5 Festplatten
* RAID-TEC: Mindestens 7 Festplatten

ONTAP RAID-Schutzstufen fur Festplatten

ONTAP unterstutzt drei RAID-Schutzstufen fur lokale Tiers. Die Stufe des RAID-Schutzes
bestimmt die Anzahl der fur die Datenwiederherstellung im Falle eines
Festplattenfehlenes verflgbaren Parity-Festplatten.

Wenn in der RAID-Gruppe ein Ausfall einer Datenfestplatte ausfallt, kann ONTAP die ausgefallene Festplatte
durch eine Ersatzfestplatte ersetzen und lber Paritatsdaten die Daten der ausgefallenen Festplatte
wiederherstellen.

* RAID4

Durch den RAID4-Schutz kann ONTAP die Daten von einer ausgefallenen Festplatte innerhalb der RAID-
Gruppe mit einer Ersatzfestplatte ersetzen und rekonstruieren.

* RAID-DP

Dank RAID-DP-Schutz kann ONTAP bis zu zwei Ersatzfestplatten benétigen, um die Daten von bis zu zwei
gleichzeitigen ausgefallenen Festplatten innerhalb der RAID-Gruppe zu ersetzen und zu rekonstruieren.

* RAID-TEC

Mit RAID-TEC-Schutz kann ONTAP bis zu drei freie Festplatten einsetzen, um die Daten von bis zu drei
gleichzeitig ausgefallenen Festplatten innerhalb der RAID-Gruppe zu ersetzen und zu rekonstruieren.



Informationen zu Laufwerken und RAID-Gruppen fir einen
lokalen ONTAP Tier

Bei einigen lokalen Tier-Administrationsaufgaben mussen Sie wissen, aus welchen
Laufwerkstypen die lokale Tier besteht, aus ihrer Grol3e, Prifsumme und Status, ob sie
mit anderen lokalen Tiers gemeinsam genutzt werden, sowie aus der Grof3e und
Zusammensetzung der RAID-Gruppen.

Schritt
1. Zeigen Sie die Laufwerke fur den lokalen Tier nach RAID-Gruppe an:

storage aggregate show-status aggr name

Die Laufwerke werden fir jede RAID-Gruppe im lokalen Tier angezeigt.

Sie kénnen den RAID-Typ des Laufwerks (Daten, Paritat, Paritat) in der Position Spalte sehen. Wenn
die Position Spalte angezeigt shared wird, dann ist das Laufwerk freigegeben: Wenn es sich um eine

HDD handelt, handelt es sich um eine partitionierte Festplatte; wenn es sich um eine SSD handelt, ist es
Teil eines Speicherpools.



clusterl::> storage aggregate show-status nodeA fp 1

Owner Node: clusterl-a

Aggregate: nodeA fp 1 (online, mixed raid type, hybrid) (block checksums)
Plex: /nodeA fp 1/plex0 (online, normal, active, poolO0)
RAID Group /nodeA fp 1/plex0/rg0 (normal, block checksums, raid dp)

Usable Physical

Position Disk Pool Type RPM Size Size Status

shared 2.0.1 0 SAS 10000 472.9GB 547.1GB (normal)
shared 2.0.3 0 SAS 10000 472.9GB 547.1GB (normal)
shared 2.0.5 0 SAS 10000 472.9GB 547.1GB (normal)
shared 2.0.7 0 SAS 10000 472.9GB 547.1GB (normal)
shared 2.0.9 0 SAS 10000 472.9GB 547.1GB (normal)
shared 2.0.11 0 SAS 10000 472.9GB 547.1GB (normal)

RAID Group /nodeA flashpool 1/plex0/rgl
(normal, block checksums, raid4) (Storage Pool: SmallSP)

Usable Physical

Position Disk Pool Type RPM Size Size Status
shared 2.0.13 0 SSD - 186.2GB 745.2GB (normal)
shared 2.0.12 0 SSD - 186.2GB 745.2GB (normal)

8 entries were displayed.

Verwandte Informationen

+ "Speicheraggregat-Status anzeigen"

Konvertieren Sie von ONTAP RAID-DP zu RAID-TEC

Wenn Sie zusatzlichen Schutz durch Triple-Parity wunschen, konnen Sie von RAID-DP
zu RAID-TEC konvertieren. RAID-TEC wird empfohlen, wenn die Grolde der in lhrem
lokalen Tier verwendeten Festplatten grofer als 4 TiB ist.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate®, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von Ihrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Bevor Sie beginnen

Der zu konvertierende lokale Tier muss mindestens sieben Festplatten haben.

Uber diese Aufgabe
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* Die lokalen Festplatten-Tiers kdnnen von RAID-DP zu RAID-TEC konvertiert werden. Dies umfasst
Festplatten-Tiers in lokalen Flash Pool Tiers.

Vorgehensweise fiir Flashpools/Hybridaggregate, bei denen -disktype verwendet werden muss, um den
jeweiligen Festplattentyp zu dandern

[-T, -disktype {ATA | BSAS | FCAL | FSAS | LUN | MSATA | SAS | SSD | VMDISK | SSD-NVM | SSD-CAP |
SSD-ZNS | VMLUN | VMLUN-SSDY}] - Datentragertyp

Dieser Parameter legt den Festplattentyp der zu andernden RAID-Gruppen fest. Im Fall von Flash Pool gibt er
entweder die HDD-Ebene oder die SSD-Ebene an. Wenn die HDD-Ebene aus mehr als einem Festplattentyp
besteht, fihrt die Angabe eines der verwendeten Festplattentypen dazu, dass diese Ebene gedndert wird.
Wenn der aktuelle Aggregat-RAID-Typ mixed_raid_type ist, ist dieser Parameter obligatorisch.

Schritte
1. Uberpriifen Sie, ob die lokale Tier online ist und mindestens sechs Festplatten hat:

storage aggregate show-status -aggregate aggregate name
2. Konvertieren Sie den lokalen Tier von RAID-DP zu RAID-TEC:
storage aggregate modify -aggregate aggregate name -raidtype raid tec

3. Vergewissern Sie sich, dass die RAID-Richtlinie der lokalen Ebene RAID-TEC lautet:

storage aggregate show aggregate name

Verwandte Informationen

+ "Speicheraggregat andern"

* "Speicheraggregat-Status anzeigen"

Konvertieren Sie von ONTAP RAID-TEC zu RAID-DP

Wenn Sie die Grdlde der lokalen Ebene verringern und keine dreifache Paritat mehr
bendtigen, konnen Sie Ihre RAID-Richtlinie von RAID-TEC in RAID-DP konvertieren und
die Anzahl der fur RAID-Paritat erforderlichen Festplatten verringern.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate”, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von Ihrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Bevor Sie beginnen

Die maximale RAID-Gruppengrole fur RAID-TEC ist grofRer als die maximale RAID-Gruppen-GréRe fir RAID-
DP. Wenn die grofite RAID-TEC-GruppengréfRe nicht innerhalb der RAID-DP Grenzen liegt, kdnnen Sie nicht
zu RAID-DP konvertieren.

Uber diese Aufgabe

Informationen zu den Auswirkungen der Konvertierung zwischen RAID-Typen finden Sie im "Parameter” fur
den storage aggregate modify Befehl.

Schritte
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1. Uberpriifen Sie, ob die lokale Tier online ist und mindestens sechs Festplatten hat:
storage aggregate show-status -aggregate aggregate name

2. Konvertieren Sie den lokalen Tier von RAID-TEC zu RAID-DP:
storage aggregate modify -aggregate aggregate name -raidtype raid dp

3. Uberpriifen Sie, ob die RAID-Richtlinie auf lokaler Ebene RAID-DP lautet:

storage aggregate show aggregate name

Verwandte Informationen

» "Speicheraggregat andern"

» "Speicheraggregat-Status anzeigen"

Uberlegungen bei der Dimensionierung von ONTAP RAID-
Gruppen

FUr die Konfiguration einer optimalen RAID-Gruppengrolie sind Kompromisse bei den
Faktoren erforderlich. Sie mussen entscheiden, welche Faktoren — Geschwindigkeit der
RAID-Wiederherstellung, Sicherheit gegen das Risiko von Datenverlusten durch
Laufwerksausfall, Optimierung der 1/0O-Performance und Maximierung des
Speicherplatzes — sind am wichtigsten fur das (lokale Tier-)Aggregat, das Sie
konfigurieren.

Wenn Sie groRere RAID-Gruppen erstellen, maximieren Sie den verfligbaren Speicherplatz fur Daten-Storage
in der gleichen Menge an Storage, die auch fur Paritat verwendet wird (auch bekannt als ,Parititssteuer”).
Andererseits wird die Rekonstruktionszeit erhéht, wenn eine Festplatte in einer groReren RAID-Gruppe
ausfallt, was sich auf die Performance Uber einen langeren Zeitraum auswirkt. Wenn zudem mehr Festplatten
in einer RAID-Gruppe vorhanden sind, erhoht sich die Wahrscheinlichkeit eines Ausfalls von mehreren
Festplatten innerhalb derselben RAID-Gruppe.

HDD- oder Array-LUN-RAID-Gruppen

Bei der GréRenbestimmung lhrer RAID-Gruppen aus HDDs oder Array LUNSs sollten Sie die folgenden
Richtlinien beachten:

+ Alle RAID-Gruppen in einer lokalen Ebene (Aggregat) sollten die gleiche Anzahl an Festplatten haben.
Obwohl Sie bis zu 50 % weniger oder mehr als die Anzahl der Festplatten in verschiedenen RAID-Gruppen
auf einer lokalen Ebene haben kénnen, kann dies in einigen Fallen zu Performance-Engpassen flhren,
sodass es am besten vermieden wird.

* Der empfohlene Bereich fir Festplatten der RAID-Gruppe liegt zwischen 12 und 20.

Aufgrund der Zuverlassigkeit von Performance-Festplatten kann bei Bedarf eine RAID-Gruppe von bis zu
28 Festplatten unterstitzt werden.

* Wenn Sie die ersten beiden Richtlinien mit mehreren RAID-Gruppen-Festplattennummern erfiillen kénnen,
sollten Sie die groRere Anzahl von Festplatten wahlen.
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SSD-RAID-Gruppen in lokalen Flash Pool Tiers (Aggregate)

Die SSD-RAID-Gruppengrofie kann sich von der RAID-Gruppengrofie flur die HDD RAID-Gruppen in einem
lokalen Flash Pool Tier (Aggregat) unterscheiden. In der Regel sollten Sie sicherstellen, dass nur eine SSD-
RAID-Gruppe fir eine lokale Flash Pool-Ebene vorhanden ist, um die Anzahl der fiir Paritat erforderlichen
SSDs zu minimieren.

SSD-RAID-Gruppen in lokalen SSD-Tiers (Aggregate)

Wenn Sie Ihre RAID-Gruppen aus SSDs dimensionieren, sollten Sie die folgenden Richtlinien beachten:

+ Alle RAID-Gruppen in einer lokalen Ebene (Aggregat) sollten eine &hnliche Anzahl an Laufwerken
aufweisen.

Die RAID-Gruppen miussen nicht genau die gleiche GrolRe sein, aber Sie sollten vermeiden, jede RAID-
Gruppe zu haben, die weniger als die Halfte der Grélke anderer RAID-Gruppen in demselben lokalen Tier
ist, wenn mdglich.

» Fur RAID-DP liegt der empfohlene Bereich der RAID-Gruppen zwischen 20 und 28.

Passen Sie die GroRe lhrer ONTAP RAID-Gruppen an

Sie kdnnen die Grolde lhrer RAID-Gruppen anpassen, um sicherzustellen, dass die
RAID-GruppengrofRen der Grolde entsprechen, die Sie fur einen lokalen Tier
berucksichtigen mochten.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate“, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von lhrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Uber diese Aufgabe

Fir standardmaRige lokale Tiers andern Sie die Grofie der RAID-Gruppen fiir jeden lokalen Tier separat. Bei
lokalen Flash Pool Tiers kénnen Sie die RAID-GruppengrofRe fir die SSD RAID-Gruppen und HDD RAID-
Gruppen unabhangig andern.

In der folgenden Liste werden einige Fakten zum Andern der RAID-GruppengroéRe beschrieben:

* Wenn die Anzahl der Festplatten oder Array-LUNSs in der zuletzt erstellten RAID-Gruppe kleiner als die
neue RAID-Gruppengrofde ist, werden Festplatten oder Array-LUNs der zuletzt erstellten RAID-Gruppe
hinzugeflugt, bis sie die neue GroRe erreicht.

« Alle anderen RAID-Gruppen in dieser lokalen Tier bleiben gleich grof3, es sei denn, Sie fligen explizit
Festplatten zu ihnen hinzu.

 Sie kdnnen niemals bewirken, dass eine RAID-Gruppe gréRRer wird als die aktuelle maximale RAID-
GruppengrolRe fir den lokalen Tier.

 Sie kénnen die GroRRe der bereits erstellten RAID-Gruppen nicht verringern.
* Die neue GroRRe bezieht sich auf alle RAID-Gruppen in dieser lokalen Tier (oder, bei einer lokalen Flash
Pool-Ebene, alle RAID-Gruppen fir den betroffenen RAID-Gruppentyp — SSD oder HDD).

Schritte
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1. Verwenden Sie den entsprechenden Befehl:

Ihr Ziel ist Geben Sie den folgenden Befehl ein...

Andern Sie die maximale RAID-GruppengréRe fiir storage aggregate modify -aggregate
die SSD-RAID-Gruppen eines lokalen Flash Pool aggr name -cache-raid-group-size size
Tiers B

Andern der maximalen GroRe aller anderen RAID-  storage aggregate modify -aggregate
Gruppen aggr name -maxraidsize size

Beispiele

Mit dem folgenden Befehl wird die maximale RAID-GruppengrolRe des lokalen Tier n1_a4 in 20 Festplatten
oder Array-LUNs geandert:

storage aggregate modify -aggregate nl a4 -maxraidsize 20

Mit dem folgenden Befehl wird die maximale RAID-Gruppengrofe der SSD-Cache-RAID-Gruppen der lokalen
Flash Pool-Ebene n1_Cache_a2 in 24 geandert:

storage aggregate modify -aggregate nl cache a2 -cache-raid-group-size 24

Verwandte Informationen

» "Speicheraggregat andern"
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