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Managen Sie RAID-Konfigurationen

Standard-RAID-Richtlinien für lokale ONTAP-Tiers

RAID-DP oder RAID-TEC ist die Standard-RAID-Richtlinie für alle neuen lokalen Tiers.
Die RAID-Richtlinie bestimmt den Paritätsschutz, der bei einem Festplattenausfall
vorhanden ist.

RAID-DP bietet Double-Parity-Schutz für den Fall eines Single- oder doppelten Festplattenausfalls. RAID-DP
ist die standardmäßige RAID-Richtlinie für die folgenden lokalen Tier-Typen:

• Rein Flash-basierte lokale Tiers

• Flash Pool: Lokale Tiers

• Leistungsstarke Festplatten (HDD) lokale Tiers

RAID-TEC wird auf allen Festplattentypen und allen Plattformen unterstützt, einschließlich AFF. Lokale Tiers
mit größeren Festplatten bieten eine höhere Möglichkeit zum gleichzeitigen Ausfall von Festplatten. Mit RAID-
TEC wird dieses Risiko durch Triple-Parity-Schutz behoben, sodass Ihre Daten bis zu drei gleichzeitige
Festplattenausfälle überleben können. RAID-TEC ist die Standard-RAID-Richtlinie für lokale Kapazitäts-HDD-
Tiers mit Festplatten ab 6 TB.

Jeder Richtlinientyp RAID erfordert eine Mindestanzahl an Festplatten:

• RAID-DP: Mindestens 5 Festplatten

• RAID-TEC: Mindestens 7 Festplatten

ONTAP RAID-Schutzstufen für Festplatten

ONTAP unterstützt drei RAID-Schutzstufen für lokale Tiers. Die Stufe des RAID-Schutzes
bestimmt die Anzahl der für die Datenwiederherstellung im Falle eines
Festplattenfehlenes verfügbaren Parity-Festplatten.

Wenn in der RAID-Gruppe ein Ausfall einer Datenfestplatte ausfällt, kann ONTAP die ausgefallene Festplatte
durch eine Ersatzfestplatte ersetzen und über Paritätsdaten die Daten der ausgefallenen Festplatte
wiederherstellen.

• RAID4

Durch den RAID4-Schutz kann ONTAP die Daten von einer ausgefallenen Festplatte innerhalb der RAID-
Gruppe mit einer Ersatzfestplatte ersetzen und rekonstruieren.

• RAID-DP

Dank RAID-DP-Schutz kann ONTAP bis zu zwei Ersatzfestplatten benötigen, um die Daten von bis zu zwei
gleichzeitigen ausgefallenen Festplatten innerhalb der RAID-Gruppe zu ersetzen und zu rekonstruieren.

• RAID-TEC

Mit RAID-TEC-Schutz kann ONTAP bis zu drei freie Festplatten einsetzen, um die Daten von bis zu drei
gleichzeitig ausgefallenen Festplatten innerhalb der RAID-Gruppe zu ersetzen und zu rekonstruieren.
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Informationen zu Laufwerken und RAID-Gruppen für einen
lokalen ONTAP Tier

Bei einigen lokalen Tier-Administrationsaufgaben müssen Sie wissen, aus welchen
Laufwerkstypen die lokale Tier besteht, aus ihrer Größe, Prüfsumme und Status, ob sie
mit anderen lokalen Tiers gemeinsam genutzt werden, sowie aus der Größe und
Zusammensetzung der RAID-Gruppen.

Schritt

1. Zeigen Sie die Laufwerke für den lokalen Tier nach RAID-Gruppe an:

storage aggregate show-status aggr_name

Die Laufwerke werden für jede RAID-Gruppe im lokalen Tier angezeigt.

Sie können den RAID-Typ des Laufwerks (Daten, Parität, Parität) in der Position Spalte sehen. Wenn
die Position Spalte angezeigt shared wird, dann ist das Laufwerk freigegeben: Wenn es sich um eine
HDD handelt, handelt es sich um eine partitionierte Festplatte; wenn es sich um eine SSD handelt, ist es
Teil eines Speicherpools.
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cluster1::> storage aggregate show-status nodeA_fp_1

Owner Node: cluster1-a

 Aggregate: nodeA_fp_1 (online, mixed_raid_type, hybrid) (block checksums)

  Plex: /nodeA_fp_1/plex0 (online, normal, active, pool0)

   RAID Group /nodeA_fp_1/plex0/rg0 (normal, block checksums, raid_dp)

                                             Usable Physical

     Position Disk       Pool Type     RPM     Size     Size Status

     -------- ---------- ---- ----- ------ -------- -------- -------

     shared   2.0.1       0   SAS    10000  472.9GB  547.1GB (normal)

     shared   2.0.3       0   SAS    10000  472.9GB  547.1GB (normal)

     shared   2.0.5       0   SAS    10000  472.9GB  547.1GB (normal)

     shared   2.0.7       0   SAS    10000  472.9GB  547.1GB (normal)

     shared   2.0.9       0   SAS    10000  472.9GB  547.1GB (normal)

     shared   2.0.11      0   SAS    10000  472.9GB  547.1GB (normal)

   RAID Group /nodeA_flashpool_1/plex0/rg1

   (normal, block checksums, raid4) (Storage Pool: SmallSP)

                                             Usable Physical

     Position Disk       Pool Type     RPM     Size     Size Status

     -------- ---------- ---- ----- ------ -------- -------- -------

     shared   2.0.13      0   SSD        -  186.2GB  745.2GB (normal)

     shared   2.0.12      0   SSD        -  186.2GB  745.2GB (normal)

8 entries were displayed.

Verwandte Informationen

• "Speicheraggregat-Status anzeigen"

Konvertieren Sie von ONTAP RAID-DP zu RAID-TEC

Wenn Sie zusätzlichen Schutz durch Triple-Parity wünschen, können Sie von RAID-DP
zu RAID-TEC konvertieren. RAID-TEC wird empfohlen, wenn die Größe der in Ihrem
lokalen Tier verwendeten Festplatten größer als 4 TiB ist.

Vor ONTAP 9.7 verwendet System Manager den Begriff „Aggregate“, um eine „Local Tier“ zu
beschreiben. Unabhängig von Ihrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Bevor Sie beginnen

Der zu konvertierende lokale Tier muss mindestens sieben Festplatten haben.

Über diese Aufgabe
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• Die lokalen Festplatten-Tiers können von RAID-DP zu RAID-TEC konvertiert werden. Dies umfasst
Festplatten-Tiers in lokalen Flash Pool Tiers.

Vorgehensweise für Flashpools/Hybridaggregate, bei denen -disktype verwendet werden muss, um den
jeweiligen Festplattentyp zu ändern

[-T, -disktype {ATA | BSAS | FCAL | FSAS | LUN | MSATA | SAS | SSD | VMDISK | SSD-NVM | SSD-CAP |
SSD-ZNS | VMLUN | VMLUN-SSD}] - Datenträgertyp

Dieser Parameter legt den Festplattentyp der zu ändernden RAID-Gruppen fest. Im Fall von Flash Pool gibt er
entweder die HDD-Ebene oder die SSD-Ebene an. Wenn die HDD-Ebene aus mehr als einem Festplattentyp
besteht, führt die Angabe eines der verwendeten Festplattentypen dazu, dass diese Ebene geändert wird.
Wenn der aktuelle Aggregat-RAID-Typ mixed_raid_type ist, ist dieser Parameter obligatorisch.

Schritte

1. Überprüfen Sie, ob die lokale Tier online ist und mindestens sechs Festplatten hat:

storage aggregate show-status -aggregate aggregate_name

2. Konvertieren Sie den lokalen Tier von RAID-DP zu RAID-TEC:

storage aggregate modify -aggregate aggregate_name -raidtype raid_tec

3. Vergewissern Sie sich, dass die RAID-Richtlinie der lokalen Ebene RAID-TEC lautet:

storage aggregate show aggregate_name

Verwandte Informationen

• "Speicheraggregat ändern"

• "Speicheraggregat-Status anzeigen"

Konvertieren Sie von ONTAP RAID-TEC zu RAID-DP

Wenn Sie die Größe der lokalen Ebene verringern und keine dreifache Parität mehr
benötigen, können Sie Ihre RAID-Richtlinie von RAID-TEC in RAID-DP konvertieren und
die Anzahl der für RAID-Parität erforderlichen Festplatten verringern.

Vor ONTAP 9.7 verwendet System Manager den Begriff „Aggregate“, um eine „Local Tier“ zu
beschreiben. Unabhängig von Ihrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Bevor Sie beginnen

Die maximale RAID-Gruppengröße für RAID-TEC ist größer als die maximale RAID-Gruppen-Größe für RAID-
DP. Wenn die größte RAID-TEC-Gruppengröße nicht innerhalb der RAID-DP Grenzen liegt, können Sie nicht
zu RAID-DP konvertieren.

Über diese Aufgabe

Informationen zu den Auswirkungen der Konvertierung zwischen RAID-Typen finden Sie im "Parameter" für
den storage aggregate modify Befehl.

Schritte

4

https://docs.netapp.com/us-en/ontap-cli/storage-aggregate-modify.html
https://docs.netapp.com/us-en/ontap-cli/storage-aggregate-show-status.html
https://docs.netapp.com/de-de/ontap/disks-aggregates/index.html
https://docs.netapp.com/de-de/ontap/disks-aggregates/index.html
https://docs.netapp.com/us-en/ontap-cli/storage-aggregate-modify.html#parameters


1. Überprüfen Sie, ob die lokale Tier online ist und mindestens sechs Festplatten hat:

storage aggregate show-status -aggregate aggregate_name

2. Konvertieren Sie den lokalen Tier von RAID-TEC zu RAID-DP:

storage aggregate modify -aggregate aggregate_name -raidtype raid_dp

3. Überprüfen Sie, ob die RAID-Richtlinie auf lokaler Ebene RAID-DP lautet:

storage aggregate show aggregate_name

Verwandte Informationen

• "Speicheraggregat ändern"

• "Speicheraggregat-Status anzeigen"

Überlegungen bei der Dimensionierung von ONTAP RAID-
Gruppen

Für die Konfiguration einer optimalen RAID-Gruppengröße sind Kompromisse bei den
Faktoren erforderlich. Sie müssen entscheiden, welche Faktoren – Geschwindigkeit der
RAID-Wiederherstellung, Sicherheit gegen das Risiko von Datenverlusten durch
Laufwerksausfall, Optimierung der I/O-Performance und Maximierung des
Speicherplatzes – sind am wichtigsten für das (lokale Tier-)Aggregat, das Sie
konfigurieren.

Wenn Sie größere RAID-Gruppen erstellen, maximieren Sie den verfügbaren Speicherplatz für Daten-Storage
in der gleichen Menge an Storage, die auch für Parität verwendet wird (auch bekannt als „Paritätssteuer“).
Andererseits wird die Rekonstruktionszeit erhöht, wenn eine Festplatte in einer größeren RAID-Gruppe
ausfällt, was sich auf die Performance über einen längeren Zeitraum auswirkt. Wenn zudem mehr Festplatten
in einer RAID-Gruppe vorhanden sind, erhöht sich die Wahrscheinlichkeit eines Ausfalls von mehreren
Festplatten innerhalb derselben RAID-Gruppe.

HDD- oder Array-LUN-RAID-Gruppen

Bei der Größenbestimmung Ihrer RAID-Gruppen aus HDDs oder Array LUNs sollten Sie die folgenden
Richtlinien beachten:

• Alle RAID-Gruppen in einer lokalen Ebene (Aggregat) sollten die gleiche Anzahl an Festplatten haben.

Obwohl Sie bis zu 50 % weniger oder mehr als die Anzahl der Festplatten in verschiedenen RAID-Gruppen
auf einer lokalen Ebene haben können, kann dies in einigen Fällen zu Performance-Engpässen führen,
sodass es am besten vermieden wird.

• Der empfohlene Bereich für Festplatten der RAID-Gruppe liegt zwischen 12 und 20.

Aufgrund der Zuverlässigkeit von Performance-Festplatten kann bei Bedarf eine RAID-Gruppe von bis zu
28 Festplatten unterstützt werden.

• Wenn Sie die ersten beiden Richtlinien mit mehreren RAID-Gruppen-Festplattennummern erfüllen können,
sollten Sie die größere Anzahl von Festplatten wählen.
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SSD-RAID-Gruppen in lokalen Flash Pool Tiers (Aggregate)

Die SSD-RAID-Gruppengröße kann sich von der RAID-Gruppengröße für die HDD RAID-Gruppen in einem
lokalen Flash Pool Tier (Aggregat) unterscheiden. In der Regel sollten Sie sicherstellen, dass nur eine SSD-
RAID-Gruppe für eine lokale Flash Pool-Ebene vorhanden ist, um die Anzahl der für Parität erforderlichen
SSDs zu minimieren.

SSD-RAID-Gruppen in lokalen SSD-Tiers (Aggregate)

Wenn Sie Ihre RAID-Gruppen aus SSDs dimensionieren, sollten Sie die folgenden Richtlinien beachten:

• Alle RAID-Gruppen in einer lokalen Ebene (Aggregat) sollten eine ähnliche Anzahl an Laufwerken
aufweisen.

Die RAID-Gruppen müssen nicht genau die gleiche Größe sein, aber Sie sollten vermeiden, jede RAID-
Gruppe zu haben, die weniger als die Hälfte der Größe anderer RAID-Gruppen in demselben lokalen Tier
ist, wenn möglich.

• Für RAID-DP liegt der empfohlene Bereich der RAID-Gruppen zwischen 20 und 28.

Passen Sie die Größe Ihrer ONTAP RAID-Gruppen an

Sie können die Größe Ihrer RAID-Gruppen anpassen, um sicherzustellen, dass die
RAID-Gruppengrößen der Größe entsprechen, die Sie für einen lokalen Tier
berücksichtigen möchten.

Vor ONTAP 9.7 verwendet System Manager den Begriff „Aggregate“, um eine „Local Tier“ zu
beschreiben. Unabhängig von Ihrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Über diese Aufgabe

Für standardmäßige lokale Tiers ändern Sie die Größe der RAID-Gruppen für jeden lokalen Tier separat. Bei
lokalen Flash Pool Tiers können Sie die RAID-Gruppengröße für die SSD RAID-Gruppen und HDD RAID-
Gruppen unabhängig ändern.

In der folgenden Liste werden einige Fakten zum Ändern der RAID-Gruppengröße beschrieben:

• Wenn die Anzahl der Festplatten oder Array-LUNs in der zuletzt erstellten RAID-Gruppe kleiner als die
neue RAID-Gruppengröße ist, werden Festplatten oder Array-LUNs der zuletzt erstellten RAID-Gruppe
hinzugefügt, bis sie die neue Größe erreicht.

• Alle anderen RAID-Gruppen in dieser lokalen Tier bleiben gleich groß, es sei denn, Sie fügen explizit
Festplatten zu ihnen hinzu.

• Sie können niemals bewirken, dass eine RAID-Gruppe größer wird als die aktuelle maximale RAID-
Gruppengröße für den lokalen Tier.

• Sie können die Größe der bereits erstellten RAID-Gruppen nicht verringern.

• Die neue Größe bezieht sich auf alle RAID-Gruppen in dieser lokalen Tier (oder, bei einer lokalen Flash
Pool-Ebene, alle RAID-Gruppen für den betroffenen RAID-Gruppentyp – SSD oder HDD).

Schritte
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1. Verwenden Sie den entsprechenden Befehl:

Ihr Ziel ist Geben Sie den folgenden Befehl ein…

Ändern Sie die maximale RAID-Gruppengröße für
die SSD-RAID-Gruppen eines lokalen Flash Pool
Tiers

storage aggregate modify -aggregate

aggr_name -cache-raid-group-size size

Ändern der maximalen Größe aller anderen RAID-
Gruppen

storage aggregate modify -aggregate

aggr_name -maxraidsize size

Beispiele

Mit dem folgenden Befehl wird die maximale RAID-Gruppengröße des lokalen Tier n1_a4 in 20 Festplatten
oder Array-LUNs geändert:

storage aggregate modify -aggregate n1_a4 -maxraidsize 20

Mit dem folgenden Befehl wird die maximale RAID-Gruppengröße der SSD-Cache-RAID-Gruppen der lokalen
Flash Pool-Ebene n1_Cache_a2 in 24 geändert:

storage aggregate modify -aggregate n1_cache_a2 -cache-raid-group-size 24

Verwandte Informationen

• "Speicheraggregat ändern"
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