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Managen Sie Volumes fur FabricPool

Erstellen Sie ein Volume auf einer lokalen ONTAP-Tier mit
FabricPool-Unterstlitzung

Sie kdnnen Volumes zu FabricPool hinzufugen, indem Sie neue Volumes direkt in der
lokalen Tier mit FabricPool-Unterstutzung erstellen oder vorhandene Volumes von einem
anderen lokalen Tier in die lokale Tier mit FabricPool-Unterstitzung verschieben.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate®, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von Ihrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Wenn Sie ein Volume fur FabricPool erstellen, haben Sie die Mdglichkeit, eine Tiering-Richtlinie anzugeben.
Wird keine Tiering-Richtlinie angegeben, verwendet das erstellte Volume die Standard- snapshot-

only Tiering-Richtlinie. Fiir ein Volume mit der “snapshot-only auto Tiering-Richtlinie
oder kénnen Sie auch den minimalen Kuhlzeitraum fiir das Tiering festlegen.

Bevor Sie beginnen

* Wenn Sie ein Volume zur Verwendung der auto Tiering-Richtlinie festlegen oder den minimalen
Klhlzeitraum fir das Tiering festlegen, ist ONTAP 9 erforderlich.4 oder hoher.

* Die Verwendung von FlexGroup Volumes erfordert ONTAP 9.5 oder hoher.

« "all’'Um ein Volume zur Verwendung der Tiering-Richtlinie festzulegen, ist ONTAP 9.6 oder héher
erforderlich.

* “-cloud-retrieval-policy'Um ein Volume zur Verwendung des Parameters einzustellen, ist ONTAP 9
erforderlich.8 oder hoher.

Schritte
1. Erstellen Sie mit dem volume create Befehl ein neues Volume fiir FabricPool.

o “-tiering-policy’ Mit dem optionalen Parameter konnen Sie die Tiering-Richtlinie fir das Volume
angeben.

Sie kénnen eine der folgenden Tiering-Richtlinien angeben:

* snapshot-only (Standard)
" auto
"all
* backup (Veraltet)
" none
"Arten von FabricPool Tiering-Richtlinien"
° Der -cloud-retrieval-policy optionale Parameter ermdéglicht Cluster-Administratoren mit der

erweiterten Berechtigungsebene, das von der Tiering-Richtlinie gesteuerte Standard-Cloud-
Migrationsverhalten oder -Abrufverhalten aul3er Kraft zu setzen.


https://docs.netapp.com/de-de/ontap/disks-aggregates/index.html
https://docs.netapp.com/de-de/ontap/disks-aggregates/index.html
https://docs.netapp.com/de-de/ontap/fabricpool/tiering-policies-concept.html#types-of-fabricpool-tiering-policies

Sie kdnnen eine der folgenden Richtlinien fur den Cloud-Abruf angeben:
" default

Die Tiering-Richtlinie bestimmt, welche Daten zurlickverschoben werden. Somit kann durch die
Cloud- "default’ Abrufrichtlinie keine Anderung am Abrufen von Cloud-Daten vorgenommen werden.
Das bedeutet, dass das Verhalten mit den vor ONTAP 9.8 Versionen identisch ist:

* Ist die Tiering-Richtlinie none oder snapshot-only, dann bedeutet ,default®, dass alle
clientgesteuerten Lesevorgange aus der Cloud-Tier in die Performance-Tier Gbertragen
werden.

* Wenn die Tiering-Richtlinie ist aut o, dann wird jeder Client-gesteuerte zufallige Lesezugriff
gezogen, aber nicht sequenzielle Lesevorgange.

* Bei einer Tiering-Richtlinie a11 werden keine Client-basierten Daten aus der Cloud-Tier
abgerufen.

" on-read
Alle Client-getriebenen Daten werden vom Cloud-Tier auf eine Performance-Tier Ubertragen.
" never

Es werden keine Client-getriebenen Daten von der Cloud-Tier zur Performance-Tier Ubertragen

" promote

* Fur die Tiering-Richtlinie none werden alle Cloud-Daten aus der Cloud-Tier in die
Performance-Tier verschoben

* FUr die Tiering-Richtlinie snapshot-only werden alle aktiven Dateisystemdaten aus der
Cloud-Tier in die Performance-Tier verschoben.

° —tiering-minimum-cooling-days Mit dem optionalen Parameter auf der
erweiterten Berechtigungsebene koénnen Sie den minimalen Kihlzeitraum fir das
*snapshot-only auto Tiering fir ein Volume festlegen, das die Tiering-Richtlinie oder verwendet.

Ab ONTAP 9.8 kdnnen Sie fir die Tiering-Mindestkihltage einen Wert zwischen 2 und 183 angeben.
Wenn Sie eine Version von ONTAP vor 9.8 verwenden, kénnen Sie fir die minimalen Kihltage fur das
Tiering einen Wert zwischen 2 und 63 angeben.

Beispiel zur Erstellung eines Volumes fiir FabricPool

Im folgenden Beispiel wird ein Volume mit der Bezeichnung ,myvo11“in der lokalen Tier mit FabricPool-
Aktivierung von myFabricPool erstellt. Die Tiering-Richtlinie wird festgelegt auto und der minimale
Kuhlzeitraum flr das Tiering wird auf 45 Tage festgelegt:

clusterl::*> volume create -vserver myVS -aggregate myFabricPool
-volume myvoll -tiering-policy auto -tiering-minimum-cooling-days 45

Verwandte Informationen

"Management von FlexGroup Volumes"


https://docs.netapp.com/de-de/ontap/flexgroup/index.html

Verschieben Sie ein Volume auf eine lokale ONTAP-Tier mit
FabricPool-Unterstutzung

Unter anderem "Volume-Verschiebung"verschiebt ONTAP ein Volume unterbrechungsfrei
von einer lokalen Tier (Quelle) zu einem anderen (Ziel). Volume-Verschiebungen sind aus
verschiedenen Grinden mdglich, wenngleich die haufigsten Grinde dafur Hardware
Lifecycle Management, Cluster-Erweiterung und Lastausgleich sind.

Es ist wichtig zu wissen, wie die Volume-Verschiebung mit FabricPool funktioniert, da die Anderungen, die
sowohl auf der lokalen Tier, der Attached Cloud-Ebene als auch auf dem Volume (Volume-Tiering-Richtlinien)
stattfinden, grof3e Auswirkungen auf die Funktionalitat haben kénnen.

Vor ONTAP 9.7 verwendet System Manager den Begriff ,Aggregate®, um eine ,Local Tier* zu

@ beschreiben. Unabhangig von lhrer ONTAP-Version verwendet die ONTAP CLI den Begriff
Aggregate. Weitere Informationen zu lokalen Ebenen finden Sie unter "Festplatten und lokale
Tiers".

Lokale Ebene des Ziels

Verflugt die lokale Ziel-Tier einer Volume-Verschiebung nicht Gber eine verbundene Cloud-Tier, werden die
Daten des in der Cloud-Tier gespeicherten Quell-Volumes in die lokale Tier der lokalen Ziel-Tier geschrieben.

Ab ONTAP 9.8 verwendet FabricPool, wenn ein Volume "Berichterstellung fur inaktive Daten"aktiviert ist, die
Heatmap des Volumes, um kalte Daten sofort in die Warteschlange einzureihen, um mit dem Tiering zu
beginnen, sobald sie auf die lokale Ziel-Tier geschrieben werden.

Vor ONTAP 9.8 wird durch das Verschieben eines Volumes auf eine andere lokale Tier die Inaktivitatsdauer
von Blocken auf der lokalen Tier zurtickgesetzt. Ein Volume mit der Tiering-Richtlinie fur automatisches Volume
mit Daten auf der lokalen Tier, das 20 Tage inaktiv, aber noch nicht gestaffelt war, hat beispielsweise die
Temperatur der Daten nach einer Volume-Verschiebung auf 0 Tage zurlickgesetzt.

Optimierte Verschiebung von Volumes

Ab ONTAP 9.6 werden die Daten des im Bucket gespeicherten Quell-Volume nicht zurtick auf die lokale Tier
verschoben, wenn die lokale Ziel-Tier einer Volume-Verschiebung denselben Bucket verwendet. Tiering-Daten
bleiben im Ruhezustand, und nur heille Daten miissen von einer lokalen Tier in eine andere verschoben
werden. Diese optimierte Volume-Verschiebung fuhrt zu einer erheblichen Netzwerkeffizienz.

Beispielsweise bedeutet eine optimierte Volumeverschiebung von 300 TB, dass zwar 300 TB kalte Daten von
einer lokalen Ebene auf eine andere verschoben werden, dies jedoch keine Lese- und Schreibvorgange von
300 TB im Objektspeicher auslost.

Nicht optimierte Volume-Verschiebungen generieren zusatzlichen Netzwerk- und Computing-Datenverkehr
(Lese-/Schreibvorgénge und Schreibvorgange/Puts). Dadurch steigen die Anforderungen an das ONTAP-
Cluster und den Objektspeicher, was moéglicherweise die Kosten durch Tiering auf 6ffentliche Objektspeicher in
die Hohe treibt.


https://docs.netapp.com/de-de/ontap/volumes/move-volume-task.html
https://docs.netapp.com/de-de/ontap/disks-aggregates/index.html
https://docs.netapp.com/de-de/ontap/disks-aggregates/index.html
https://docs.netapp.com/de-de/ontap/fabricpool/determine-data-inactive-reporting-task.html

Einige Konfigurationen sind nicht mit optimierten Volume-Verschiebungen kompatibel:

« Tiering-Richtlinie wird wahrend der Volume-Verschiebung geandert
* Lokale Quell- und Ziel-Tiers mit unterschiedlichen Verschlisselungsschlisseln
@ * FlexClone Volumes
+ Ubergeordnete FlexClone Volumes
» MetroCluster (unterstltzt optimierte Volume-Verschiebungen in ONTAP 9.8 und hoher)

* Nicht synchronisierte FabricPool Mirror Buckets

Verflgt die lokale Tier einer Volume-Verschiebung Uber eine angeschlossene Cloud-Tier, werden die Daten
des auf der Cloud-Tier gespeicherten Quell-Volumes zuerst auf die lokale Tier auf der lokalen Ziel-Tier
geschrieben. AnschlieRend wird in die Cloud-Tier auf der lokalen Ziel-Tier geschrieben, sofern dieser Ansatz
fur die Tiering-Richtlinie des Volumes geeignet ist.

Durch das Schreiben von Daten in die lokale Tier wird zunachst die Performance der Volume-Verschiebung
verbessert und die Umstellungszeit verkirzt. Wird bei der Verschiebung eines Volumes keine Tiering-Richtlinie
angegeben, verwendet das Ziel-Volume die Tiering-Richtlinie des Quell-Volume.

Wird bei der Volume-Verschiebung eine andere Tiering-Richtlinie angegeben, wird das Ziel-Volume mit der
angegebenen Tiering-Richtlinie erstellt und die Volume-Verschiebung nicht optimiert.

Volume-Metadaten

Unabhangig davon, ob eine Volume-Verschiebung optimiert ist, speichert ONTAP eine erhebliche Menge an
Metadaten Uber Standort, Speichereffizienz, Berechtigungen, Nutzungsmuster usw. aller Daten, sowohl lokal
als auch in Tiering-Ebenen. Metadaten verbleiben immer auf der lokalen Ebene und werden nicht in Tiering-
Ebenen gespeichert. Wenn ein Volume von einer lokalen Ebene auf eine andere verschoben wird, muss diese
Information ebenfalls in die lokale Ziel-Tier verschoben werden.

Dauer

Das Verschieben von Volumes nimmt immer noch einige Zeit in Anspruch und man sollte davon ausgehen,
dass das Verschieben eines optimierten Volumes ungefahr genauso lange dauert wie das Verschieben einer
gleichen Menge nicht gestaffelter Daten.

Es ist wichtig zu verstehen, dass der ,Durchsatz®, der von der volume move show Der Befehl stellt nicht den
Durchsatz im Hinblick auf die aus der Cloud-Ebene verschobenen Daten dar, sondern die lokal aktualisierten
Volumendaten.

@ In einer SVM-DR-Beziehung missen Quell- und Ziel-Volumes dieselbe Tiering-Richtlinie
verwenden.

Schritte
1. Verwenden Sie den volume move start Befehl, um ein Volume von einer lokalen Quell-Tier auf eine
lokale Ziel-Tier zu verschieben.
Beispiel fiir das Verschieben eines Volumes

Im folgenden Beispiel wird ein Volume mit dem Namen vs1 SVMin dest FabricPool eine lokale Tier mit
FabricPool-Aktivierung verschoben myvol2.



clusterl::> volume move start -vserver vsl -volume myvol2

—-destination-aggregate dest FabricPool

Direktes Schreiben von ONTAP Volumes in der FabricPool
in die Cloud

Ab ONTAP 9.14.1 kdnnen Sie das Schreiben direkt in die Cloud auf einem neuen oder
bestehenden Volume in einer FabricPool aktivieren und deaktivieren, damit NFS-Clients
Daten direkt in die Cloud schreiben kdnnen, ohne auf Tiering-Scans warten zu mussen.
SMB-Clients schreiben weiterhin auf die Performance-Tier in einem Cloud-schreibfahigen
Volume. Der Cloud-Schreibmodus ist standardmalfig deaktiviert.

Die Mdoglichkeit, direkt in die Cloud zu schreiben, ist beispielsweise bei Migrationen hilfreich, bei denen groflRe
Datenmengen an einen Cluster Ubertragen werden, als der Cluster auf der lokalen Tier unterstitzen kann.
Ohne Schreibmodus in die Cloud werden wahrend einer Migration kleinere Datenmengen Ubertragen, dann in
ein Tiering Ubertragen und dann wieder in ein Tiering Ubertragen, bis die Migration abgeschlossen ist. Beim
Schreibmodus in der Cloud ist diese Art von Management nicht mehr erforderlich, da die Daten niemals in die
lokale Tier Ubertragen werden.

Bevor Sie beginnen
» Sie sollten ein Cluster- oder SVM-Administrator sein.

« Sie missen sich auf der erweiterten Berechtigungsebene befinden.
* Das Volume muss ein Datentrager mit Lese-/Schreibzugriff sein.

» Das Volume muss Uber die GESAMTE Tiering-Richtlinie verfligen.

Direktes Schreiben in die Cloud bei der Volume-Erstellung

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced
2. Volume erstellen und Cloud-Schreibmodus aktivieren:

volume create -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled <true|false> -aggregate <local tier name>

Im folgenden Beispiel wird ein Volume mit dem Namen vol1 mit aktiviertem Cloud-Schreibzugriff auf der
lokalen FabricPool-Ebene (aggr1) erstellt:

volume create -vserver vsl -volume voll -is-cloud-write-enabled true

-aggregate aggrl



Schreiben Sie direkt in die Cloud auf einem vorhandenen Volume

Schritte

1. Legen Sie die Berechtigungsebene auf erweitert fest:
set -privilege advanced
2. Andern Sie ein Volume, um den Cloud-Schreibmodus zu aktivieren:

volume modify -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled true

Im folgenden Beispiel wird das Volume mit dem Namen vol1 geédndert, um das Schreiben in die Cloud zu
aktivieren:

volume modify -vserver vsl -volume voll -is-cloud-write-enabled true

Direktes Schreiben in die Cloud auf einem Volume wird deaktiviert

Schritte

1. Legen Sie die Berechtigungsebene auf erweitert fest:
set -privilege advanced
2. Deaktivieren Sie den Cloud-Schreibmodus auf einem Volume:

volume modify -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled false

Im folgenden Beispiel wird der Cloud-Schreibmodus auf dem Volume mit dem Namen vol1 deaktiviert:

volume modify -vserver vsl -volume voll -is-cloud-write-enabled false

Aktivieren Sie ONTAP Volumes in FabricPool fur aggressive
Read-aheads

Ab ONTAP 9.14.1 kdnnen Sie einen aggressiven Read-Ahead-Modus auf Volumes in
FabricPool aktivieren und deaktivieren. In ONTAP 9.13.1 wurde der aggressive Read-
Ahead-Modus nur auf Cloud-Plattformen eingefuhrt. Ab ONTAP 9.14.1 ist der aggressive
Read-Ahead-Modus auf allen von FabricPool unterstutzten Plattformen verfugbar,



einschliellich lokaler Plattformen. Die Funktion ist standardmaRig deaktiviert.

Wenn aggressives Read-Ahead deaktiviert ist, liest FabricPool nur die Dateiblécke, die eine Client-Applikation
bendtigt; es muss nicht die gesamte Datei gelesen werden. Dies kann zu einem verringerten Netzwerkverkehr
fihren, insbesondere bei grolien Dateien in GB und TB-GroéRRe. Enabling aggressive Read-Ahead-Funktion auf
einem Volume schaltet diese Funktion aus und FabricPool liest praventiv die gesamte Datei sequenziell aus
dem Objektspeicher. Dadurch erhoht sich der GET-Durchsatz und die Latenz von Client-Lesevorgangen auf
der Datei. Standardmafig bleiben die Tiering-Daten, wenn sie sequenziell gelesen werden, ,kalt“ und werden
nicht auf die lokale Tier geschrieben.

Aggressive Read-ahead-Trades Netzwerkeffizienz fir eine hohere Performance von Tiered-Daten.

Uber diese Aufgabe

Der aggressive-readahead-mode Befehl hat zwei Optionen:

* none: Vorauslesen ist deaktiviert.

* file prefetch: Das System liest die gesamte Datei vor der Client-Anwendung in den Speicher.

Bevor Sie beginnen

» Sie sollten ein Cluster- oder SVM-Administrator sein.

« Sie missen sich auf der erweiterten Berechtigungsebene befinden.

Ermoglichen Sie wahrend der Volume-Erstellung einen aggressiven Read-Ahead-
Modus

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced
2. Erstellen eines Volumes und Aktivieren eines aggressiven Read-Ahead-Modus:

volume create -volume <volume name> -aggressive-readahead-mode
<none| file prefetch>

Im folgenden Beispiel wird ein Volume namens vol1 mit aggressivem Vorauslesen erstellt, das mit der
Option file_prefetch aktiviert ist:

volume create -volume voll -aggressive-readahead-mode file prefetch

Deaktivieren Sie den aggressiven Read-Ahead-Modus

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:



set -privilege advanced

2. Deaktivieren Sie den aggressiven Read-Ahead-Modus:

volume modify -volume <volume name> -aggressive-readahead-mode none

Im folgenden Beispiel wird ein Volume mit dem Namen vol1 geandert, um den aggressiven Read-Ahead-
Modus zu deaktivieren:

volume modify -volume voll -aggressive-readahead-mode none

Zeigen Sie einen aggressiven Read-Ahead-Modus auf einem Volume an

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Sehen Sie sich den aggressiven Read-Ahead-Modus an:

volume show -fields aggressive-readahead-mode
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