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NAS-Pfad-Failover-Workflow

Konfigurieren Sie das Failover des NAS-Pfads auf dem
ONTAP-Netzwerk

Wenn Sie bereits mit grundlegenden Netzwerkkonzepten vertraut sind, konnen Sie die
Einrichtung Ihres Netzwerks unter Umsténden durch Uberpriifung dieses praktischen
Workflows fur die NAS-Pfad-Failover-Konfiguration sparen.

Der Workflow fiir die Konfiguration von NAS-Pfad-Failover unterscheidet sich in ONTAP 9.7 und

@ frGheren Versionen. Wenn Sie NAS-Failover auf einem Netzwerk konfigurieren missen, auf
dem ONTAP 9.7 und friher ausgefiihrt wird, lesen Sie den Workflow "Failover-Workflow fir
NAS-Pfade (ONTAP 9.7 und friiher)".

Eine NAS-LIF migriert automatisch zu einem noch intakten Netzwerk-Port, nachdem ein Verbindungsausfall
auf seinem aktuellen Port auftritt. Sie kénnen sich darauf verlassen, dass die ONTAP Standardeinstellungen

das Pfad-Failover managen.

Eine SAN-LIF wird nicht migriert (es sei denn, Sie verschieben sie nach dem Link-Ausfall
manuell). Stattdessen wird durch Multipathing-Technologie auf dem Host Datenverkehr an eine
andere LIF umgeleitet. Weitere Informationen finden Sie unter "SAN Administration".

o "Fiillen Sie das Arbeitsblatt aus"

Verwenden Sie das Arbeitsblatt, um NAS-Pfad-Failover zu planen.

"Erstellen von IPspaces”
Erstellung eines eigenen IP-Adressraums fur jede SVM in einem Cluster

"Verschieben von Broadcast-Domanen in IPspaces”

Verschieben Sie Broadcast-Domanen in IPspaces.

"SVMs erstellen”

SVMs erstellen, um Kunden Daten bereitzustellen

"Erstellen Sie die LIFs"
Erstellen Sie LIFs an den Ports, die Sie fir den Datenzugriff verwenden mdchten.

"Konfigurieren Sie die DNS-Services fiir die SVM"
Konfigurieren Sie DNS-Services fir die SVM, bevor Sie einen NFS- oder SMB-Server erstellen.


https://docs.netapp.com/us-en/ontap-system-manager-classic/networking-failover/workflow__nas_path_failover_overview_manual.html
https://docs.netapp.com/us-en/ontap-system-manager-classic/networking-failover/workflow__nas_path_failover_overview_manual.html
https://docs.netapp.com/de-de/ontap/san-admin/index.html
worksheet_for_nas_path_failover_configuration_auto.html
create_ipspaces.html
move_broadcast_domains.html
create_svms.html
create_a_lif.html
configure_dns_services_auto.html

Arbeitsblatt fur NAS-Pfad-Failover im ONTAP-Netzwerk

Sie sollten alle Abschnitte des Arbeitsblatts ausfillen, bevor Sie den NAS-Pfad-Failover
konfigurieren.

Die Informationen fir NAS-Failover im ONTAP-Netzwerk unterscheiden sich in ONTAP 9.7 und

@ frGheren Versionen. Wenn Sie NAS-Failover auf einem Netzwerk konfigurieren missen, auf
dem ONTAP 9.7 und friher ausgefihrt wird, finden Sie "Arbeitsblatt fur die NAS-Pfad-Failover-
Konfiguration (ONTAP 9.7 und friher)"weitere Informationen unter .

Konfiguration von IPspace

IPspaces kénnen verwendet werden, um fir jede SVM in einem Cluster einen eigenen IP-Adressbereich zu
erstellen. So kénnen Clients in administrativ getrennten Netzwerkdomanen unter Verwendung Uberlappender
IP-Adressbereiche aus demselben IP-Adressbereich des Subnetzes auf Cluster-Daten zugreifen.

Informationsdaten Erforderlich? Ihre Werte
IPspace Name die eindeutige Kennung des Ja.
IPspace.

Konfiguration der Broadcast-Domane

Eine Broadcast-Domanengruppe-Ports, die im selben Layer-2-Netzwerk gehdren und die MTU fur die
Broadcast-Domain-Ports festlegt.

Broadcast-Domanen werden einem IPspace zugewiesen. Ein IPspace kann eine oder mehrere Broadcast-
Domanen enthalten.

Der Port, Uber den eine LIF ausfallt, muss Mitglied der Failover-Gruppe fur die LIF sein. Fir jede
@ von ONTAP erstellte Broadcast-Doméane wird zudem eine Failover-Gruppe mit demselben
Namen erstellt, die alle Ports in der Broadcast-Domane enthalt.

Informationsdaten Erforderlich? lhre Werte

IPspace Name der IPspace, dem die Broadcast- Ja.
Domaéane zugewiesen ist.

Dieser IPspace muss vorhanden sein.

Broadcast-Domain Name der Name der Ja.
Broadcast-Domain.

Dieser Name muss im IPspace eindeutig sein.


https://docs.netapp.com/us-en/ontap-system-manager-classic/networking-failover/worksheet_for_nas_path_failover_configuration_manual.html
https://docs.netapp.com/us-en/ontap-system-manager-classic/networking-failover/worksheet_for_nas_path_failover_configuration_manual.html

MTU der maximale Wert der Ja.
Ubertragungseinheit fiir die Broadcast-Doméne,

der normalerweise auf 1500 oder 9000

eingestellt ist.

Der MTU-Wert wird auf alle Ports in der
Broadcast-Domane und alle Ports angewendet,
die spater der Broadcast-Domane hinzugefligt
werden.

Der MTU-Wert sollte mit allen Geraten
Ubereinstimmen, die mit diesem Netzwerk
verbunden sind. Beachten Sie, dass fir das
Management des Ports und flir den Traffic der
Service-Prozessor (EOM) die MTU nicht mehr
als 1500 Byte eingestellt sein sollte.

Ports Ports werden Broadcast-Domanen Ja.
basierend auf der Erreichbarkeit zugewiesen.
Uberpriifen Sie nach Abschluss der

Portzuweisung network port

reachability show die Erreichbarkeit,

indem Sie den Befehl ausfiihren.

Es konnen sich bei diesen Ports um physische
Ports, VLANSs oder Interface Groups handeln.

Erfahren Sie mehr Uber network port
reachability show in der "ONTAP-
Befehlsreferenz".

Subnetz-Konfiguration

Ein Subnetz enthalt Pools mit IP-Adressen und ein Standard-Gateway, das LIFs zugewiesen werden kann, die
von SVMs im IPspace verwendet werden.

* Beim Erstellen eines LIF auf einer SVM kénnen Sie den Namen des Subnetzes angeben, anstatt eine IP-
Adresse und ein Subnetz bereitzustellen.

» Da ein Subnetz mit einem Standard-Gateway konfiguriert werden kann, missen Sie beim Erstellen einer
SVM nicht in einem separaten Schritt das Standard-Gateway erstellen.

* Eine Broadcast-Domane kann ein oder mehrere Subnetze enthalten.

» Sie kdnnen SVM-LIFs, die sich in unterschiedlichen Subnetzen befinden, konfigurieren, indem Sie mehr
als ein Subnetz mit der Broadcast-Domane des IPspaces zuordnen.

» Jedes Subnetz muss IP-Adressen enthalten, die sich nicht mit IP-Adressen liberschneiden, die anderen
Subnetzen im gleichen IPspace zugewiesen sind.

» Sie kdbnnen SVM-Daten-LIFs bestimmte IP-Adressen zuweisen und anstelle eines Subnetzes ein
Standard-Gateway fir die SVM erstellen.

Informationsdaten Erforderlich? lhre Werte


https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-show.html
https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-show.html

IPspace Name der IPspace, dem das Subnetz
zugewiesen wird.

Dieser IPspace muss vorhanden sein.

Subnetz Name der Name des Subnetzes.

Dieser Name muss im IPspace eindeutig sein.

Broadcast-Doméanenname die Broadcast-
Domane, der das Subnetz zugewiesen wird.

Diese Broadcast-Domane muss sich im
angegebenen IPspace befinden.

Subnetzname und Maskierung des Subnetzes
und der Maske, in der sich die IP-Adressen
befinden.

Gateway Sie kdnnen ein Standard-Gateway flr
das Subnetz angeben.

Wenn Sie beim Erstellen des Subnetzes kein

Gateway zuweisen, kdnnen Sie es spater
zuweisen.

IP-Adressbereiche Sie kdnnen einen Bereich

von |IP-Adressen oder spezifischen IP-Adressen

angeben.

Sie kdnnen beispielsweise einen Bereich
angeben, z. B.:

192.168.1.1-192.168.1.100,
192.168.1.112, 192.168.1.145

Wenn Sie keinen |IP-Adressbereich angeben,
kénnen Sie LIFs den gesamten Bereich der IP-
Adressen im angegebenen Subnetz zuweisen.

Ja.

Ja.

Ja.

Ja.

Nein

Nein



Erzwingen des Updates von LIF-Zuordnungen  Nein
legt fest, ob das Update von vorhandenen LIF-
Zuordnungen erzwingen soll.

Standardmalig schlagt die Subnet-Erstellung
fehl, wenn Service-Prozessor-Schnittstellen
oder Netzwerkschnittstellen die IP-Adressen in
den angegebenen Bereichen verwenden.

Mit diesem Parameter werden alle manuell
adressierten Schnittstellen mit dem Subnetz
verknUpft und der Befehl kann erfolgreich
ausgefuhrt werden.

SVM-Konfiguration

Mit SVMs werden Clients und Hosts mit Daten versorgen.

Die von lhnen aufzeichnenden Werte lauten flir das Erstellen einer Standard-Daten-SVM. Wenn Sie eine
MetroCluster-Quell-SVM erstellen, lesen Sie die "Installations- und Konfigurationshandbuch fur Fabric-
Attached MetroCluster" oder "Installations- und Konfigurationshandbuch fir Stretch MetroCluster".

Informationsdaten Erforderlich? lhre Werte

Geben Sie der SVM den vollstandig Ja.
qualifizierten Domain-Namen (FQDN) der SVM

an. Dieser Name muss flr Cluster-Ligen

eindeutig sein.

Root-Volume Name des SVM-Root-Volumes. Ja.

Aggregat benennen Sie den Namen des Ja.
Aggregats, in dem das SVM Root-Volume

enthalten ist. Dieses Aggregat muss vorhanden

sein.

Sicherheitstyp flr den Sicherheitsstil fir das Ja.
SVM Root-Volume Mdgliche Werte sind ntfs,
unix und gemischt.

IPspace benennen den IPspace, dem die SVM  Nein
zugewiesen ist. Dieser IPspace muss vorhanden
sein.

SVM-Sprache zur Festlegung der Nein
Standardsprache fiir die SVM und ihre Volumes.
Wenn Sie keine Standardsprache angeben, wird

die Standard-SVM-Sprache auf C.UTF-8

gesetzt. Die Spracheinstellung der SVM

bestimmt den Zeichensatz, mit dem Dateinamen

und Daten aller NAS-Volumes in der SVM

angezeigt werden. Sie kdnnen die Sprache nach

dem Erstellen der SVM andern.


https://docs.netapp.com/us-en/ontap-metrocluster/install-fc/concept_considerations_differences.html
https://docs.netapp.com/us-en/ontap-metrocluster/install-fc/concept_considerations_differences.html
https://docs.netapp.com/us-en/ontap-metrocluster/install-stretch/concept_choosing_the_correct_installation_procedure_for_your_configuration_mcc_install.html

LIF-Konfiguration

Eine SVM stellt Daten fiir Clients und Hosts ber eine oder mehrere logische Netzwerkschnittstellen (LIFs)
bereit.

Informationsdaten Erforderlich? lhre Werte

SVM benennen Sie den Namen der SVM fir das Ja.
LIF.

LIF nennt den Namen des LIF. Sie kdnnen pro  Ja.
Node mehrere Daten-LIFs zuweisen und jedem
Node im Cluster LIFs zuweisen, sofern der Node
Uber verfliigbare Daten-Ports verfligt. Um
Redundanz zu gewahrleisten, sollten Sie
mindestens zwei Daten-LIFs fir jedes Daten-
Subnetz erstellen, und die einem bestimmten
Subnetz zugewiesenen LIFs sollten Home-Ports
auf unterschiedlichen Nodes zugewiesen
werden. Wichtig: Wenn Sie einen SMB-Server
fur das Hosting von Hyper-V oder SQL Server
Uber SMB konfigurieren, um Loésungen flr
unterbrechungsfreien Betrieb zu ermdglichen,
muss die SVM auf jedem Node im Cluster
mindestens eine Daten-LIF haben.

Service-Richtlinie fur LIF. Die Service-Richtlinie  Ja.
definiert, welche Netzwerkservices die LIF
verwenden konnen. Fur das Management des
Daten- und Managementdatenverkehrs auf

Daten- und System-SVMs stehen integrierte
Services und Service-Richtlinien zur Verfligung.

Zulassige Protokolle IP-basierte LIFs bendtigen Nein
keine zugelassenen Protokolle. Verwenden Sie
stattdessen die Service-Richtlinien-Zeile. Legen

Sie die zulassigen Protokolle fir SAN LIFs auf
FibreChannel-Ports fest. Dies sind die

Protokolle, die diese LIF verwenden kdonnen. Die
Protokolle, die das LIF verwenden, konnen nach
Erstellen des LIF nicht mehr geandert werden.

Sie sollten beim Konfigurieren des LIF alle

Protokolle angeben.

Home-Node, der Node, auf den die LIF Ja.
zuruckgibt, wenn das LIF auf seinen Home-Port
zurlickgesetzt wird. Sie sollten fur jede Daten-

LIF einen Home-Node aufzeichnen.



Home Port oder Broadcast Domain wahlen eine Ja.
der folgenden Optionen: Port: Geben Sie den
Port an, zu dem die logische Schnittstelle
zurlckkehrt, wenn die LIF wieder auf ihren
Home-Port zurtickgesetzt wird. Dies erfolgt nur
fur die erste LIF im Subnetz eines IPspace,
ansonsten ist dies nicht erforderlich. Broadcast
Domain: Geben Sie die Broadcast-Domain an,
und das System wahlt den entsprechenden Port
aus, auf den die logische Schnittstelle
zuruckkehrt, wenn das LIF auf seinen Home-
Port zurlickgesetzt wird.

Subnetz Name das Subnetz, das der SVM Ja (bei Verwendung
zugewiesen werden soll. Alle Daten-LIFs, die zur eines Subnetzes)
Erstellung kontinuierlich verfiigbarer SMB-

Verbindungen zu Applikations-Servern

verwendet werden, missen sich im selben

Subnetz befinden.

DNS-Konfiguration

Vor der Erstellung eines NFS- oder SMB-Servers missen Sie DNS auf der SVM konfigurieren.

Informationsdaten Erforderlich? lhre Werte

Geben Sie den Namen der SVM an, auf der Sie Ja.
einen NFS- oder SMB-Server erstellen mochten.

DNS-Domain-Name Eine Liste der Ja.
Doméanennamen, die bei der Durchfliihrung der
Host-to-IP-Namensauflésung an einen Host-

Namen angehangt werden sollen. Geben Sie

zuerst die lokale Doméane an, gefolgt von den
Doméanennamen, fir die am haufigsten DNS-
Abfragen erstellt werden.



IP-Adressen der DNS-Server Liste der IP- Ja.
Adressen fur die DNS-Server, die eine
Namensauflésung fur den NFS- oder SMB-
Server liefern. Die aufgefihrten DNS-Server
mussen die Datensatze fir den Servicesort
(SRV) enthalten, die erforderlich sind, um die
Active Directory-LDAP-Server und
Domanencontroller fur die Doméne zu finden,
der der SMB-Server Beitritt. Der SRV-Datensatz
wird verwendet, um den Namen eines Dienstes
dem DNS-Computernamen eines Servers
zuzuordnen, der diesen Dienst anbietet. Die
Erstellung von SMB-Servern schlagt fehl, wenn
ONTAP die Datensatze des Service-
Speicherorts nicht durch lokale DNS-Abfragen
abrufen kann. Die einfachste Moglichkeit,
sicherzustellen, dass ONTAP die Active
Directory SRV-Eintrage finden kann, besteht
darin, Active Directory-integrierte DNS-Server
als SVM-DNS-Server zu konfigurieren. Sie
kdnnen nicht-Active Directory-integrierte DNS-
Server verwenden, sofern der DNS-
Administrator die SRV-Datenséatze manuell zur
DNS-Zone hinzugefigt hat, die Informationen zu
den Active Directory-Domanencontrollern
enthalt. Weitere Informationen zu den in Active
Directory integrierten SRV-Datensatzen finden
Sie im Thema "Die Funktionsweise von DNS-
Unterstltzung fur Active Directory auf Microsoft
TechNet".

Dynamische DNS-Konfiguration

Bevor Sie dynamische DNS verwenden kdnnen, um automatisch DNS-Eintrage zu lhren in Active Directory
integrierten DNS-Servern hinzuzufligen, missen Sie dynamisches DNS (DDNS) auf der SVM konfigurieren.

Fir jede Daten-LIF auf der SVM werden DNS-Eintrage erstellt. Durch das Erstellen mehrerer Daten-LIFS auf
der SVM kénnen Sie Client-Verbindungen zu den zugewiesenen Daten-IP-Adressen laden. DNS Load gleicht
Verbindungen aus, die Uber den Hostnamen zu den zugewiesenen |P-Adressen erstellt werden, nach Round-
Robin-Verfahren aus.

Informationsdaten Erforderlich? lhre Werte

Benennen Sie die SVM, auf der Sie einen NFS- Ja.
oder SMB-Server erstellen mochten.

Ob DDNS verwendet werden soll, gibt an, ob Ja.
DDNS verwendet werden soll. Die auf der SVM
konfigurierten DNS-Server miissen DDNS
unterstitzen. DDNS ist standardmaRig

deaktiviert.


http://technet.microsoft.com/library/cc759550(WS.10).aspx
http://technet.microsoft.com/library/cc759550(WS.10).aspx
http://technet.microsoft.com/library/cc759550(WS.10).aspx

Ob Secure DDNS Secure DDNS verwendet Nein
werden soll, wird nur mit Active Directory-

integriertem DNS unterstitzt. Wenn |hr in Active
Directory integriertes DNS nur sichere DDNS-
Updates erlaubt, muss der Wert fiir diesen

Parameter wahr sein. Secure DDNS st
standardmalig deaktiviert. Secure DDNS kann

erst aktiviert werden, nachdem ein SMB-Server

oder ein Active Directory-Konto fur die SVM

erstellt wurde.

FQDN der DNS-Doméne der FQDN der DNS- Nein
Domane. Sie missen denselben

Doméanennamen verwenden, der fir die DNS-
Namensservices auf der SVM konfiguriert ist.
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