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NVE konfigurieren

Ermitteln Sie, ob Ilhre ONTAP Clusterversion NVE
unterstutzt

Sie sollten vor der Installation der Lizenz festlegen, ob |hre Cluster-Version NVE
unterstutzt. Sie konnen die version Cluster-Version mit dem Befehl bestimmen.

Uber diese Aufgabe

Die Cluster-Version ist die niedrigste Version von ONTAP, die auf einem beliebigen Node im Cluster ausgefihrt
wird.

Schritte
1. Bestimmen Sie, ob lhre Cluster-Version NVE unterstiitzt:

version -v

NVE wird nicht unterstitzt, wenn in der Befehlsausgabe der Text angezeigt wird 10no-DARE (fur ,Keine
Data at Rest Encryption®) oder wenn Sie eine Plattform verwenden, die nicht in aufgefiihrt ist"Support-
Details".

Installieren der Volume-Verschlusselungslizenz auf einem
ONTAP Cluster

Eine VE-Lizenz berechtigt Sie zur Nutzung der Funktion auf allen Knoten im Cluster.
Diese Lizenz ist erforderlich, bevor Sie Daten mit NVE verschlisseln konnen. Es ist im
Lieferumfang enthalten"ONTAP One".

Vor ONTAP One war die VE-Lizenz im Verschlisselungspaket enthalten. Das Encryption Bundle wird nicht
mehr angeboten, ist aber weiterhin gtiltig. Obwohl derzeit nicht erforderlich, kdnnen Bestandskunden
wahlen"Upgrade auf ONTAP One".

Bevor Sie beginnen
» Sie mussen ein Cluster-Administrator sein, um diese Aufgabe auszufiihren.

» Sie mussen den VE-Lizenzschlissel von lhrem Vertriebsmitarbeiter erhalten haben oder ONTAP One
installiert haben.

Schritte
1. "Uberpriifen Sie, ob die VE-Lizenz installiert ist".

Der Name des VE-Lizenzpakets lautet VE.

2. Wenn die Lizenz nicht installiert ist, "Verwenden Sie System Manager oder die ONTAP CLI, um sie zu
installieren".


configure-netapp-volume-encryption-concept.html#support-details
configure-netapp-volume-encryption-concept.html#support-details
../system-admin/manage-licenses-concept.html#licenses-included-with-ontap-one
../system-admin/download-nlf-task.html
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https://docs.netapp.com/de-de/ontap/{relative_path}../system-admin/install-license-task.html
https://docs.netapp.com/de-de/ontap/{relative_path}../system-admin/install-license-task.html

Externes Verschliusselungsmanagement konfigurieren

Erfahren Sie mehr lUber die Konfiguration der externen Schliisselverwaltung mit
ONTAP NetApp Volume Encryption

Sie kbnnen einen oder mehrere externe Schllsselverwaltungsserver verwenden, um die
Schlussel zu sichern, die der Cluster fur den Zugriff auf verschlusselte Daten verwendet.
Ein externer Schlisselverwaltungsserver ist ein Drittanbietersystem in lhrer
Speicherumgebung, das Schlussel fur Knoten mithilfe des Key Management
Interoperability Protocol (KMIP) bereitstellt. Zusatzlich zum Onboard Key Manager
unterstltzt ONTAP mehrere externe Schllsselverwaltungsserver.

Ab ONTAP 9.10.1 kdnnen Sie Folgendes verwenden: Azure Key Vault oder Google Cloud Key Manager-Dienst
zum Schutz Ihrer NVE-Schliissel fiir Daten-SVMs. Ab ONTAP 9.11.1 kénnen Sie mehrere externe
Schlisselmanager in einem Cluster konfigurieren. SehenKonfigurieren Sie gruppierte Schlusselserver . Ab
ONTAP 9.12.0 kénnen Sie Folgendes verwenden: "KMS VON AWS" zum Schutz Ihrer NVE-Schlissel flr
Daten-SVMs. Ab ONTAP 9.17.1 kénnen Sie OpenStacks verwenden Barbican KMS zum Schutz Ihrer NVE-
Schlussel fur Daten-SVMs.

Verwalten Sie externe Schlisselmanager mit ONTAP System Manager

Ab ONTAP 9.7 konnen Sie die Authentifizierung und Verschlisselung mit dem Onboard
Key Manager speichern und managen. Ab ONTAP 9.13.1 kdnnen Sie diese Schllssel
auch mit externen Schlisselmanagern speichern und verwalten.

Der integrierte Schllisselmanager speichert und managt Schllissel in einer sicheren, Cluster-internen
Datenbank. Sein Umfang ist das Cluster. Ein externer Schllisselmanager speichert und managt Schltssel
aulderhalb des Clusters. Sein Umfang kann das Cluster oder die Storage-VM sein. Es kénnen ein oder
mehrere externe Schlisselmanager verwendet werden. Es gelten die folgenden Bedingungen:

» Wenn der Onboard Key Manager aktiviert ist, kann ein externer Schliisselmanager nicht auf Cluster-Ebene
aktiviert werden, er kann jedoch auf Storage-VM-Ebene aktiviert werden.

* Wenn ein externer Schliisselmanager auf Cluster-Ebene aktiviert ist, kann der Onboard Key Manager nicht
aktiviert werden.

Beim Einsatz von externen Schlisselmanagern kdnnen Sie bis zu vier primare Schlisselserver pro Storage-
VM und Cluster registrieren. Jeder primare Schlisselserver kann mit bis zu drei sekundaren Schlisselservern
gruppiert werden.

Konfigurieren Sie einen externen Schliisselmanager

Zum Hinzuflgen eines externen Schlisselmanagers fir eine Storage-VM sollten Sie beim Konfigurieren der
Netzwerkschnittstelle fir die Storage-VM ein optionales Gateway hinzufiigen. Wenn die Speicher-VM ohne
den Netzwerk-Route erstellt wurde, missen Sie die Route explizit fir den externen Schliisselmanager
erstellen. Siehe "LIF erstellen (Netzwerkschnittstelle)".

Schritte

Sie kdnnen einen externen Schllsselmanager von verschiedenen Standorten in System Manager aus
konfigurieren.

1. Fuhren Sie einen der folgenden Startschritte durch, um einen externen Schllisselmanager zu


https://docs.netapp.com/de-de/ontap/configure-cluster-key-server-task.html
https://docs.aws.amazon.com/kms/latest/developerguide/overview.html
https://docs.netapp.com/de-de/ontap/networking/create_a_lif.html
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2. Um einen primaren Schllsselserver hinzuzufiigen, wahlen Sie 4 Add , und flllen Sie die Felder IP-
Adresse oder Hostname und Port aus.

3. Vorhandene installierte Zertifikate sind in den Feldern KMIP Server CA Certificates und KMIP Client
Certificate aufgeflihrt. Sie kbnnen eine der folgenden Aktionen durchfihren:

o Wahlen Sie diese Option % aus, um installierte Zertifikate auszuwahlen, die dem Schliisselmanager
zugeordnet werden sollen. (Es kénnen mehrere Service-CA-Zertifikate ausgewahlt werden, es kann
jedoch nur ein Client-Zertifikat ausgewahlt werden.)

o Wahlen Sie Neues Zertifikat hinzufiigen, um ein Zertifikat hinzuzufiigen, das noch nicht installiert
wurde, und ordnen Sie es dem externen Schliisselmanager zu.

o Wahlen Sie neben dem Zertifikatnamen aus = , um installierte Zertifikate zu l6schen, die Sie nicht dem
externen Schllisselmanager zuordnen méchten.

4. Um einen sekundaren Schlusselserver hinzuzufligen, wahlen Sie Add in der Spalte Secondary Key
Server aus und geben Sie seine Details an.

5. Wahlen Sie Speichern, um die Konfiguration abzuschlieRen.

Bearbeiten Sie einen vorhandenen externen Schliisselmanager

Wenn Sie bereits einen externen Schllisselmanager konfiguriert haben, kénnen Sie dessen Einstellungen
andern.

Schritte

1. Fuhren Sie einen der folgenden Startschritte durch, um die Konfiguration eines externen
Schlisselmanagers zu bearbeiten.
Startschritt

Umfang Navigation



Externer Cluster > Einstellungen Blattern Sie zum Abschnitt Sicherheit. Wahlen Sie

Schlisselmanager flr unter Verschliisselung :, und wahlen Sie dann

den Clusterbereich External Key Manager bearbeiten.

Externer Storage > Storage VMs Wahlen Sie die Storage-VM aus. Wahlen Sie die

Schlisselmanager flr Registerkarte Einstellungen. Wahlen Sie im

Storage VM Abschnitt Verschliisselung unter Sicherheit :,
und wahlen Sie dann External Key Manager
bearbeiten.

2. Vorhandene Schlisselserver sind in der Tabelle Schliisselserver aufgefuhrt. Sie kdnnen folgende
Vorgange durchfihren:

o Fligen Sie einen neuen Schlisselserver hinzu, indem <+ 2dd Sie .

o Loschen Sie einen Schliisselserver, indem Sie am Ende der Tabellenzelle auswahlen : , die den
Namen des Schlisselservers enthalt. Die sekundaren Schllsselserver, die dem primaren
Schlusselserver zugeordnet sind, werden ebenfalls aus der Konfiguration entfernt.

Loschen Sie einen externen Schliisselmanager

Ein externer Schlisselmanager kann geléscht werden, wenn die Volumes unverschlisselt sind.

Schritte
1. Fuhren Sie einen der folgenden Schritte aus, um einen externen Schlisselmanager zu I6schen.

Umfang Navigation Startschritt
Externer Cluster > Einstellungen Blattern Sie zum Abschnitt Sicherheit. Wahlen Sie
Schlisselmanager flr unter Verschliisselung die Option i, und wahlen
den Clusterbereich Sie dann External Key Manager I6schen.
Externer Storage > Storage VMs \Wahlen Sie die Storage-VM aus. Wahlen Sie die
Schlisselmanager flr Registerkarte Einstellungen. Wahlen Sie im
Storage VM Abschnitt Verschliisselung unter Sicherheit :,
und wahlen Sie dann External Key Manager
I6schen.

Schliissel zwischen Schliisselmanagern migrieren

Wenn mehrere Schlisselmanager auf einem Cluster aktiviert sind, missen Schlissel von einem
Schlisselmanager zu einem anderen migriert werden. Dieser Vorgang wird mit System Manager automatisch
abgeschlossen.

* Wenn der Onboard Key Manager oder ein externer Schlisselmanager auf Cluster-Ebene aktiviert ist und
einige Volumes verschlisselt werden, Wenn Sie dann einen externen Schlisselmanager auf Ebene der
Storage-VM konfigurieren, missen die Schliissel vom Onboard Key Manager oder externen
Schlisselmanager auf Cluster-Ebene zum externen Schlisselmanager auf Ebene der Storage-VM migriert
werden. Dieser Prozess wird automatisch durch System Manager abgeschlossen.

* Wenn Volumes ohne Verschlisselung auf einer Storage-VM erstellt wurden, miissen Schlissel nicht
migriert werden.



Installieren Sie SSL-Zertifikate auf dem ONTAP -Cluster

Das Cluster und der KMIP-Server verwenden KMIP SSL-Zertifikate, um die Identitat des
jeweils anderen zu Uberprifen und eine SSL-Verbindung herzustellen. Vor dem
Konfigurieren der SSL-Verbindung mit dem KMIP-Server mussen die KMIP-Client-SSL-
Zertifikate fur das Cluster und das offentliche SSL-Zertifikat fur die Root-
Zertifizierungsstelle des KMIP-Servers installiert werden.

Uber diese Aufgabe

In einem HA-Paar missen beide Nodes dieselben offentlichen und privaten KMIP-SSL-Zertifikate verwenden.
Wenn Sie mehrere HA-Paare mit demselben KMIP-Server verbinden, missen alle Nodes der HA-Paare
dieselben offentlichen und privaten KMIP-SSL-Zertifikate verwenden.

Bevor Sie beginnen

* Die Zeit muss auf dem Server synchronisiert werden, der die Zertifikate, den KMIP-Server und das Cluster
erstellt.

» Sie mussen das 6ffentliche SSL KMIP-Client-Zertifikat fir den Cluster erhalten haben.
+ Sie missen den privaten Schlissel fir das SSL KMIP Client-Zertifikat fir das Cluster erhalten haben.
* Das SSL KMIP-Client-Zertifikat darf nicht durch ein Passwort geschiitzt sein.

« Sie mlssen das 6ffentliche SSL-Zertifikat fir die Root-Zertifizierungsstelle (CA) des KMIP-Servers erhalten
haben.

* In einer MetroCluster-Umgebung mussen Sie auf beiden Clustern dieselben KMIP-SSL-Zertifikate
installieren.

@ Sie kdonnen die Client- und Serverzertifikate vor oder nach der Installation der Zertifikate auf
dem Cluster auf dem KMIP-Server installieren.

Schritte
1. Installieren Sie die SSL KMIP-Client-Zertifikate fur das Cluster:

security certificate install -vserver admin svm name -type client
Sie werden aufgefordert, die 6ffentlichen und privaten SSL KMIP-Zertifikate einzugeben.
clusterl::> security certificate install -vserver clusterl -type client

2. Installieren Sie das 6ffentliche SSL-Zertifikat fir die Root-Zertifizierungsstelle (CA) des KMIP-Servers:
security certificate install -vserver admin svm name -type server-ca

clusterl::> security certificate install -vserver clusterl -type server-ca

Verwandte Informationen

» "Sicherheitszertifikat installieren"

Aktivieren Sie die externe Schlilisselverwaltung fiir NVE in ONTAP 9.6 und hoher

Verwenden Sie KMIP-Server, um die Schlussel zu sichern, die der Cluster flr den Zugriff


https://docs.netapp.com/us-en/ontap-cli/security-certificate-install.html

auf verschlusselte Daten verwendet. Ab ONTAP 9.6 haben Sie die Moglichkeit, einen
separaten externen Schlisselmanager zu konfigurieren, um die Schllssel zu sichern, die
ein Daten-SVM fur den Zugriff auf verschllsselte Daten verwendet.

Ab ONTAP 9.11.1 kdnnen Sie bis zu 3 sekundare Schlisselserver pro primaren Schllsselserver hinzufiigen,
um einen geclusterten Schllsselserver zu erstellen. Weitere Informationen finden Sie unter Konfigurieren Sie
externe geclusterte Schllsselserver.

Uber diese Aufgabe

Sie kdonnen bis zu vier KMIP-Server mit einem Cluster oder SVM verbinden. Verwenden Sie mindestens zwei
Server fur Redundanz und Notfallwiederherstellung.

Der Umfang des externen Verschliisselungsmanagement bestimmt, ob wichtige Managementserver alle SVMs
im Cluster oder nur ausgewahlte SVMs sichern:

« Sie kénnen ein_Cluster Scope_ verwenden, um das externe Verschlisselungsmanagement fur alle SVMs
im Cluster zu konfigurieren. Der Clusteradministrator hat Zugriff auf jeden auf den Servern gespeicherten
Schlussel.

* Ab ONTAP 9.6 kénnen Sie mithilfe eines Umfangs SVM externes Verschliisselungsmanagement flr eine
Daten-SVM im Cluster konfigurieren. Dies eignet sich am besten fliir mandantenfahige Umgebungen, in
denen jeder Mandant eine andere SVM (oder einen Satz SVMs) zur Bereitstellung von Daten verwendet.
Nur der SVM-Administrator fUr einen bestimmten Mandanten hat Zugriff auf die Schlissel fir den
jeweiligen Mandanten.

* Installieren Sie fur mandantenfahige Umgebungen eine Lizenz fur MT_EK_MGMT, indem Sie den
folgenden Befehl verwenden:

system license add -license-code <MT EK MGMT license code>

Erfahren Sie mehr Gber system license add in der "ONTAP-Befehlsreferenz".

Sie kdnnen beide Bereiche im selben Cluster verwenden. Wenn Verschlisselungsmanagement-Server flr eine
SVM konfiguriert wurden, verwendet ONTAP nur diese Server zur Sicherung der Schlussel. Andernfalls sichert
ONTAP Schlussel mit den fir den Cluster konfigurierten Verschlisselungsmanagement-Servern.

Die integrierte Verschlisselungsmanagement lasst sich fur den Cluster-Umfang und das externe
Verschllisselungsmanagement auf der SVM-Ebene konfigurieren. Mit dem security key-manager key
migrate Befehl kénnen Sie Schlissel vom integrierten Verschlisselungsmanagement im Cluster-Umfang zu
externen Schlisselmanagern im SVM-Umfang migrieren.

Erfahren Sie mehr Uber security key-manager key migrate in der "ONTAP-Befehlsreferenz".

Bevor Sie beginnen
» Die KMIP SSL-Client- und Serverzertifikate missen installiert sein.

* Der KMIP-Server muss von jedem Knoten-Management-LIF aus erreichbar sein.

» Sie mussen ein Cluster- oder SVM-Administrator sein, um diese Aufgabe durchzufihren.

* In einer MetroCluster -Umgebung:
o MetroCluster muss vollstandig konfiguriert sein, bevor die externe Schlisselverwaltung aktiviert wird.
> Sie mussen auf beiden Clustern dasselbe KMIP-SSL-Zertifikat installieren.

o Auf beiden Clustern muss ein externer Schllisselmanager konfiguriert werden.


https://docs.netapp.com/de-de/ontap/encryption-at-rest/configure-cluster-key-server-task.html
https://docs.netapp.com/de-de/ontap/encryption-at-rest/configure-cluster-key-server-task.html
https://docs.netapp.com/us-en/ontap-cli/system-license-add.html
https://docs.netapp.com/us-en/ontap-cli/security-key-manager-key-migrate.html

Schritte
1. Konfigurieren Sie die Schlisselmanager-Konnektivitat fir das Cluster:

security key-manager external enable -vserver admin SVM -key-servers
host name|IP address:port,.. -client-cert client certificate -server-ca-cert
server CA certificates

Der security key-manager external enable Befehl ersetzt den security key-
manager setup Befehl. Wenn Sie den Befehl an der Cluster-Anmeldeaufforderung

(D ausflhren, admin SVM standardmafig auf die Admin-SVM des aktuellen Clusters. Sie
kénnen die security key-manager external modify Befehl zum Andern der
Konfiguration der externen Schlisselverwaltung.

Mit dem folgenden Befehl wird die externe Schlisselverwaltung fir clusterl mit drei externen
Schllsselservern aktiviert. Der erste Schillisselserver wird mit seinem Hostnamen und Port angegeben, der
zweite mit einer IP-Adresse und dem Standardport und der dritte mit einer IPv6-Adresse und einem IPv6-
Port:

clusterl::> security key-manager external enable -vserver clusterl -key
-servers

ksl.local:15696,10.0.0.10, [£fd20:8ble:b255:814e:32bd:£35¢c:832c:5a09]:1234
-client-cert AdminVserverClientCert -server-ca-certs
AdminVserverServerCaCert

2. Konfiguration eines Schllisselmanagers einer SVM:

security key-manager external enable -vserver SVM -key-servers
host name|IP address:port,.. -client-cert client certificate -server-ca-cert
server CA certificates

° Wenn Sie den Befehl an der SVM-Anmeldeaufforderung ausfihren, svM standardmafig
auf die aktuelle SVM eingestellt. Sie konnen die security key-manager external
(D modi fy Befehl zum Andern der Konfiguration der externen Schlliisselverwaltung.

o Wenn Sie in einer MetroCluster-Umgebung externes Verschllisselungsmanagement flir
eine Daten-SVM konfigurieren, missen Sie den security key-manager external
enable Befehl auf dem Partner-Cluster nicht wiederholen.

Mit dem folgenden Befehl wird die externe Schlisselverwaltung flr svm1 mit einem einzelnen
Schllsselserver aktiviert, der auf dem Standardport 5696 lauscht:

svmll::> security key-manager external enable -vserver svml -key-servers
keyserver.svml.com -client-cert SVMIClientCert -server-ca-certs
SVMlServerCaCert

3. Wiederholen Sie den letzten Schritt fiir alle weiteren SVMs.



Sie kbnnen auch security key-manager external add-servers weitere SVMs mit

®

dem Befehl konfigurieren. Der security key-manager external add-servers
Befehl ersetzt den security key-manager add Befehl. Erfahren Sie mehr Gber

security key-manager external add-servers in der "ONTAP-Befehlsreferenz".

4. Vergewissern Sie sich, dass alle konfigurierten KMIP-Server verbunden sind:

security key-manager external show-status -node node name

Der security key-manager external show-status Befehl ersetzt den security

®

external show-status in der "ONTAP-Befehlsreferenz".

clusterl::> security key-manager external show-status

Node Vserver

svml

clusterl

node?2
svml

clusterl

8 entries were

Key Server

keyserver.

10.0.0.10¢
:b255:814e:32bd:£35¢c:832¢c:5a09:1234

£fd20:8ble

ksl.local:

keyserver.

10.0.0.10:
:b255:814e:32bd:£35¢c:832¢c:5a09:1234

£fd20:8ble

ksl.local:

displayed.

svml.com:5696

5696

15696

svml.com:5696

5696

15696

5. Konvertieren Sie optional Klartextvolumes in verschlisselte Volumes.

volume encryption conversion start

key-manager show -status Befehl. Erfahren Sie mehr Gber security key-manager

Status

available

available
available
available

available

available

available
available

Ein externer Schlisselmanager muss vollstandig konfiguriert sein, bevor Sie die Volumes konvertieren.

Verwandte Informationen

» Konfigurieren Sie externe geclusterte Schlisselserver

+ "Systemlizenz hinzufigen"

* "Sicherheitsschlissel-Manager-Schltsselmigration”


https://docs.netapp.com/us-en/ontap-cli/security-key-manager-external-add-servers.html
https://docs.netapp.com/us-en/ontap-cli/security-key-manager-external-show-status.html
https://docs.netapp.com/de-de/ontap/encryption-at-rest/configure-cluster-key-server-task.html
https://docs.netapp.com/us-en/ontap-cli/system-license-add.html
https://docs.netapp.com/us-en/ontap-cli/security-key-manager-key-migrate.html

* "Sicherheitsschlissel-Manager Externe Add-Server"

* "Sicherheitsschlissel-Manager, externer Show-Status"

Aktivieren Sie die externe Schluisselverwaltung fiir NVE in ONTAP 9.5 und fruher

Ein oder mehrere KMIP-Server dienen zur Sicherung der Schlissel, die das Cluster fur
den Zugriff auf verschlusselte Daten verwendet. Mit einem Node kdnnen bis zu vier
KMIP-Server verbunden werden. Fur Redundanz und Disaster Recovery werden
mindestens zwei Server empfohlen.

Uber diese Aufgabe
ONTAP konfiguriert die KMIP-Serverkonnektivitat fir alle Nodes im Cluster.

Bevor Sie beginnen
* Die KMIP SSL-Client- und Serverzertifikate missen installiert sein.

+ Sie missen ein Cluster-Administrator sein, um diese Aufgabe auszufihren.

« Sie missen die MetroCluster Umgebung konfigurieren, bevor Sie einen externen Schlisselmanager
konfigurieren.

* In einer MetroCluster-Umgebung mussen Sie dasselbe KMIP-SSL-Zertifikat auf beiden Clustern
installieren.

Schritte
1. Konfigurieren Sie die Schlisselmanager-Konnektivitat fur Cluster-Nodes:

security key-manager setup

Die Konfiguration des Schlisselmanagers wird gestartet.

@ In einer MetroCluster -Umgebung missen Sie diesen Befehl auf beiden Clustern ausfihren.
Erfahren Sie mehr Uber security key-manager setup im"ONTAP-Befehlsreferenz".

2. Geben Sie an jeder Eingabeaufforderung die entsprechende Antwort ein.

3. Hinzufiigen eines KMIP-Servers:

security key-manager add -address key management server ipaddress

clusterl::> security key-manager add -address 20.1.1.1

@ In einer MetroCluster-Umgebung mussen Sie den folgenden Befehl auf beiden Clustern
ausfuhren.

4. Fugen Sie aus Redundanzgriinden einen zusatzlichen KMIP-Server hinzu:

security key-manager add -address key management server ipaddress


https://docs.netapp.com/us-en/ontap-cli/security-key-manager-external-add-servers.html
https://docs.netapp.com/us-en/ontap-cli/security-key-manager-external-show-status.html
https://docs.netapp.com/us-en/ontap-cli-9161/security-key-manager-setup.html

clusterl::> security key-manager add -address 20.1.1.2

@ In einer MetroCluster-Umgebung missen Sie den folgenden Befehl auf beiden Clustern
ausfuhren.

5. Vergewissern Sie sich, dass alle konfigurierten KMIP-Server verbunden sind:
security key-manager show -status

Weitere Informationen zu den in diesem Verfahren beschriebenen Befehlen finden Sie im"ONTAP-
Befehlsreferenz" .

clusterl::> security key-manager show -status

Node Port Registered Key Manager Status

clusterl-01 5696 20.1.1.1 available
clusterl-01 5696 20.1.1.2 available
clusterl-02 5696 20.1.1.1 available
clusterl-02 5696 20.1.1.2 available

6. Konvertieren Sie optional Klartextvolumes in verschlisselte Volumes.
volume encryption conversion start

Ein externer Schlisselmanager muss vollstandig konfiguriert sein, bevor Sie die Volumes konvertieren. In
einer MetroCluster-Umgebung muss auf beiden Seiten ein externer Schlliisselmanager konfiguriert werden.

Verwalten Sie NVE-Schliissel fiir ONTAP -Daten-SVMs mit einem Cloud-Anbieter

Ab ONTAP 9.10.1 kénnen Sie Ihre ONTAP-Verschliusselungen in einer Cloud-gehosteten
Applikation verwenden "Azure Key Vault (AKV)" und "Der Verschlusselungsmanagement-
Service (Cloud KMS) der Google Cloud-Plattform"schutzen. Ab ONTAP 9.12.0 kdnnen
Sie NVE Schlussel auch mit schitzen"KMS VON AWS".

AWS KMS, AKV und Cloud KMS kénnen "NetApp Volume Encryption (NVE)-Schlissel"nur fur Daten-SVMs
eingesetzt werden.

Uber diese Aufgabe

Das Verschlisselungsmanagement mit einem Cloud-Provider kann Uber die CLI oder die ONTAP REST-API
aktiviert werden.

Wenn Sie zum Schutz lhrer Schlissel einen Cloud-Provider verwenden, beachten Sie, dass standardmaRig
eine Daten-SVM-LIF zur Kommunikation mit dem Cloud-Schlisselmanagement-Endpunkt verwendet wird.
Uber ein Node-Managementnetzwerk kommunizieren Sie mit den Authentifizierungsservices des Cloud-
Providers (login.microsoftonline.com fiir Azure, oauth2.googleapis.com fir Cloud KMS). Wenn das Cluster-
Netzwerk nicht ordnungsgemaf konfiguriert ist, verwendet das Cluster den Schlisselverwaltungsservice nicht
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ordnungsgemaln.

Wenn Sie einen Cloud-Provider-Managementservice nutzen, sollten Sie sich die folgenden Einschrankungen
bewusst sein:

» Das Verschlisselungsmanagement von Cloud-Providern ist fur die NetApp Storage-Verschlisselung
(NSE) und die NetApp Aggregate Encryption (NAE) nicht verfigbar. "Externe KMIPs" Kann stattdessen
verwendet werden.

» Das Verschlusselungsmanagement bei MetroCluster-Konfigurationen ist nicht fur Cloud-Provider
verflgbar.

» Das Verschlisselungsmanagement von Cloud-Providern kann nur auf einer Daten-SVM konfiguriert
werden.

Bevor Sie beginnen
+ Sie missen den KMS auf dem entsprechenden Cloud-Provider konfiguriert haben.

* Die Nodes des ONTAP Clusters missen NVE unterstltzen.

+ "Sie mussen die Lizenzen fur Volume Encryption (VE) und Multi-Tenant Encryption Key Management
(MTEKM) installiert haben". Diese Lizenzen sind in enthalten"ONTAP One".

» Sie mussen ein Cluster- oder SVM-Administrator sein.

» Die Daten-SVM darf keine verschlisselten Volumes enthalten oder einen Schlisselmanager beschaftigen.
Wenn die Daten-SVM verschlisselte Volumes enthalt, missen Sie sie vor der Konfiguration des KMS
migrieren.

Externes Verschliisselungsmanagement

Die Aktivierung des externen Schlisselmanagements hangt von dem jeweiligen Schllisselmanager ab, den Sie
verwenden. Wahlen Sie die Registerkarte des entsprechenden Schllisselmanagers und der entsprechenden
Umgebung aus.
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AWS
Bevor Sie beginnen

» Sie mussen einen Zuschuss fir den AWS-KMS-Schlissel erstellen, der von der IAM-Rolle zum
Managen der Verschlisselung verwendet wird. Die IAM-Rolle muss eine Richtlinie enthalten, die die
folgenden Operationen zulasst:

° DescribeKey
° Encrypt

° Decrypt + Weitere Informationen finden Sie in der AWS-Dokumentation fir "Zuschusse".

Aktivieren Sie AWS KMV auf einer ONTAP SVM

1. Bevor Sie beginnen, erhalten Sie sowohl die Zugriffsschllissel-ID als auch den geheimen Schlissel
von lhrem AWS KMS.

2. Legen Sie die Berechtigungsebene auf erweitert fest: set -priv advanced

3. AWS KMS aktivieren: security key-manager external aws enable -vserver svm name
-region AWS region -key-id key ID -encryption-context encryption context

4. Geben Sie den geheimen Schlissel ein, wenn Sie dazu aufgefordert werden.

5. Uberprifen Sie, ob der AWS-KMS ordnungsgemaR konfiguriert wurde: security key-manager
external aws show -vserver svm_name

Erfahren Sie mehr Uber security key-manager external aws inder "ONTAP-
Befehlsreferenz".

Azure
Aktivieren Sie Azure Key Vault auf einer ONTAP SVM

1. Bevor Sie beginnen, missen Sie die entsprechenden Authentifizierungsdaten von Ihrem Azure-Konto
beziehen, entweder ein Clientgeheimnis oder ein Zertifikat. Sie missen aulerdem sicherstellen, dass
alle Nodes im Cluster sich in einem ordnungsgemafen Zustand befinden. Sie kdnnen dies mit dem
Befehl Uberprifen cluster show. Erfahren Sie mehr Gber cluster show in der "ONTAP-
Befehlsreferenz".

2. Setzen Sie die privilegierte Ebene auf erweitert set -priv advanced

3. Aktivieren Sie AKV auf der SVM security key-manager external azure enable -client
-id client id -tenant-id tenant id -name -key-id key id -authentication
-method {certificate|client-secret} Wenn Sie dazu aufgefordert werden, geben Sie
entweder das Client-Zertifikat oder den Client-Schlissel aus Ihrem Azure-Konto ein.

4. Vergewissern Sie sich, dass AKV korrekt aktiviert security key-manager external azure
show vserver svm name ist: Wenn die Service-Erreichbarkeit nicht in Ordnung ist, stellen Sie die
Verbindung zum AKV-Schllsselverwaltungsservice Uber die Daten-SVM-LIF her.

Erfahren Sie mehr Uber security key-manager external azure in der "ONTAP-
Befehlsreferenz".

Google Cloud
Aktivieren Sie Cloud-KMS auf einer ONTAP SVM

1. Bevor Sie beginnen, erhalten Sie den privaten Schlussel fur die Google Cloud KMS-
Kontoschlisseldatei in einem JSON-Format. Dieser Punkt ist in lhrem GCP-Konto enthalten. Sie
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mussen aullerdem sicherstellen, dass alle Nodes im Cluster sich in einem ordnungsgemalen
Zustand befinden. Sie konnen dies mit dem Befehl Gberprifen cluster show. Erfahren Sie mehr
Uber cluster show in der "ONTAP-Befehlsreferenz".

2. Privilegierte Ebene auf erweitert setzen: set -priv advanced

3. Cloud-KMS auf der SVM aktivieren security key-manager external gcp enable
-vserver svm name -project-id project id-key-ring-name key ring name -key
-ring-location key ring location -key-name key name Wenn Sie dazu aufgefordert
werden, geben Sie den Inhalt der JSON-Datei mit dem privaten Schllssel des Servicekontos ein

4. Uberpriifen Sie, ob Cloud KMS mit den richtigen Parametern konfiguriert ist: security key-
manager external gcp show vserver svm name Der Status von
kms wrapped key status wird "UNKNOWN" wenn keine verschlUsselten Volumes erstellt wurden.
Wenn die Diensterreichbarkeit nicht in Ordnung ist, stellen Sie die Verbindung zum GCP-
Schlisselverwaltungsdienst tiber das Daten-SVM-LIF her.

Erfahren Sie mehr Uber security key-manager external gcp in der "ONTAP-
Befehlsreferenz".

Wenn bereits ein oder mehrere verschliisselte Volumes fiir eine Daten-SVM konfiguriert sind und die
entsprechenden NVE Schlissel vom Onboard-Schlisselmanager des Admin-SVM gemanagt werden, sollten
diese Schlissel zu dem externen Verschlisselungsmanagement-Service migriert werden. Dazu fUhren Sie
uber die CLI den Befehl aus: security key-manager key migrate -from-Vserver admin SVM -to
-Vserver data SVMNeue verschlisselte Volumes kénnen erst fiir die Daten-SVM des Mandanten erstellt
werden, wenn alle NVE-SchlUssel der Daten-SVM erfolgreich migriert wurden.

Verwandte Informationen
* "Verschlisseln von Volumes mit NetApp Verschlisselungslésungen fur Cloud Volumes ONTAP"

+ "Sicherheitsschlisselmanager extern"

Verwalten Sie ONTAP -Schliissel mit Barbican KMS

Ab ONTAP 9.17.1 kdnnen Sie OpenStacks "Barbican KMS" zum Schutz von ONTAP
Verschlusselungsschlisseln. Barbican KMS ist ein Dienst zum sicheren Speichern und
Zugreifen auf Schlussel. Barbican KMS kann zum Schutz von NetApp Volume Encryption
(NVE)-Schlusseln fur Daten-SVMs verwendet werden. Barbican basiert auf "OpenStack
Keystone" , der Identitatsdienst von OpenStack, zur Authentifizierung.

Uber diese Aufgabe

Sie kdnnen die Schlisselverwaltung mit Barbican KMS Uber die CLI oder die ONTAP REST API konfigurieren.
Ab Version 9.17.1 gelten fur die Barbican KMS-Unterstlitzung folgende Einschrankungen:

» Barbican KMS wird fur NetApp Storage Encryption (NSE) und NetApp Aggregate Encryption (NAE) nicht
unterstltzt. Alternativ kdnnen Sie "externe KMIPs" oder die "Onboard-Schlisselmanager (OKM)" fur NSE-
und NVE-Schlussel.

« Barbican KMS wird fiir MetroCluster -Konfigurationen nicht unterstutzt.

« Barbican KMS kann nur fiir eine Daten-SVM konfiguriert werden. Es ist nicht fur die Administrator-SVM
verflgbar.

Sofern nicht anders angegeben, sind die Administratoren der admin Mit dieser Berechtigungsstufe kdnnen Sie
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die folgenden Verfahren durchfihren.

Bevor Sie beginnen
« Barbican KMS und OpenStack Keystone mussen konfiguriert sein. Die SVM, die Sie mit Barbican
verwenden, benotigt Netzwerkzugriff auf die Barbican- und OpenStack Keystone Server.

* Wenn Sie eine benutzerdefinierte Zertifizierungsstelle (CA) fir die Barbican- und OpenStack Keystone
Server verwenden, miussen Sie das CA-Zertifikat mit installieren security certificate install
-type server-ca -vserver <admin_ svm>.

Erstellen und Aktivieren einer Barbican KMS-Konfiguration

Sie kdnnen eine neue Barbican KMS-Konfiguration fiir eine SVM erstellen und aktivieren. Eine SVM kann
mehrere inaktive Barbican KMS-Konfigurationen haben, es kann jedoch immer nur eine aktiv sein.

Schritte
1. Erstellen Sie eine neue inaktive Barbican KMS-Konfiguration flr eine SVM:

security key-manager external barbican create-config -vserver <svm name>
-config-name <unique config name> -key-id <key id> -keystone-url
<keystone url> -application-cred-id

<keystone applications credentials id>

° -key-id ist die Schlisselkennung des Barbican-Schlissels (KEK). Geben Sie eine vollstandige URL
ein, einschliel3lich https:// .

Einige URLs enthalten das Fragezeichen (?). Das Fragezeichen aktiviert die aktive Hilfe
der ONTAP Befehlszeile. Um eine URL mit einem Fragezeichen einzugeben, missen

(D Sie zunachst die aktive Hilfe mit dem Befehl deaktivieren. set -active-help false
Die Die aktive Hilfe kann spater wieder mit dem Befehl set -active-help true.im
"ONTAP-Befehlsreferenz" .

° -keystone-url ist die URL des OpenStack Keystone Autorisierungshosts. Geben Sie eine
vollstandige URL ein, einschliel3lich https:// .

° —application-cred-id ist die Anmeldeinformations-ID der Anwendung.

Nach Eingabe dieses Befehls werden Sie zur Eingabe des geheimen Schllssels fiir die
Anwendungsanmeldeinformationen aufgefordert. Dieser Befehl erstellt eine inaktive Barbican KMS-
Konfiguration.

Das folgende Beispiel erstellt eine neue inaktive Barbican KMS-Konfiguration mit dem Namen
configl fur die SVM svml :

14


https://docs.netapp.com/us-en/ontap-cli/set.html

clusterl::> security key-manager external barbican create-config
-vserver svml -config-name configl -keystone-url
https://172.21.76.152:5000/v3 —-application-cred-id appl23 -key-id
https://172.21.76.153:9311/v1l/secrets/<id value>

Enter the Application Credentials Secret for authentication with
Keystone: <key value>

2. Aktivieren Sie die neue Barbican KMS-Konfiguration:

security key-manager keystore enable -vserver <svm name> -config-name

<unique config name> -keystore barbican

Mit diesem Befehl konnen Sie zwischen Barbican KMS-Konfigurationen wechseln. Wenn auf dem SVM
bereits eine aktive Barbican KMS-Konfiguration vorhanden ist, wird diese deaktiviert und die neue
Konfiguration aktiviert.

3. Uberpriifen Sie, ob die neue Barbican KMS-Konfiguration aktiv ist:

security key-manager external barbican check -vserver <svm name> -node
<node_ name>

Dieser Befehl liefert den Status der aktiven Barbican KMS-Konfiguration auf dem SVM oder Knoten. Wenn

beispielsweise der SVM svm1 auf Knoten nodel Uber eine aktive Barbican KMS-Konfiguration verflgt,
gibt der folgende Befehl den Status dieser Konfiguration zurtck:

clusterl::> security key-manager external barbican check -node nodel

Vserver: svml
Node: nodel

Category: service reachability
Status: OK

Category: kms wrapped key status
Status: OK

Aktualisieren Sie die Anmeldeinformationen und Einstellungen einer Barbican KMS-Konfiguration

Sie kdnnen die aktuellen Einstellungen einer aktiven oder inaktiven Barbican KMS-Konfiguration anzeigen und

aktualisieren.

Schritte
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1. Sehen Sie sich die aktuellen Barbican KMS-Konfigurationen fir eine SVM an:

security key-manager external barbican show -vserver <svm name>

Die Schlissel-ID, die OpenStack Keystone -URL und die Anwendungsanmeldeinformations-ID werden fur
jede Barbican KMS-Konfiguration auf der SVM angezeigt.

2. Aktualisieren Sie die Einstellungen einer Barbican KMS-Konfiguration:

security key-manager external barbican update-config -vserver <svm name>
-config-name <unique config name> -timeout <timeout> -verify
<true|false> -verify-host <true|false>

Dieser Befehl aktualisiert die Timeout- und Uberpriifungseinstellungen der angegebenen Barbican KMS-
Konfiguration. timeout bestimmt die Zeit in Sekunden, die ONTAP auf eine Antwort von Barbican wartet,
bevor die Verbindung fehlschlagt. Der Standardwert t imeout betragt zehn Sekunden. verify Und
verify-host Legen Sie fest, ob die Identitadt bzw. der Hosthame des Barbican-Hosts vor der Verbindung
Uberprift werden soll. StandardmaRig sind diese Parameter auf true . Der vserver Und config-name
Parameter sind erforderlich. Die anderen Parameter sind optional.

3. Aktualisieren Sie bei Bedarf die Anmeldeinformationen einer aktiven oder inaktiven Barbican KMS-

Konfiguration:

security key-manager external barbican update-credentials -vserver
<svm name> -config-name <unique config name> -application-cred-id
<keystone applications credentials id>

Nach der Eingabe dieses Befehls werden Sie aufgefordert, den neuen geheimen Schllssel fur die
Anwendungsanmeldeinformationen einzugeben.

4. Stellen Sie bei Bedarf einen fehlenden SVM-Schlisselverschlisselungsschlissel (KEK) fur eine aktive
Barbican KMS-Konfiguration wieder her:

a. Stellen Sie einen fehlenden SVM-KEK wieder her mit security key-manager external
barbican restore:

security key-manager external barbican restore -vserver <svm name>
Dieser Befehl stellt den SVM KEK fir die aktive Barbican KMS-Konfiguration durch Kommunikation mit

dem Barbican-Server wieder her.

5. Falls erforderlich, miissen Sie den SVM KEK fur eine Barbican KMS-Konfiguration neu kodieren:

a. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced
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b. Erneutes Verschliisseln des SVM-KEK mit security key-manager external barbican
rekey-internal :

security key-manager external barbican rekey-internal -vserver

<s v _name >

Dieser Befehl generiert einen neuen SVM-KEK fir die angegebene SVM und umschliel3t die Volume-
Verschlisselungsschlissel mit dem neuen SVM-KEK. Der neue SVM-KEK wird durch die aktive
Barbican-KMS-Konfiguration geschuitzt.

Migrieren Sie Schliissel zwischen Barbican KMS und dem Onboard Key Manager

Sie kénnen Schllissel vom Barbican KMS zum Onboard Key Manager (OKM) und umgekehrt migrieren.
Weitere Informationen zum OKM finden Sie unter "Ermaoglichen Sie integriertes Verschllisselungsmanagement
in ONTAP 9.6 und héher" .

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced

2. Migrieren Sie bei Bedarf Schliissel vom Barbican KMS zum OKM:

security key-manager key migrate -from-vserver <svm name> -to-vserver

<admin_ svm name>

svm_name ist der Name der SVM mit der Barbican KMS-Konfiguration.

3. Migrieren Sie bei Bedarf Schliissel vom OKM zum Barbican KMS:

security key-manager key migrate -from-vserver <admin svm name> -to

-vserver <svm name>

Deaktivieren und Loschen einer Barbican KMS-Konfiguration

Sie kdnnen eine aktive Barbican KMS-Konfiguration ohne verschliisselte Volumes deaktivieren und eine
inaktive Barbican KMS-Konfiguration I6schen.

Schritte
1. Legen Sie die Berechtigungsebene auf erweitert fest:

set -privilege advanced
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2. Deaktivieren Sie eine aktive Barbican KMS-Konfiguration:
security key-manager keystore disable -vserver <svm name>

Wenn NVE-verschlisselte Volumes auf der SVM vorhanden sind, missen Sie diese entschliisseln oder
Migrieren Sie die Schlussel bevor Sie die Barbican KMS-Konfiguration deaktivieren. Das Aktivieren einer
neuen Barbican KMS-Konfiguration erfordert weder das Entschliisseln von NVE-Volumes noch das
Migrieren von Schliisseln und deaktiviert die aktuell aktive Barbican KMS-Konfiguration.

3. Loschen Sie eine inaktive Barbican KMS-Konfiguration:

security key-manager keystore delete -vserver <svm name> -config-name
<unique config name> -type barbican

Aktivieren Sie die integrierte Schlusselverwaltung fiir NVE
in ONTAP 9.6 und hoher

Mit dem integrierten Key Manager werden die SchlUssel gesichert, die das Cluster flr
den Zugriff auf verschlusselte Daten verwendet. Sie mussen den Onboard Key Manager
fur jedes Cluster aktivieren, das auf ein verschlisseltes Volume oder eine
selbstverschlisselnde Festplatte zugreift.

Uber diese Aufgabe

Sie mussen den security key-manager onboard sync Befehl jedes Mal ausfihren, wenn Sie dem
Cluster einen Node hinzuftigen.

Wenn Sie Uber eine MetroCluster-Konfiguration verfigen, missen Sie security key-manager onboard
enable zuerst den Befehl auf dem lokalen Cluster ausfihren und dann den security key-manager
onboard sync Befehl auf dem Remote-Cluster ausfiihren. Verwenden Sie dabei jeweils dieselbe
Passphrase. Wenn Sie den security key-manager onboard enable Befehl vom lokalen Cluster aus
ausfuhren und dann auf dem Remote-Cluster synchronisieren, missen Sie den enable Befehl nicht erneut
vom Remote-Cluster aus ausfihren.

Erfahren Sie mehr Uber security key-manager onboard enable Und security key-manager
onboard sync im"ONTAP-Befehlsreferenz" .

StandardmaRig missen Sie beim Neustart eines Node nicht die Passphrase flr das Schlisselmanagement
eingeben. Mit der cc-mode-enabled=yes Option kdnnen Sie festlegen, dass Benutzer die Passphrase nach
einem Neustart eingeben missen.

Wenn Sie fur NVE festlegen, cc-mode-enabled=yes volume create volume move start werden
Volumes, die Sie mit den Befehlen und erstellen, automatisch verschllsselt. Fir volume create missen Sie
nicht angeben -encrypt true. Fir volume move start missen Sie nicht angeben -encrypt
-destination true.

Wenn Sie die ONTAP Datenverschlisselung im Ruhezustand konfigurieren, missen Sie NSE mit NVE
verwenden und sicherstellen, dass der Onboard Key Manager im Common Criteria-Modus aktiviert ist, um die
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Anforderungen fir Commercial Solutions for Classified (CSfC) zu erflllen. Sehen"CSfC Losungsuberblick” .

Wenn der Onboard Key Manager im Common Criteria-Modus aktiviert ist(cc-mode-
enabled=yes, wird das Systemverhalten wie folgt gedndert:

» Das System Uberwacht bei der Verwendung im Common Criteria-Modus auf
aufeinanderfolgende fehlgeschlagene Cluster-Passphrase.

Wenn Sie die Cluster-Passphrase flinfmal nicht eingeben kdnnen, warten Sie 24 Stunden
oder starten Sie den Knoten neu, um das Limit zurtickzusetzen.

@ » Updates fUr das System-Image nutzen das Code-Signing-Zertifikat von NetApp RSA-3072
zusammen mit dem von SHA-384 signierten Code, um die Image-Integritat anstelle des
Ublichen NetApp RSA-2048-Code-Signaturzertifikats und den von SHA-256 signierten
Digests zu tberprtfen.

Der Upgrade-Befehl tiberpriift durch die Uberpriifung verschiedener digitaler Signaturen, ob
der Bildinhalt verandert oder beschadigt wurde. Das System fahrt mit dem nachsten Schritt
im Image-Aktualisierungsprozess fort, wenn die Validierung erfolgreich ist. Andernfalls
schlagt die Image-Aktualisierung fehl. Erfahren Sie mehr Uber cluster image im"ONTAP-
Befehlsreferenz" .

Der Onboard Key Manager speichert Schlissel im flichtigen Speicher. Der Inhalt des fllichtigen
@ Speichers wird geléscht, wenn das System neu gestartet oder angehalten wird. Das System
I6scht den fllichtigen Speicher innerhalb von 30 Sekunden, wenn es angehalten wird.

Bevor Sie beginnen
» Sie mussen ein Cluster-Administrator sein, um diese Aufgabe auszufiihren.

+ Sie missen die MetroCluster-Umgebung konfigurieren, bevor Sie den Onboard Key Manager
konfigurieren.

Schritte
1. Starten Sie die Konfiguration des Schlisselmanagers:

security key-manager onboard enable -cc-mode-enabled yes|no

Legen Sie fest cc-mode-enabled=yes, dass Benutzer nach einem Neustart die
Passphrase flr den Schlisselmanager eingeben missen. Wenn Sie fir NVE festlegen, cc-
@ mode-enabled=yes volume create volume move start werden Volumes, die Sie
mit den Befehlen und erstellen, automatisch verschlisselt. Die - cc-mode-enabled
Option wird in MetroCluster-Konfigurationen nicht unterstitzt. Der security key-
manager onboard enable Befehl ersetzt den security key-manager setup Befehl.

2. Geben Sie eine Passphrase zwischen 32 und 256 Zeichen oder fir ,cc-mode* eine Passphrase zwischen
64 und 256 Zeichen ein.

Wenn die angegebene ,cc-Mode“-Passphrase weniger als 64 Zeichen betragt, liegt eine
@ Verzdgerung von funf Sekunden vor, bevor die Eingabeaufforderung fur das Setup des
Schlisselmanagers die Passphrase erneut anzeigt.
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3. Geben Sie die Passphrase erneut an der Eingabeaufforderung zur Bestatigung der Passphrase ein.

4. Vergewissern Sie sich, dass die Authentifizierungsschlissel erstellt wurden:

security key-manager key query -key-type NSE-AK

@ Der security key-manager key query Befehl ersetzt den security key-manager
query key Befehl.

Erfahren Sie mehr Uber security key-manager key query in der "ONTAP-Befehlsreferenz".
5. Optional kdnnen Sie Nur-Text-Volumes in verschlisselte Volumes konvertieren.
volume encryption conversion start

Der Onboard Key Manager muss vor der Konvertierung der Volumes vollstandig konfiguriert sein. In einer
MetroCluster-Umgebung muss der Onboard Key Manager auf beiden Standorten konfiguriert sein.

Nachdem Sie fertig sind

Kopieren Sie die Passphrase zur spateren Verwendung an einen sicheren Ort auRerhalb des Storage-
Systems.

Nachdem Sie die Passphrase fiir den Onboard Key Manager konfiguriert haben, sichern Sie die Informationen
manuell an einem sicheren Ort auRerhalb des Speichersystems. Sehen"Manuelles Backup der integrierten
Informationen flir das Verschlisselungsmanagement" .

Verwandte Informationen
+ "Cluster-lmage-Befehle"

+ "Sicherheitsschlisselmanager extern aktivieren"
« "Sicherheitsschllissel-Manager-Schlisselabfrage”

+ "Sicherheitsschlissel-Manager Onboard aktivieren"

Aktivieren Sie die integrierte Schlusselverwaltung fiuir NVE
in ONTAP 9.5 und fruher

Mit dem integrierten Key Manager werden die Schlussel gesichert, die das Cluster fur
den Zugriff auf verschlusselte Daten verwendet. Sie mussen Onboard Key Manager fur
jedes Cluster aktivieren, das auf ein verschlisseltes Volume oder eine
selbstverschliusselnde Festplatte zugreift.

Uber diese Aufgabe

Sie mUssen den security key-manager setup Befehl jedes Mal ausflihren, wenn Sie dem Cluster einen
Node hinzufiigen.

Wenn Sie Uber eine MetroCluster-Konfiguration verflgen, Uberprifen Sie diese Richtlinien:
* In ONTAP 9.5 mlssen Sie security key-manager setup aufdem lokalen Cluster und security

key-manager setup -sync-metrocluster-config yes aufdem Remote-Cluster unter
Verwendung derselben Passphrase ausgefiihrt werden.
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* Vor ONTAP 9.5 missen Sie security key-manager setup aufdem lokalen Cluster ausfiihren, etwa

20 Sekunden warten und dann security key-manager setup aufdem Remote-Cluster unter

Verwendung derselben Passphrase auf jedem Cluster ausfuhren.

StandardmafRig mussen Sie beim Neustart eines Node nicht die Passphrase fur das Schlisselmanagement
eingeben. Ab ONTAP 9.4 kdnnen Sie mit der —enable-cc-mode yes Option festlegen, dass Benutzer die

Passphrase nach einem Neustart eingeben missen.

Wenn Sie fur NVE festlegen, -enable-cc-mode yes volume create volume move start werden

Volumes, die Sie mit den Befehlen und erstellen, automatisch verschlisselt. Flir volume create mussen Sie

nicht angeben -encrypt true. Flr volume move start missen Sie nicht angeben -encrypt
-destination true.

(D Nach einem fehlgeschlagenen Passphrase-Versuch missen Sie den Node erneut neu booten.

Bevor Sie beginnen

» Wenn Sie NSE oder NVE mit einem externen Schlisselverwaltungsserver (KMIP) verwenden, I6schen Sie

die externe Schlisselverwaltungsdatenbank.

"Umstellung auf integriertes Verschlliisselungsmanagement von externem Verschliisselungsmanagement”

+ Sie mussen ein Cluster-Administrator sein, um diese Aufgabe auszufihren.

» Konfigurieren Sie die MetroCluster -Umgebung, bevor Sie den Onboard Key Manager konfigurieren.

Schritte
1. Starten Sie die Konfiguration des Schliisselmanagers:

security key-manager setup -enable-cc-mode yes|no

Ab ONTAP 9.4 kdnnen Sie mit der —enable-cc-mode yes Option festlegen, dass

Benutzer nach einem Neustart die Passphrase fur den Schlliisselmanager eingeben

@ mussen. Wenn Sie fiir NVE festlegen, -enable-cc-mode yes volume create volume

move start werden Volumes, die Sie mit den Befehlen und erstellen, automatisch
verschlisselt.

Das folgende Beispiel beginnt mit dem Einrichten des Schlisselmanagers auf Clustered 1, ohne dass die

Passphrase nach jedem Neustart eingegeben werden muss:

clusterl::> security key-manager setup

Welcome to the key manager setup wizard, which will lead you through

the steps to add boot information.

Would you like to use onboard key-management? {yes, no} [yes]:

Enter the cluster-wide passphrase: <32..256 ASCII characters long
text>

Reenter the cluster-wide passphrase: <32..256 ASCII characters long
text>
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2. Geben Sie yes an der Eingabeaufforderung ein, um die integrierte Schliisselverwaltung zu konfigurieren.

3. Geben Sie an der Eingabeaufforderung fir die Passphrase eine Passphrase zwischen 32 und 256 Zeichen
oder fur ,cc-Mode" eine Passphrase zwischen 64 und 256 Zeichen ein.

Wenn die angegebene ,cc-Mode“-Passphrase weniger als 64 Zeichen betragt, liegt eine
Verzdgerung von funf Sekunden vor, bevor die Eingabeaufforderung fur das Setup des
Schllisselmanagers die Passphrase erneut anzeigt.

4. Geben Sie die Passphrase erneut an der Eingabeaufforderung zur Bestatigung der Passphrase ein.

5. Vergewissern Sie sich, dass die Schlussel fur alle Nodes konfiguriert sind:

security key-manager show-key-store

clusterl::> security key-manager show-key-store

Node: nodel
Key Store: onboard
Key ID Used By

<id value> NSE-AK
<id value> NSE-AK

Node: node2
Key Store: onboard
Key ID Used By

<id value> NSE-AK
<id value> NSE-AK

Erfahren Sie mehr lGber security key-manager show-key-store im"ONTAP-Befehlsreferenz".
6. Konvertieren Sie optional Klartextvolumes in verschlisselte Volumes.
volume encryption conversion start

Konfigurieren Sie den Onboard Key Manager, bevor Sie Volumes konvertieren. Konfigurieren Sie es in
MetroCluster -Umgebungen auf beiden Sites.

Nachdem Sie fertig sind

Kopieren Sie die Passphrase zur spateren Verwendung an einen sicheren Ort auRerhalb des Storage-
Systems.

Wenn Sie die Passphrase flir den Onboard Key Manager konfigurieren, sichern Sie die Informationen fir den

Fall einer Katastrophe an einem sicheren Ort au3erhalb des Speichersystems. Sehen"Manuelles Backup der
integrierten Informationen fiir das Verschlisselungsmanagement" .
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Verwandte Informationen

* "Manuelles Backup der integrierten Informationen fur das Verschlisselungsmanagement"
« "Umstellung auf integriertes Verschlisselungsmanagement von externem Verschliisselungsmanagement”

+ "Sicherheitsschllissel-Manager Show-Key-Store"

Aktivieren Sie die integrierte Schlusselverwaltung in neu
hinzugefugten ONTAP Knoten

Mit dem integrierten Key Manager werden die SchlUssel gesichert, die das Cluster flr
den Zugriff auf verschlusselte Daten verwendet. Sie mussen Onboard Key Manager fur
jedes Cluster aktivieren, das auf ein verschlisseltes Volume oder eine
selbstverschlisselnde Festplatte zugreift.

Fir ONTAP 9.6 und héher mussen Sie Folgendes ausfiuhren: security key-manager
onboard sync Flhren Sie diesen Befehl jedes Mal aus, wenn Sie dem Cluster einen Knoten
hinzufligen.

@ Bei ONTAP 9 5 und friheren Versionen miissen Sie den security key-manager setup
Befehl jedes Mal ausfiihren, wenn Sie dem Cluster einen Knoten hinzufligen.

Wenn Sie einem Cluster mit integrierter Schllisselverwaltung einen Knoten hinzufligen, fihren
Sie diesen Befehl aus, um fehlende Schllssel zu aktualisieren.

Wenn Sie Uber eine MetroCluster-Konfiguration verflgen, Uberprifen Sie diese Richtlinien:

* Ab ONTAP 9.6 missen Sie security key-manager onboard enable zuerst auf dem lokalen Cluster
ausfliihren und dann security key-manager onboard sync auf dem Remote-Cluster unter
Verwendung derselben Passphrase auf jedem Cluster ausfiihren.

Erfahren Sie mehr Uber security key-manager onboard enable und security key-manager
onboard sync in der "ONTAP-Befehlsreferenz".

* In ONTAP 9.5 missen Sie security key-manager setup aufdem lokalen Cluster und security
key-manager setup -sync-metrocluster-config yes auf dem Remote-Cluster unter
Verwendung derselben Passphrase ausgefiihrt werden.

* Vor ONTAP 9.5 missen Sie security key-manager setup aufdem lokalen Cluster ausfiihren, etwa
20 Sekunden warten und dann security key-manager setup aufdem Remote-Cluster unter
Verwendung derselben Passphrase auf jedem Cluster ausfihren.

Standardmafig mussen Sie beim Neustart eines Node nicht die Passphrase fur das Schlisselmanagement
eingeben. Ab ONTAP 9.4 kdnnen Sie mit der —enable-cc-mode yes Option festlegen, dass Benutzer die
Passphrase nach einem Neustart eingeben missen.

Wenn Sie fur NVE festlegen, —enable-cc-mode yes volume create volume move start werden
Volumes, die Sie mit den Befehlen und erstellen, automatisch verschlisselt. Fir volume create missen Sie
nicht angeben -encrypt true. Fir volume move start missen Sie nicht angeben -encrypt
-destination true.
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@ Wenn die Passphrase-Eingabe fehlschlagt, starten Sie den Knoten neu. Nach dem Neustart
kénnen Sie versuchen, die Passphrase erneut einzugeben.

Verwandte Informationen

+ "Cluster-Image-Befehle"
« "Sicherheitsschlliisselmanager extern aktivieren"

+ "Sicherheitsschlissel-Manager Onboard aktivieren"
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