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Netzwerkarchitektur

Übersicht über die Netzwerkarchitektur

Die Netzwerkarchitektur für eine ONTAP Datacenter-Implementierung besteht im
Allgemeinen aus einem Cluster Interconnect, einem Managementnetzwerk für die
Cluster-Administration und einem Datennetzwerk. NICs (Netzwerkkarten) stellen
physische Ports für Ethernet-Verbindungen bereit. HBAs (Host Bus Adapter) stellen
physische Ports für FC-Verbindungen bereit.

Logische Ports

Zusätzlich zu den physischen Ports, die auf jedem Node zur Verfügung gestellt werden,
können Sie den Netzwerk-Traffic über logische Ports verwalten. Logische Ports sind
Interface Groups oder VLANs.

Interface Groups

Interface Groups Kombinieren Sie mehrere physische Ports zu einem einzigen logischen „Trunk-Port“.
Möglicherweise möchten Sie eine Schnittstellengruppe erstellen, die aus Ports von NICs in verschiedenen
PCI-Steckplätzen besteht, um sicherzustellen, dass ein Steckplatz ausfällt, der den geschäftskritischen
Verkehr verringert.

Eine Schnittstellengruppe kann Single-Mode, Multimode oder dynamischer Multimode sein. Jeder Modus
bietet unterschiedliche Niveaus der Fehlertoleranz. Sie können beide Arten von Multimode-
Schnittstellengruppen verwenden, um den Netzwerkdatenverkehr auszugleichen.
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VLANs

VLANs trennen den Datenverkehr von einem Netzwerkport (der eine Schnittstellengruppe sein könnte) in
logische Segmente, die auf Switch-Port-Basis definiert sind, und nicht in physischen Grenzen. Die zu einem
VLAN gehörenden End-Stations sind durch Funktion oder Anwendung in Verbindung.

Sie können Endstationen nach Abteilung gruppieren, z. B. Engineering und Marketing, oder nach Projekt, wie
z. B. Release 1 und Release 2. Da die physische Nähe der Endstationen in einem VLAN irrelevant ist, können
die Endstationen geographisch entfernt sein.

Unterstützung von Industriestandard-Netzwerktechnologien

ONTAP unterstützt alle gängigen Netzwerktechnologien. Die Schlüsseltechnologien
umfassen IPspaces, DNS-Lastausgleich und SNMP-Traps.

Broadcast-Domänen, Failover-Gruppen und Subnetze werden in beschriebenFailover VON NAS-Pfaden.

IPspaces

Sie können einen IPspace verwenden, um für jeden virtuellen Datenserver in einem Cluster einen eigenen IP-
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Adressraum zu erstellen. So können Clients in administrativ getrennten Netzwerkdomänen unter Verwendung
überlappender IP-Adressbereiche aus demselben IP-Adressbereich des Subnetzes auf Cluster-Daten
zugreifen.

So konnte ein Service Provider zum Beispiel verschiedene IPspaces für Mandanten konfigurieren, die
dieselben IP-Adressen für den Zugriff auf ein Cluster verwenden.

DNS-Lastverteilung

Sie können DNS Load Balancing verwenden, um den Datenverkehr im Benutzernetzwerk über verfügbare
Ports zu verteilen. Ein DNS-Server wählt dynamisch eine Netzwerkschnittstelle für den Datenverkehr aus,
basierend auf der Anzahl der Clients, die auf der Schnittstelle montiert sind.

SNMP-Traps

Sie können SNMP Traps verwenden, um regelmäßig auf betriebliche Schwellenwerte oder Ausfälle zu
überprüfen. SNMP-Traps erfassen System-Monitoring-Informationen, die asynchron von einem SNMP-Agent
an einen SNMP-Manager gesendet werden.

FIPS-Compliance

ONTAP entspricht den Federal Information Processing Standards (FIPS) 140-2 für alle SSL-Verbindungen. Sie
können den SSL-FIPS-Modus ein- und ausschalten, SSL-Protokolle global festlegen und alle schwachen
Chiffren wie RC4 deaktivieren.

RDMA-Übersicht

Die RDMA (Remote Direct Memory Access) von ONTAP unterstützen latenzkritische
Workloads mit hoher Bandbreite. Mit RDMA lassen sich Daten direkt zwischen dem
Speicher des Storage-Systems und dem Hostsystemspeicher kopieren, wodurch CPU-
Unterbrechungen und Overhead vermieden werden.

NFS über RDMA

Ab ONTAP 9.10.1 können Sie "NFS über RDMA"die Verwendung von NVIDIA GPUDirect-Storage für GPU-
beschleunigte Workloads auf Hosts mit unterstützten NVIDIA-GPUs aktivieren.

RDMA wird mit dem SMB-Protokoll nicht unterstützt.

Cluster Interconnect RDMA

Cluster Interconnect RDMA reduziert die Latenz, verringert Failover-Zeiten und beschleunigt die
Kommunikation zwischen Nodes in einem Cluster.

Ab ONTAP 9.10.1 wird Cluster Interconnect RDMA bei Verwendung mit X1151A Cluster NICs für bestimmte
Hardwaresysteme unterstützt. Ab ONTAP 9.13.1 unterstützen die X91153A NICs auch RDMA für Cluster-
Verbindungen. In der Tabelle finden Sie Informationen darüber, welche Systeme in den verschiedenen ONTAP
Versionen unterstützt werden.
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Systeme Unterstützte ONTAP-Versionen

• AFF A50

• AFF A30

• AFF A20

• AFF C80

• AFF C60

• AFF C30

• ASA A50

• ASA A30

• ASA A20

ONTAP 9.16.1 und höher

• AFF A1K

• AFF A90

• AFF A70

• ASA A1K

• ASA A90

• ASA A70

• FAS90

• FAS70

ONTAP 9.15.1 und höher

• AFF A900

• ASA A900

• FAS9500

ONTAP 9.13.1 und höher

• AFF A400

• ASA A400

ONTAP 9.10.1 und höher

Bei entsprechender Einrichtung des Storage-Systems ist keine zusätzliche Konfiguration erforderlich, um
Cluster Interconnect RDMA zu verwenden.
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