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Spezielle Konfigurationen

Nach einem Upgrade suchen Sie nach bestimmten ONTAP-

Konfigurationen

Wenn das Cluster mit einer der folgenden Funktionen konfiguriert ist, mussen Sie nach
dem Upgrade der ONTAP Software moglicherweise weitere Schritte ausfuhren.

Fragen Sie sich...

Habe ich ein Upgrade von ONTAP 9.7 oder friiher auf
ONTAP 9.8 oder héher durchgefihrt?

Befindet sich mein Cluster in einer MetroCluster
Konfiguration?

Habe ich eine SAN-Konfiguration?

Habe ich ein Upgrade von ONTAP 9.3 oder einer
frGheren Version durchgefiihrt und verwende ich
NetApp-Speicherverschlisselung?

Gibt es Spiegelungen zur Lastverteilung?

Gibt es Benutzerkonten fur Service-Prozessor (SP)-
Zugriff, die vor ONTAP 9.9 erstellt wurden?

Wenn lhre Antwort ja lautet, dann tun Sie das...

Uberprifen Sie die Netzwerkkonfiguration Entfernen
Sie den EMS-LIF-Dienst aus
Netzwerkdienstrichtlinien, die keine Erreichbarkeit des
EMS-Ziels bieten

Uberpriifen Sie den Netzwerk- und Storage-Status

Uberpriifen Sie Ihre SAN-Konfiguration

Neukonfigurieren der KMIP-Serververbindungen

Verschiebung von Quell-Volumes mit verschobenen
Load-Sharing-Spiegeln

Uberprifen Sie die Anderungen an Konten, die auf
den Service Processor zugreifen konnen

Uberpriifen Sie nach einem Upgrade Ihre ONTAP-

Netzwerkkonfiguration

Nach dem Upgrade von ONTAP 9.7x oder einer frUheren Version auf ONTAP 9.8 oder
hdher sollten Sie Ihre Netzwerkkonfiguration Gberprifen. Nach dem Upgrade Uberwacht
ONTAP automatisch die Erreichbarkeit von Ebene 2.

Schritt

1. Uberpriifen Sie, ob jeder Port die erwartete Broadcast-Doméane erreicht:

network port reachability show -detail

Erfahren Sie mehr Gber network port reachability show in der "ONTAP-Befehlsreferenz".

Die Befehlsausgabe enthalt Ergebnisse zur Wiederherstellung. Verwenden Sie die folgende
Entscheidungsstruktur und Tabelle, um die Ergebnisse der Nachachbarkeit (Status der Erreichbarkeit) zu
verstehen und zu bestimmen, welche, wenn Uberhaupt, als Nachstes zu tun.


https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-show.html
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Der Port verflgt tber eine Layer 2-Erreichbarkeit fur seine zugewiesene Broadcast-
Domane.

Wenn der Status der Erreichbarkeit ,0k" ist, aber es ,unerwartete Ports“ gibt, sollten Sie
eine oder mehrere Broadcast-Domanen zusammenfihren. Weitere Informationen
finden Sie unter "Broadcast-Domanen zusammenfuhren".

Wenn der Status ,Erreichbarkeit” ,ok” lautet, aber ,nicht erreichbare Ports“ vorhanden
sind, sollten Sie eine oder mehrere Broadcast-Domanen aufteilen. Weitere
Informationen finden Sie unter "Teilen von Broadcast-Domanen auf".

Wenn der Status ,Erreichbarkeit” ,ok” lautet und keine unerwarteten oder nicht
erreichbaren Ports vorhanden sind, ist die Konfiguration korrekt.

Der Port verfugt nicht Gber eine Ebene 2-Erreichbarkeit seiner zugewiesenen
Broadcast-Domane; der Port besitzt jedoch Layer 2-Erreichbarkeit zu einer anderen
Broadcast-Domane.

Sie kdnnen die Anschlussfahigkeit reparieren. Wenn Sie den folgenden Befehl
ausflihren, weist das System den Port der Broadcast-Domane zu, der sie
nachzuweisen kann:

network port reachability repair -node -port

Weitere Informationen finden Sie unter "Port-Erreichbarkeit reparieren”.

Erfahren Sie mehr Uber network port reachability repair inder "ONTAP-
Befehlsreferenz".

Der Port verfligt nicht Gber eine Ebene 2-Erreichbarkeit fiir eine vorhandene Broadcast-
Domane.

Sie kénnen die Anschlussfahigkeit reparieren. Wenn Sie den folgenden Befehl
ausflhren, weist das System den Port einer neuen automatisch erstellten Broadcast-
Doméane im Standard-IPspace zu:

network port reachability repair -node -port

Weitere Informationen finden Sie unter "Port-Erreichbarkeit reparieren”.

Der Port verflgt Gber eine Layer-2-Erreichbarkeit fir seine zugewiesene Broadcast-
Domane; er verfligt jedoch auch Uber eine Layer-2-Erreichbarkeit von mindestens einer
anderen Broadcast-Domane.

Uberpriifen Sie die physische Konnektivitat und die Switch-Konfiguration, um
festzustellen, ob sie falsch ist oder ob die zugewiesene Broadcast-Domain des Ports
mit einer oder mehreren Broadcast-Domanen zusammengefihrt werden muss.

Weitere Informationen finden Sie unter "Broadcast-Doméanen zusammenfuhren" oder
"Port-Erreichbarkeit reparieren”.


https://docs.netapp.com/de-de/ontap/networking/merge_broadcast_domains.html
https://docs.netapp.com/de-de/ontap/networking/split_broadcast_domains.html
https://docs.netapp.com/de-de/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-repair.html
https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-repair.html
https://docs.netapp.com/de-de/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/de-de/ontap/networking/merge_broadcast_domains.html
https://docs.netapp.com/de-de/ontap/networking/repair_port_reachability.html

Unbekannt Wenn der Status ,unbekannt” lautet, warten Sie einige Minuten, und versuchen Sie den
Befehl erneut.

Nachdem Sie einen Port repariert haben, missen Sie die vertriebenen LIFs und VLANs Uberprifen und
beheben. Wenn der Port Teil einer Schnittstellengruppe war, miissen Sie auch verstehen, was mit dieser
Schnittstellengruppe passiert ist. Weitere Informationen finden Sie unter "Port-Erreichbarkeit reparieren”.

Entfernen Sie den EMS LIF-Dienst nach einem ONTAP-
Upgrade von den Netzwerkdienstrichtlinien

Wenn Sie vor dem Upgrade von ONTAP 9.7 oder fruher auf ONTAP 9.8 oder hdher Event
Management System-Nachrichten (EMS) eingerichtet haben, werden Ihre EMS-
Nachrichten nach dem Upgrade moglicherweise nicht zugestellt.

Wahrend des Upgrades management-ems , der EMS-LIF-Dienst, wird allen vorhandenen Dienstrichtlinien in
Admin-SVMs hinzugefligt. Dadurch kdnnen EMS-Nachrichten von allen mit den Servicerichtlinien verknipften
LIFs gesendet werden. Wenn das ausgewabhlte LIF nicht auf das Ziel der Ereignisbenachrichtigung zugreifen

kann, wird die Meldung nicht ausgegeben.

Um dies zu verhindern, sollten Sie nach dem Upgrade den EMS-LIF-Dienst aus den Netzwerkdienstrichtlinien
entfernen, die keine Erreichbarkeit des Ziels bieten.

"Erfahren Sie mehr Gber ONTAP LIFs und Servicerichtlinien".

Schritte

1. ldentifizieren Sie die LIFs und zugehdrigen Netzwerkdienstrichtlinien, Gber die EMS-Nachrichten gesendet
werden konnen:

network interface show -fields service-policy -services management-ems

vserver 1if service-policy
cluster-1 cluster mgmt default-management
cluster-1 nodel-mgmt default-management
cluster-1 node2-mgmt default-management
cluster-1 inter cluster default-intercluster

4 entries were displayed.

2. Uberprifen Sie jede LIF auf Verbindung zum EMS-Ziel:

network ping -1if <1lif name> -vserver <svm name> -destination
<destination address>

Flhren Sie dies auf jedem Knoten aus.


https://docs.netapp.com/de-de/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/de-de/ontap/networking/lifs_and_service_policies96.html#service-policies-for-system-svms

Beispiele

cluster-1::> network ping -1if nodel-mgmt -vserver cluster-1
-destination 10.10.10.10
10.10.10.10 is alive

cluster-1::> network ping -1if inter cluster -vserver cluster-1
-destination 10.10.10.10
no answer from 10.10.10.10

3. Geben Sie die erweiterte Berechtigungsebene ein:
set advanced

4. Fur die LIFs, die nicht erreichbar sind, entfernen Sie die management-ems LIF-Dienst aus den
entsprechenden Servicerichtlinien:

network interface service-policy remove-service -vserver <svm name>

-policy <service policy name> -service management-ems
Erfahren Sie mehr Uber network interface service-policy remove-service in der "ONTAP-
Befehlsreferenz".

5. Uberpriifen Sie, dass die Management-ems LIF jetzt nur mit den LIFs verkniipft ist, die die Erreichbarkeit

des EMS-Ziels bieten:

network interface show -fields service-policy -services management-ems

Nach einem ONTAP Upgrade den Netzwerk- und Storage-
Status der MetroCluster Konfigurationen uberprufen

Nachdem Sie ein ONTAP Cluster in einer MetroCluster Konfiguration aktualisiert haben,
sollten Sie den Status der LIFs, Aggregate und Volumes fur jedes Cluster Uberprufen.

1. Uberpriifen Sie den LIF-Status:
network interface show

Im normalen Betrieb missen LIFs fir Quell-SVMs einen Administratorstatus von ,up* aufweisen und sich
auf ihren Home-Nodes befinden. LIFs fir Ziel-SVMs mussen nicht auf ihren Home-Nodes up-to-located
sein. Durch die Umschaltung verfiigen alle LIFs Uber einen Administratorstatus von oben, missen sich
aber nicht auf ihren Home-Nodes befinden.


https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-remove-service.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-remove-service.html

clusterl::> network interface show

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster
clusterl-al clusl
up/up 192.0.2.1/24 clusterl-01
eZa
true
clusterl-al clus2
up/up 192.0.2.2/24 clusterl-01
e2b
true
clusterl-01
clus mgmt up/up 198.51.100.1/24 clusterl-01
e3a
true
clusterl-al inetd4 interclusterl
up/up 198.51.100.2/24 clusterl-01
e3c
true

27 entries were displayed.

2. Uberpriifen Sie den Status der Aggregate:

storage aggregate show -state !online

Mit diesem Befehl werden alle Aggregate angezeigt, die Not online sind. Im normalen Betrieb missen alle
Aggregate am lokalen Standort online sein. Wenn die MetroCluster-Konfiguration jedoch um den Switch
geht, kdnnen Root-Aggregate am Disaster-Recovery-Standort offline sein.

Dieses Beispiel zeigt ein Cluster im normalen Betrieb:

clusterl::> storage aggregate show -state !online
There are no entries matching your query.

Dieses Beispiel zeigt ein Cluster in Switchover, in dem die Root-Aggregate am Disaster-Recovery-Standort



offline sind:

clusterl::> storage aggregate show -state !online
Aggregate Size Available Used$% State #Vols Nodes RAID
Status

0B 0B 0% offline 0 cluster2-01

mirror

degraded
aggr0 b2

0B 0B 0% offline 0 cluster2-02

oe

raid dp,
mirror

degraded
2 entries were displayed.

3. Uberpriifen Sie den Status der Volumes:

volume show -state !online

Dieser Befehl zeigt alle Volumes an, die Not online sind.

Wenn die MetroCluster-Konfiguration sich im normalen Betrieb befindet (sie befindet sich nicht im
Switchover-Status), sollte die Ausgabe alle Volumes anzeigen, die zu den sekundaren SVMs des Clusters
gehoren (diejenigen mit dem SVM-Namen, angehangt mit ,-mc*).

Diese Volumes sind nur bei einem Switchover online verflgbar.

Dieses Beispiel zeigt einen Cluster im normalen Betrieb, bei dem die Volumes am Disaster-Recovery-
Standort nicht online sind.



clusterl::> volume show -state !online

(volume show)
Vserver Volume Aggregate State Type Size
Available Used%

vs2-mc voll aggrl bl = RW =
;SZ—mc_ root vs2 aggr0 bl = RW =
;SZ—mc_ vol2 aggrl bl = RW =
;52—mc_ vol3 aggrl bl = RW =
;SZ—mc_ vol4 aggrl bl = RW =

5 entries were displayed.
4. Vergewissern Sie sich, dass es keine inkonsistenten Volumes gibt:
volume show -is-inconsistent true

Siehe die"NetApp Knowledge Base: Volume zeigt WAFL inkonsistent an" zur Behebung der inkonsistenten
Volumina.

Uberpriifen Sie die SAN-Konfiguration nach einem ONTAP-
Upgrade

Nach einem ONTAP Upgrade sollten Sie in einer SAN-Umgebung Uberprufen, ob jeder
Initiator, der mit einer LIF verbunden war, vor dem Upgrade erfolgreich mit der LIF
verbunden wurde.

1. Vergewissern Sie sich, dass jeder Initiator mit dem richtigen LIF verbunden ist.
Sie sollten die Liste der Initiatoren mit der Liste vergleichen, die Sie wahrend der Upgrade-Vorbereitung

erstellt haben. Wenn Sie ONTAP 9.11.1 oder hdher verwenden, zeigen Sie den Verbindungsstatus mit
System Manager an, da die Anzeige dort wesentlich klarer ist als die CLI.


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/Volume_Showing_WAFL_Inconsistent

System Manager
a. Klicken Sie in System Manager auf Hosts > SAN-Initiatorgruppen.

Die Seite zeigt eine Liste der Initiatorgruppen an. Wenn die Liste grol ist, kdbnnen Sie weitere
Seiten der Liste anzeigen, indem Sie auf die Seitenzahlen unten rechts auf der Seite klicken.

In den Spalten werden verschiedene Informationen zu den Initiatorgruppen angezeigt. Ab 9.11.1
wird auch der Verbindungsstatus der Initiatorgruppe angezeigt. Bewegen Sie den Mauszeiger
Uber Statuswarnungen, um Details anzuzeigen.

CLI
o Liste der iSCSI-Initiatoren:

iscsi initiator show -fields igroup,initiator-name, tpgroup
o Liste FC-Initiatoren:

fcp initiator show -fields igroup,wwpn,lif

Nach einem Upgrade von ONTAP 9.2 oder einer alteren
Version werden KMIP-Serververbindungen neu konfiguriert

Nach dem Upgrade von ONTAP 9.2 oder einer alteren Version auf ONTAP 9.3 oder
hoher mussen Sie alle externen KMIP-Serververbindungen (Key Management) neu
konfigurieren.

Schritte
1. Konfiguration der Schliisselmanager-Konnektivitat:

security key-manager setup

2. Fugen Sie lhre KMIP-Server hinzu:

security key-manager add -address <key management server ip address>
3. Vergewissern Sie sich, dass KMIP-Server verbunden sind:

security key-manager show -status

4. Abfrage der Schlisselserver:



security key-manager query
5. Neuen Authentifizierungsschlissel und neue Passphrase erstellen:
security key-manager create-key -prompt-for-key true

Legen Sie eine Passphrase mit mindestens 32 Zeichen fest.

6. Abfrage des neuen Authentifizierungsschlissels:
security key-manager query
7. Weisen Sie lhren Self-Encrypting Disks (SEDs) den neuen Authentifizierungsschlissel zu:

storage encryption disk modify -disk <disk ID> -data-key-id <key ID>

(D Verwenden Sie den neuen Authentifizierungsschlissel aus lhrer Abfrage.

8. Weisen Sie den SEDs bei Bedarf einen FIPS-Schlissel zu:

storage encryption disk modify -disk <disk id> -fips-key-id
<fips authentication key id>

Wenn |hre Sicherheitskonfiguration die Verwendung unterschiedlicher Schilissel fur die
Datenauthentifizierung und die FIPS 140-2-Authentifizierung erfordert, sollten Sie flir beide einen
separaten Schlussel erstellen. Andernfalls verwenden Sie fir beide denselben Authentifizierungsschlissel.

Verwandte Informationen

 "Einrichtung des Sicherheitsschlissel-Managers"

 "Speicherverschliisselung Datentrager andern”

Verschieben Sie verschobene Load-Sharing-Spiegelungs-
Quell-Volumes nach einem ONTAP Upgrade

Nach dem Upgrade von ONTAP mussen Quell-Volumes mit Load-Sharing-Spiegelung
wieder an ihre Standorte vor dem Upgrade verschoben werden.

Schritte

1. Ermitteln Sie den Speicherort, an den Sie das Load-Sharing-Mirror-Quellvolume verschieben, indem Sie
den Datensatz verwenden, den Sie erstellt haben, bevor Sie das Load-Sharing-Spiegelquellvolume
verschieben.
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https://docs.netapp.com/us-en/ontap-cli-9161/security-key-manager-setup.html
https://docs.netapp.com/us-en/ontap-cli/storage-encryption-disk-modify.html

2. Verschieben Sie das Quell-Volume der Load-Sharing-Spiegelung zurtick an den urspriinglichen
Speicherort:

volume move start

Andern Sie die Benutzerkonten, die nach einem ONTAP
Upgrade auf den Service-Prozessor zugreifen konnen

Wenn Sie Benutzerkonten in ONTAP 9 8 oder friher erstellt haben, die mit einer nicht-
Administratorrolle auf den Serviceprozessor (SP) zugreifen kénnen, und Sie ein Upgrade
auf ONTAP 9.9.1 oder hoher durchfihren, -role wird jeder nicht-Admin-Wert im
Parameter in geandert admin.

Weitere Informationen finden Sie unter "Konten, die auf den SP zugreifen konnen".

11


https://docs.netapp.com/de-de/ontap/system-admin/accounts-access-sp-concept.html
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