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Storage-Virtualisierung

Überblick über die Storage-Virtualisierung

Sie verwenden Storage Virtual Machines (SVMs), um Clients und Hosts mit Daten zu
versorgen. Wie eine Virtual Machine, die auf einem Hypervisor ausgeführt wird, ist eine
SVM eine logische Einheit, die physische Ressourcen abstrahiert. Daten, auf die über die
SVM zugegriffen wird, sind an keinen Speicherort im Storage gebunden. Der
Netzwerkzugriff auf die SVM ist nicht an einen physischen Port gebunden.

Früher wurden SVMs als „vservers“ bezeichnet. Die ONTAP-Befehlszeilenschnittstelle
verwendet nach wie vor den Begriff „vServer“.

Eine SVM stellt Daten von einem oder mehreren Volumes aus für Clients und Hosts über eine oder mehrere
Netzwerk-logische Schnittstellen (LIFs) bereit. Volumes können jedem beliebigen Datenaggregat im Cluster
zugewiesen werden. LIFs können von jedem physischen oder logischen Port gehostet werden. Sowohl
Volumes als auch LIFs lassen sich ohne Unterbrechung des Datenservice verschieben, unabhängig davon, ob
Sie Hardware-Upgrades durchführen, Nodes hinzufügen, die Performance ausgleichen oder die Kapazität über
Aggregate hinweg optimieren.

Dieselbe SVM kann eine LIF für NAS-Verkehr und eine LIF für den SAN-Datenverkehr haben. Clients und
Hosts benötigen für den Zugriff auf die SVM nur die Adresse der logischen Schnittstelle (IP-Adresse für NFS,
SMB oder iSCSI; WWPN für FC). LIFs behalten ihre Adressen während der Verschiebung bei. Ports können
mehrere LIFs hosten. Jede SVM verfügt über eigene Sicherheit, Administration und eigenen Namespace.

Zusätzlich zu Data SVMs setzt ONTAP spezielle SVMs für die Administration ein:

• Beim Einrichten des Clusters wird eine admin SVM erstellt.

• Wenn ein Node einem neuen oder vorhandenen Cluster hinzugefügt wird, wird eine SVM_ „_Node“ erstellt.

• Für die Kommunikation auf Cluster-Ebene in einem IPspace wird automatisch eine SVM_ -SystemSVM
erstellt.

Diese SVMs können nicht zum Bereitstellen von Daten verwendet werden. Außerdem gibt es spezielle LIFs für
Datenverkehr innerhalb und zwischen Clustern sowie für das Management von Clustern und Nodes.

Warum ONTAP so ist wie Middleware

Die logischen Objekte, die ONTAP für Storage-Management-Aufgaben verwendet, erfüllen die bekannten Ziele
eines gut durchdachten Middleware-Pakets: Der Administrator wird von den Details der Implementierung auf
niedriger Ebene abschirmt und die Konfiguration durch Änderungen der physischen Eigenschaften wie Knoten
und Ports isoliert. Der Grundgedanke besteht darin, dass der Administrator in der Lage sein sollte, Volumes
und LIFs einfach zu verschieben und einige Felder neu zu konfigurieren statt der gesamten Storage-
Infrastruktur.

SVM Anwendungsfälle

Service-Provider nutzen SVMs in sicherer Mandantenanordnung für die sichere
Mandantenfähigkeit, um die Daten jeder Mandant zu isolieren, eine eigene
Authentisierung und Administration bereitzustellen und die Kostenverrechnung zu
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vereinfachen. Sie können derselben SVM mehrere LIFs zuweisen, um unterschiedliche
Kundenanforderungen zu erfüllen. Sie können QoS zum Schutz vor Mandanten-
Workloads „Mobbing“ der Workloads anderer Mandanten verwenden.

Administratoren verwenden SVMs für ähnliche Zwecke im Unternehmen. Vielleicht möchten Sie Daten aus
verschiedenen Abteilungen trennen oder Storage Volumes, auf die Hosts in einer SVM und Benutzer-
Freigabe-Volumes in einer anderen zugreifen können. Einige Administratoren platzieren iSCSI/FC-LUNs und
NFS-Datastores in einer SVM und SMB-Freigaben in einer anderen.

Administration von Clustern und SVM

Ein_Cluster-Administrator_ greift auf die Admin-SVM für das Cluster zu. `admin`Beim
Einrichten des Clusters werden automatisch die Admin-SVM und ein Cluster-
Administrator mit dem reservierten Namen erstellt.

Ein Cluster-Administrator mit der Standardrolle admin kann den gesamten Cluster und seine Ressourcen
verwalten. Der Cluster-Administrator kann bei Bedarf weitere Cluster-Administratoren mit unterschiedlichen
Rollen erstellen.

Ein SVM-Administrator greift auf eine Daten-SVM zu. Je nach Bedarf erstellt der Cluster-Administrator Daten-
SVMs und SVM-Administratoren.

SVM-Administratoren wird die vsadmin Rolle standardmäßig zugewiesen. Der Cluster-Administrator kann je
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nach Bedarf SVM-Administratoren verschiedene Rollen zuweisen.

Role-Based Access Control (RBAC)

Die einem Administrator zugewiesene Rolle bestimmt die Befehle, auf die der Administrator Zugriff hat. Sie
weisen die Rolle beim Erstellen des Kontos für den Administrator zu. Sie können je nach Bedarf eine andere
Rolle zuweisen oder benutzerdefinierte Rollen definieren.

Namespaces und Verbindungspunkte

Ein NAS Namespace ist eine logische Gruppierung von Volumes, die an Junction Points

zu einer einzigen Filesystem-Hierarchie zusammengeschlossen wurden. Ein Client mit
ausreichenden Berechtigungen kann auf Dateien im Namespace zugreifen, ohne den
Speicherort der Dateien im Storage anzugeben. Junctioned Volumes können sich überall
im Cluster befinden.

Anstatt jedes Volume mit einer interessanten Datei zu mounten, mounten NAS-Clients einen NFS Export oder
greifen auf eine SMB share. der Export oder Share stellt den gesamten Namespace oder einen
Zwischenstandort innerhalb des Namespace dar. Der Client greift nur auf die Volumes zu, die unter seinem
Zugriffspunkt gemountet wurden.

Sie können Volumes je nach Bedarf dem Namespace hinzufügen. Sie können Verbindungspunkte direkt unter
einer übergeordneten Volume-Verbindung oder in einem Verzeichnis innerhalb eines Volumes erstellen. Ein
Pfad zu einer Volume-Verbindung für ein Volume namens „vol3“ kann /vol1/vol2/vol3 , oder
/vol1/dir2/vol3, oder sogar sein /dir1/dir2/vol3. Der Pfad wird als Verbindungspfad bezeichnet.

Jeder SVM hat einen eindeutigen Namespace. Das SVM-Root-Volume ist der Einstiegspunkt in die
Namespace-Hierarchie.

Damit die Daten im Falle eines Node-Ausfalls oder eines Failover weiterhin verfügbar bleiben,
sollten Sie eine Load-Sharing Mirror Kopie für das SVM Root-Volume erstellen.
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Beispiel

Im folgenden Beispiel wird ein Volume mit dem Namen „home4“ auf SVM vs1 erstellt, das über einen
Verbindungspfad verfügt /eng/home:

cluster1::> volume create -vserver vs1 -volume home4 -aggregate aggr1

-size 1g -junction-path /eng/home

[Job 1642] Job succeeded: Successful
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