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Storage-Virtualisierung mit Copy-Offload von
VMware und Microsoft

Uberblick: Storage-Virtualisierung mit VMware und
Microsoft Copy-Offload

Kopierauslagerungsoperationen von VMware und Microsoft zur Steigerung der
Performance und des Netzwerkdurchsatzes Sie mussen |hr System so konfigurieren,
dass es die Anforderungen der Betriebssystemumgebungen von VMware und Windows
erfullt, damit die jeweiligen Funktionen zur Offload von Kopien genutzt werden kénnen.

Bei der Nutzung von VMware und Microsoft Copy-Offload in virtualisierten Umgebungen missen lhre LUNs
aufeinander abgestimmt werden. Nicht ausgerichtete LUNs kénnen die Performance beeintrachtigen.

Vorteile der Nutzung einer virtualisierten SAN-Umgebung

Wenn Sie eine virtualisierte Umgebung mithilfe von Storage Virtual Machines (SVMs) und LIFs erstellen,
kénnen Sie Ihre SAN-Umgebung auf alle Nodes im Cluster erweitern.

* Dezentrales Management

Sie kénnen sich bei jedem Node in der SVM anmelden, um alle Nodes in einem Cluster zu verwalten.
* Verbesserter Datenzugriff

Mit MPIO und ALUA haben Sie Zugriff auf Ilhre Daten Uber alle aktiven iSCSI oder FC LIFs fiir die SVM.
« Kontrollierter LUN-Zugriff

Wenn Sie SLM und Portsatze verwenden, kdnnen Sie die Anzahl der LIFs begrenzen, die ein Initiator zum
Zugriff auf LUNs verwenden kann.

Der Zugriff auf LUNs erfolgt in einer virtualisierten
Umgebung

In einer virtualisierten Umgebung kénnen Hosts (Clients) mithilfe von optimierten und
nicht optimierten Pfaden auf LUNs zugreifen.

Eine LIF ist eine logische Schnittstelle, die die SVM mit einem physischen Port verbindet. Obwohl mehrere
SVMs mehrere LIFs am selben Port aufweisen kénnen, gehort eine LIF zu einer SVM. Die LUNs kdnnen Uber
die LIFs der SVMs aufgerufen werden.

Beispiel fiir einen LUN-Zugriff liber eine einzelne SVM in einem Cluster

Im folgenden Beispiel stellt Host 1 eine Verbindung zu LIF1.1 und LIF1.2 in SVM-1 her, um auf LUN1
zuzugreifen. LIF1.1 verwendet den physischen Port Nr. 1:0c und LIF1.2 mit dem Node2:0c. LIF1.1 und LIF1,2
gehoren nur zu SVM-1. Wenn eine neue LUN auf Node 1 oder Node 2 flir SVM-1 erstellt wird, kdbnnen sie
dieselben LIFs verwenden. Wenn eine neue SVM erstellt wird, kdnnen neue LIFs mit physischen Ports Oc oder
0d der beiden Nodes erstellt werden.
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Beispiel eines LUN-Zugriffs mit mehreren SVMs in einem Cluster

Ein physischer Port kann mehrere LIFs unterstiitzen, die unterschiedliche SVMs unterstiitzen. Da LIFs einer
bestimmten SVM zugeordnet sind, kdnnen die Cluster-Nodes den eingehenden Datenverkehr an die richtige
SVM senden. Im folgenden Beispiel verfiigt jeder Node von 1 bis 4 (iber eine LIF fir SVM-2 mit dem
physischen Port Oc auf jedem Node. Host 1 stellt eine Verbindung zu LIF1.1 und LIF1.2 in SVM-1 her, um auf
LUN1 zuzugreifen. Host 2 stellt eine Verbindung zu LIF2-1 und LIF2-2 in SVM-2 her, um auf LUN2
zuzugreifen. Beide SVMs teilen sich den physischen Port Oc auf den Nodes 1 und 2. SVM-2 verfuigt Gber
zusatzliche LIFs, Uber die Host 2 auf LUNs 3 und 4 zugreift. Diese LIFs verwenden den physischen Port Oc an
den Nodes 3 und 4. Mehrere SVMs konnen die physischen Ports auf den Nodes gemeinsam nutzen.
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Beispiel eines aktiven oder optimierten Pfads zu einer LUN von einem Host-System aus

In einem aktiven oder optimierten Pfad bewegt sich der Datenverkehr nicht Giber das Cluster-Netzwerk. Er reist
die direkteste Route zur LUN. Der aktive oder optimierte Pfad zu LUN1 erfolgt Gber LIF1.1 in node1, wobei der
physische Port Oc verwendet wird. Host 2 verflgt Gber zwei aktive oder optimierte Pfade, einen Pfad zu node1,
LIF2.1, der den physischen Port Oc und den anderen Pfad zu node4, LIF2.4 nutzt, der physischen Port Oc
verwendet.
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Beispiel eines aktiven oder nicht optimierten Pfads (indirekter) zu einer LUN von einem Host-System aus

In einem aktiven oder nicht optimierten Pfad (indirekter) wird der Datenverkehr Gber das Cluster-Netzwerk
Ubertragen. Dieses Problem tritt nur auf, wenn alle aktiven oder optimierten Pfade eines Hosts nicht zur
Verarbeitung des Datenverkehrs zur Verfliigung stehen. Wenn der Pfad von Host 2 zu SVM-2 LIF2.4 verloren
geht, durchlauft der Zugriff auf LUN3 und LUN4 das Cluster-Netzwerk. Zugriff von Host 2 verwendet LIF2.3 auf
node3. Dann gelangt der Traffic zum Cluster-Netzwerk-Switch und sichert bis zu node4 flr den Zugriff auf
LUN3 und LUN4. Diese erfolgt dann wieder tber den Cluster-Netzwerk-Switch und dann tGber LIF2.3 auf Host
2. Dieser aktive oder nicht optimierte Pfad wird verwendet, bis der Pfad zu LIF2.4 wiederhergestellt ist oder
eine neue LIF auf einem anderen physischen Port auf Node 4 fiir SVM-2 eingerichtet wurde.
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Verbesserung der VMware VAAI-Leistung fur ESX-Hosts

ONTAP unterstutzt bestimmte VMware vStorage APIs for Array Integration (VAAI)-
Funktionen, wenn der ESX Host ESX 4.1 oder hoher ausfuhrt. Diese Funktionen helfen,
die Vorgange vom ESX Host auf das Storage-System zu verlagern und den
Netzwerkdurchsatz zu erh6hen. Der ESX-Host aktiviert die Funktionen automatisch in der
richtigen Umgebung.

Die VAAI-Funktion unterstitzt die folgenden SCSI-Befehle:
* EXTENDED COPY

Diese Funktion erméglicht es dem Host, den Datentransfer zwischen den LUNs oder innerhalb einer LUN
zu initiieren, ohne den Host beim Datentransfer zu involvieren. Dies fuhrt zu Einsparungen von ESX CPU-



Zyklen und einer Erh6hung des Netzwerkdurchsatzes. Die Funktion fur erweiterte Kopien, auch bekannt
als ,,Copy Offload®, wird in Szenarien wie dem Klonen einer Virtual Machine verwendet. Wenn der ESX
Host aufgerufen wird, kopiert die Funktion zum Offload die Daten im Storage-System, anstatt Giber das
Host-Netzwerk zu gehen. Beim Copy-Offload werden Daten auf folgende Weise Ubertragen:

° Innerhalb einer LUN
o Zwischen LUNs in einem Volume erstellt
o Zwischen LUNs auf verschiedenen Volumes innerhalb einer Storage Virtual Machine (SVM)

o Zwischen LUNs auf verschiedenen SVMs innerhalb eines Clusters Wenn diese Funktion nicht
aufgerufen werden kann, verwendet der ESX Host fiir den Kopiervorgang automatisch die
standardmaRigen LESE- und SCHREIBBEFEHLE.

* WRITE SAME

Mit dieser Funktion wird ein Storage-Array entlastet, bei dem ein wiederholtes Muster — beispielsweise alle
Nullen — geschrieben wird. Der ESX Host verwendet diese Funktion bei Vorgangen wie dem Fillen einer
Datei ohne Fillen.

°* COMPARE AND WRITE

Diese Funktion umgeht bestimmte Grenzwerte fiir die Parallelitat des Dateizugriffs, wodurch Vorgange wie
das Booten von Virtual Machines beschleunigt werden.

Anforderungen fiir die Nutzung der VAAI Umgebung

Die VAAI-Funktionen sind Teil des ESX-Betriebssystems und werden automatisch vom ESX-Host aufgerufen,
wenn Sie die richtige Umgebung eingerichtet haben.

Die Umgebungsanforderungen lauten wie folgt:

* Der ESX Host muss ESX 4.1 oder hoher ausfiihren.
» Das NetApp Storage-System, das den VMware-Datenspeicher hostet, muss ONTAP ausfuhren.

* (Nur beim Copy Offload) die Quelle und das Ziel des Kopiervorgangs von VMware mussen auf demselben
Storage-System innerhalb desselben Clusters gehostet werden.

@ Die Copy-Offload-Funktion unterstitzt derzeit das Kopieren von Daten zwischen VMware
Datenspeichern, die auf verschiedenen Storage-Systemen gehostet werden.

Ermitteln, ob VAAI Funktionen von ESX unterstiitzt werden

Um zu Uberprifen, ob das ESX-Betriebssystem die VAAI-Funktionen unterstitzt, kdnnen Sie den vSphere-

Client prifen oder andere Mittel zum Zugriff auf den Host verwenden. ONTAP unterstitzt standardmaRig die
SCSI-Befehle.

Sie kénnen die erweiterten Einstellungen lhres ESX Hosts Uberprifen, um festzustellen, ob die VAAI-
Funktionen aktiviert sind. Die Tabelle gibt an, welche SCSI-Befehle den ESX-Steuernamen entsprechen.

SCSI-Befehl ESX Steuername (VAAI-Funktion)

EXTENDED COPY HardwareAcceleratedMove



SCSI-Befehl ESX Steuername (VAAI-Funktion)

SCHREIBSCHUTZ HardwareAcceleratedInit

COMPARE_AND_ WRITE HardwareAcceleratedLocking

Microsoft Offloaded Data Transfer (ODX)

Microsoft Offloaded Data Transfer (ODX), auch bekannt als Copy Offload, erméglicht
direkte Datentransfers innerhalb eines Storage-Gerats oder zwischen kompatiblen
Storage-Geraten, ohne die Daten Uber den Host-Computer zu Ubertragen.

ONTAP unterstiutzt ODX sowonhl fiir die SMB- als auch fir SAN-Protokolle.

Bei Dateilbertragungen ohne ODX werden die Daten von der Quelle gelesen und Uber das Netzwerk an den
Host Ubertragen. Der Host Uibertragt die Daten zurtick Gber das Netzwerk an das Ziel. Bei ODX-
Dateilibertragung werden die Daten ohne Durchschreiten des Hosts direkt vom Quell- zum Ziel-Volume
kopiert.

Da ausgelagerte ODX Kopien direkt zwischen Quelle und Ziel erstellt werden, ergeben sich deutliche
Performance-Vorteile, wenn Kopien innerhalb desselben Volumes erstellt werden. Dies umfasst auch
schnellere Kopierzeiten fur gleiche Volume-Kopien, eine geringere CPU- und Arbeitsspeicherauslastung auf
dem Client und eine geringere Netzwerk-1/0-Bandbreitenauslastung. Wenn die Kopien Uber Volumes verteilt
sind, ergeben sich méglicherweise keine nennenswerten Performance-Steigerungen im Vergleich zu
hostbasierten Kopien.

Bei SAN-Umgebungen ist ODX nur verfligbar, wenn er sowohl vom Host als auch vom Storage-System
unterstitzt wird. Client-Computer, die ODX unterstitzen und ODX-fahig sind, nutzen die verlagerte
Dateilubertragung automatisch und transparent, wenn Dateien verschoben oder kopiert werden. ODX wird
unabhangig davon verwendet, ob Sie Dateien per Drag-and-Drop Gber den Windows Explorer ziehen oder

Befehle zur Befehlszeilendatei kopieren verwenden oder ob eine Client-Applikation Dateikopieanforderungen
initiiert.

Anforderungen fiir die Nutzung von ODX

Wenn Sie Vorhaben, ODX fiir Copy-Offloaded zu verwenden, miissen Sie sich mit den Anforderungen an
Volume-Support, Systemanforderungen und Softwarefunktionen vertraut machen.

Zur Nutzung von ODX ist bei Ihrem System Folgendes erforderlich:
* ONTAP
ODX ist bei unterstitzten Versionen von ONTAP automatisch aktiviert.
* Mindestquellenvolumen: 2 GB
Fir eine optimale Leistung sollte das Quellvolumen grofer als 260 GB sein.
» ODX-Unterstitzung auf dem Windows-Client

ODX wird unter Windows Server 2012 oder hoher und in Windows 8 oder hoher unterstlitzt. Die
Interoperabilitats-Matrix enthalt die neuesten Informationen zu unterstitzten Windows-Clients.



"NetApp Interoperabilitats-Matrix-Tool"
 Applikationssupport flir ODX

Die Applikation, die den Datentransfer durchfiihrt, muss ODX unterstiitzen. Zu den Applikationsprozessen,
die ODX unterstlitzen, gehéren unter anderem:

o Hyper-V-Verwaltungsvorgange, wie das Erstellen und Konvertieren virtueller Festplatten (VHDs), das
Verwalten von Snapshots und das Kopieren von Dateien zwischen virtuellen Maschinen

o Betrieb in Windows Explorer
o Windows PowerShell Kopierbefehle

o Befehle zum Kopieren von Windows-Befehlen die Microsoft TechNet-Bibliothek enthalt weitere
Informationen zu unterstitzten ODX-Anwendungen auf Windows-Servern und -Clients.

» Bei Verwendung komprimierter Volumes muss die Grolie der Komprimierungsgruppen 8 KB sein.

Die Grofie der Komprimierungsgruppen 32.000 wird nicht unterstitzt.

ODX funktioniert nicht bei den folgenden Volume-Typen:

* Quellvolumen mit einer Kapazitat von weniger als 2 GB
» Schreibgeschiitzte Volumes

* "FlexCache Volumes"
@ ODX wird auf FlexCache-Ursprungs-Volumes unterstitzt.

» "Semi-Thick Provisioning Volumes"

Besondere Anforderungen an Systemdateien

Sie kdnnen ODX-Dateien, die in qtrees gefunden wurden, I6schen. Entfernen oder andern Sie keine anderen
ODX-Systemdateien, es sei denn, Sie werden vom technischen Support dazu aufgefordert.

Bei Nutzung der ODX Funktion liegen in jedem Volume des Systems ODX Systemdateien vor. Diese Dateien
ermdglichen die zeitpunktgenaue Darstellung der bei der ODX-Ubertragung verwendeten Daten. Die folgenden
Systemdateien befinden sich auf der Root-Ebene jedes Volumes, das LUNs oder Dateien enthalt, auf die
Daten ausgelagert wurden:

* .copy-offload (Ein verstecktes Verzeichnis)

* .tokens (Datei unter dem verborgenen . copy-offload Verzeichnis)

Mit dem copy-offload delete-tokens -path dir path -node node name Befehl kénnen Sie
einen gtree |6schen, der eine ODX Datei enthalt.

Anwendungsfalle fir ODX

Bei der Verwendung von ODX auf SVMs sollten Sie sich die Anwendungsfalle bewusst sein, damit Sie unter
den Umstanden, unter denen ODX lhnen Performance-Vorteile bietet, die Ergebnisse erkennen kénnen.

Windows-Server und -Clients, die ODX unterstiitzen, nutzen den Copy-Offload als Standardfunktion zum
Kopieren von Daten zwischen Remote-Servern. Wenn der Windows-Server oder -Client keine ODX oder eine
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ODX-Copy-Offload unterstitzt, konnen der Kopier- oder Verladevorgang wieder auf herkémmliche Lese- und
Schreibvorgange fir den Kopier- oder Verschiebevorgang zurickgreift.

In den folgenden Anwendungsfallen werden ODX Kopien und Verschiebungen unterstitzt:
* Intra-Volume
Die Quell- und Zieldateien oder LUNs befinden sich innerhalb desselben Volumes.
« Zwischen Volumes, demselben Node, gleiche SVM

Die Quell- und Zieldateien oder LUNs befinden sich auf verschiedenen Volumes, die sich auf demselben
Node befinden. Die Daten sind Eigentum derselben SVM.

» Zwischen Volumes, verschiedenen Nodes, dieselbe SVM

Die Quell- und Zieldateien oder LUNs befinden sich auf verschiedenen Volumes, die sich auf
unterschiedlichen Nodes befinden. Die Daten sind Eigentum derselben SVM.

» Zwischen SVM, demselben Node

Die Quell- und Zieldatei bzw. die LUNs befinden sich auf verschiedenen Volumes, die sich auf demselben
Node befinden. Im Besitz der Daten befinden sich unterschiedliche SVMs.

» Zwischen SVMs, unterschiedliche Nodes

Die Quell- und Zieldatei bzw. die LUNs befinden sich auf verschiedenen Volumes, die sich auf
unterschiedlichen Nodes befinden. Im Besitz der Daten befinden sich unterschiedliche SVMs.

e Cluster zwischen Clustern

Die Quell- und Ziel-LUNs befinden sich auf unterschiedlichen Volumes, die sich auf verschiedenen Nodes
Uber die Cluster befinden. Dies wird nur fir SAN unterstitzt und funktioniert nicht fir SMB.

Es gibt einige weitere spezielle Anwendungsfalle:

» Bei der ONTAP ODX Implementierung kdnnen mit ODX Dateien zwischen SMB-Freigaben und virtuellen
FC- oder iSCSI-Attached-Laufwerken kopiert werden.

Mit Windows Explorer, Windows CLI, PowerShell, Hyper-V oder anderen Applikationen, die ODX
unterstltzen, kdnnen Dateien durch eine nahtlose Verschiebung von ODX Kopien zwischen SMB-
Freigaben und verbundenen LUNs kopiert oder verschoben werden, sofern sich SMB-Freigaben und LUNs
im selben Cluster befinden.

* Hyper-V stellt weitere Anwendungsfalle fir den ODX Copy-Offload zur Verfligung:

> Mithilfe des ODX Copy-Offload-Pass-Through mit Hyper-V kdnnen Daten innerhalb oder zwischen
VHD-Dateien (Virtual Hard Disk) kopiert oder Daten zwischen zugewiesenen SMB-Shares und
verbundenen iSCSI-LUNSs innerhalb desselben Clusters kopiert werden.

Damit kdnnen Kopien von Gastbetriebssystemen an den zugrunde liegenden Storage weitergegeben
werden.

> Bei der Erstellung von VHDs mit fester Grof3e wird ODX zur Initialisierung der Festplatte mit Nullen
verwendet, wobei ein bekannter Token mit dem Namen ,Zeroed“ verwendet wird.



> Wenn sich der Quell- und Ziel-Storage auf demselben Cluster befindet, wird eine ODX Copy Offload fur
die Storage-Migration bei Virtual Machines eingesetzt.

Um von den Anwendungsfallen fir einen ODX Copy-Offload-Pass-Through mit Hyper-V zu
profitieren, muss das Gastbetriebssystem ODX unterstitzen. Und die Festplatten des

@ Gastbetriebssystems mussen SCSI-Festplatten sein, die durch Storage (SMB oder SAN)
unterstltzt werden, der ODX unterstutzt. IDE-Festplatten auf dem Gastbetriebssystem
unterstltzen keine ODX-Pass-Through-Unterstitzung.
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