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Unterbrechungsfreier Betrieb fur Hyper-V und
SQL Server tiber SMB

Die Vorteile von unterbrechungsfreiem Betrieb flir Hyper-V
und SQL Server over SMB

Unterbrechungsfreier Betrieb von Hyper-V und SQL Server Uber SMB bezieht sich auf
die Kombination von Funktionen, mit denen die Applikationsserver und die enthaltenen
Virtual Machines oder Datenbanken online bleiben kdnnen. Somit wird wahrend vieler
administrativer Aufgaben die kontinuierliche Verfigbarkeit sichergestellt. Hierzu zahlen
sowohl geplante als auch ungeplante Ausfallzeiten der Storage-Infrastruktur.

Zu den unterstitzten unterbrechungsfreien Ablaufen flr Applikations-Server Giber SMB gehoren:

+ Geplante Ubernahme und Riickgabe

+ Ungeplante Ubernahme

* Upgrade

» Geplante Aggregatverschiebung (ARL)
* LIF-Migration und Failover

* Geplante Volume-Verschiebung

Protokolle, die einen unterbrechungsfreien Betrieb uber
SMB ermoglichen

Neben der Einfihrung von SMB 3.0 hat Microsoft neue Protokolle veroffentlicht, die alle
notigen Funktionen zur Unterstutzung des unterbrechungsfreien Betriebs von Hyper-V
und SQL Server over SMB bieten.

ONTAP verwendet diese Protokolle flir den unterbrechungsfreien Betrieb von Applikations-Servern Uber SMB:

+ SMB 3,0

* Zeuge

Wichtige Konzepte zum unterbrechungsfreien Betrieb von
Hyper-V und SQL Server over SMB

Es gibt bestimmte Konzepte zum unterbrechungsfreien Betrieb (NDOS), die Sie
verstehen sollten, bevor Sie Ihre Hyper-V oder SQL Server over SMB-Losung
konfigurieren.

» Kontinuierlich verfiigbarer Share

Ein SMB 3.0-Share mit kontinuierlich verfigbarer Share-Eigenschaft. Kunden, die sich Uber kontinuierlich
verfigbare Shares verbinden, kdnnen stérenden Ereignissen wie Takeover, Giveback und



Aggregatverschiebung standhalten.
Knoten

Ein einziger Controller, der Mitglied eines Clusters ist. Um zwischen den beiden Knoten in einem SFO-Paar
zu unterscheiden, wird ein Node manchmal als ,Jocal Node® bezeichnet, und der andere Node wird
manchmal ,Partner Node“ oder ,Remote Node" genannt. Der priméare Eigentiimer des Storage ist der
lokale Knoten. Der sekundare Besitzer, der bei einem Ausfall des primaren Eigentliimers die Kontrolle tiber
den Storage Ubernimmt, ist der Partner-Node. Jeder Node ist der primare Storage-Eigentimer und
sekundarer Eigentimer flr Storage-Ldsungen seiner Partner.

Unterbrechungsfreie Aggregatverschiebung

Die Mdglichkeit, ein Aggregat zwischen Partner-Nodes innerhalb eines SFO-Paars in einem Cluster zu
verschieben, ohne Client-Applikationen zu unterbrechen.

* Unterbrechungsfreier Failover®
Siehe Ubernahme.
Unterbrechungsfreie LIF-Migration

Die Mdglichkeit zur Durchflihrung einer LIF-Migration, ohne dass Client-Applikationen unterbrochen
werden, die Uber diese LIF mit dem Cluster verbunden sind. Bei SMB-Verbindungen ist dies nur fur Clients
moglich, die eine Verbindung mit SMB 2.0 oder héher herstellen.

Unterbrechungsfreier Betrieb

Durchfiihrung umfangreicher ONTAP-Management- und Upgrade-Vorgange sowie die Moglichkeit, Node-
Ausfalle ohne Unterbrechung von Client-Applikationen zu bewaltigen. Dieser Begriff bezieht sich auf die
Sammlung von Funktionen fiir die unterbrechungsfreie Ubernahme, unterbrechungsfreie Upgrades und die
unterbrechungsfreie Migration insgesamt.

* Unterbrechungsfreies Upgrade*
Upgrade von Node-Hardware oder -Software ohne Applikationsunterbrechung
Unterbrechungsfreie Volume-Verschiebung

Volume kann frei im gesamten Cluster verschoben werden, ohne dass dazu Applikationen unterbrochen
werden, die das Volume verwenden. Bei SMB-Verbindungen unterstiitzen alle SMB-Versionen
unterbrechungsfreie Verschiebung von Volumes.

* Persistente Griffe*

Eine Eigenschaft von SMB 3.0, die kontinuierlich verfligbare Verbindungen ermdéglicht, um bei einer
Unterbrechung transparent eine Verbindung zum CIFS-Server herzustellen. Ahnlich wie bei langlebigen
Griffen werden vom CIFS-Server persistente Griffe Gber einen Zeitraum gewartet, nachdem die
Kommunikation mit dem verbundenen Client verloren gegangen ist. Die persistenten Griffe sind jedoch
widerstandsfahiger als die langlebigen Griffe. Der CIFS-Server bietet dem Kunden nicht nur die
Maoglichkeit, den Griff nach der erneuten Verbindung innerhalb eines 60-sekiindigen Fensters
zurtckzufordern, sondern verweigert auch den Zugriff auf alle anderen Clients, die wahrend dieses 60-
Sekunden-Fensters Zugriff auf die Datei anfordern.

Informationen zu persistenten Griffen werden auf dem persistenten Storage des SFO-Partners gespiegelt,
wodurch Clients mit getrennten persistenten Griffen die langlebigen Griffe zuriickgewinnen kénnen,



nachdem ein Ereignis, bei dem der SFO-Partner die Verantwortung flir den Storage des Nodes Ubernimmt,
Ubernommen hat. Neben dem unterbrechungsfreien Betrieb flr Vorgange bei LIF-Verschiebungen (die
dauerhafte Unterstitzung bieten) sorgen persistente Griffe flr unterbrechungsfreien Betrieb bei Takeover,
Giveback und Aggregatverschiebung.

» SFO-Riickiibertragung

Die Aggregate werden an den eigenen Standorten zuriickgegeben, wenn eine Wiederherstellung nach
einem Takeover-Ereignis durchgefiihrt wird.

* SFO-Paar

Ein Node-Paar, dessen Controller so konfiguriert sind, dass er Daten flireinander bereitstellt, wenn einer
der beiden Nodes nicht mehr funktioniert. Je nach Systemmodell kénnen beide Controller sich in einem
einzelnen Chassis befinden oder sich die Controller in einem separaten Chassis befinden. Bekannt als HA-
Paar in einem Cluster mit zwei Nodes.

« Ubernahme

Der Prozess, durch den der Partner die Kontrolle tber den Storage tibernimmt, wenn der primare
Eigentiimer dieses Speichers ausfallt. Im Zusammenhang mit SFO sind Failover und Takeover
gleichbedeutend.

Funktionsweise von SMB 3.0 unterstutzt
unterbrechungsfreien Betrieb uber SMB-Freigaben

SMB 3.0 bietet entscheidende Funktionen, die einen unterbrechungsfreien Betrieb fur
Hyper-V und SQL Server uber SMB-Freigaben ermdglichen. Dazu gehoren die
continuously-available Share-Eigenschaft und ein Typ von Datei-Handle, bekannt
als persistent Handle, mit dem SMB-Clients den offenen Dateistatus zurlckfordern und
SMB-Verbindungen transparent wiederherstellen kénnen.

Persistente Handles kdnnen SMB 3.0-fahigen Clients zugewiesen werden, die eine Verbindung zu einem
Share mit der kontinuierlich verfligbaren Share-Eigenschaft herstellen. Wenn die SMB-Sitzung getrennt wird,
speichert der CIFS-Server Informationen Uber den Status eines persistenten Handle. Der CIFS-Server
blockiert andere Client-Anforderungen wahrend der 60-Sekunden-Periode, in der der Client wieder verbunden
werden darf. Dadurch kann der Client mit dem persistenten Griff nach einer Netzwerkverbindung das Handle
zurlckfordern. Clients mit persistenten Griffen kdnnen die Verbindung mithilfe einer der Daten-LIFs auf der
Storage Virtual Machine (SVM) wiederherstellen, indem sie entweder eine erneute Verbindung tber dieselbe
LIF oder Uber andere LIF herstellen.

Aggregatverschiebung, -Ubernahme und -Riickgabe werden allesamt zwischen SFO-Paaren durchgefiihrt. Um
die Trennung und erneute Verbindung von Sitzungen mit Dateien, die permanente Handles haben, nahtlos zu
verwalten, behalt der Partner-Knoten eine Kopie aller persistenten Informationen zur Sperre bei. Unabhéngig
davon, ob das Ereignis geplant oder ungeplant ist, kann der SFO-Partner die Persistent-Handle-Verbindung
unterbrechungsfrei managen. Mit dieser neuen Funktion kénnen SMB 3.0-Verbindungen zum CIFS-Server bei
klassischen Unterbrechungen transparent und unterbrechungsfrei ein Failover auf eine andere Daten-LIF
ausflhren, die der SVM zugewiesen ist.

Durch die Verwendung persistenter Handles kann der CIFS-Server ein transparentes Failover von SMB 3.0-
Verbindungen durchflihren. Wenn ein Ausfall dazu fihrt, dass die Hyper-V-Applikation ein Failover auf einen
anderen Knoten im Windows Server-Cluster durchfiihrt, kann der Client die Dateihandles dieser getrennten



Griffe nicht zurtickfordern. In diesem Szenario kdnnen Datei-Handles im getrennten Status den Zugriff auf die
Hyper-V Applikation potenziell blockieren, wenn sie auf einem anderen Node neu gestartet wird. ,Failover
Clustering”ist ein Bestandteil von SMB 3.0, der dieses Szenario durch die Bereitstellung eines
Mechanismus zum ungiiltig erklaren veralteter, konfliktverursachter Griffe behebt. Uber diesen Mechanismus
kann ein Hyper-V Cluster im Falle eines Hyper-V Cluster Nodes rasch wiederhergestellt werden.

Wie das Witness-Protokoll den transparenten Failover
verbessert

Das Witness-Protokoll bietet erweiterte Client-Failover-Funktionen fur kontinuierlich
verfugbare SMB 3.0-Freigaben (CA-Freigaben). Witness beschleunigt den Failover, da
das LIF Failover Recovery-Zeitraum umgehen. Der Applikationsserver wird
benachrichtigt, wenn ein Node nicht verfligbar ist, ohne dass die SMB 3.0-Verbindung
unterbrochen werden muss.

Der Failover erfolgt nahtlos, wobei die Applikationen auf dem Client nicht bemerken, dass ein Failover
aufgetreten ist. Wenn Witness nicht verfligbar ist, werden Failover-Vorgange weiterhin erfolgreich ausgefiihrt,
das Failover ohne Witness ist jedoch weniger effizient.

Wenn die folgenden Anforderungen erflillt sind, ist ein erweiterter Failover méglich:

+ Sie kann nur mit SMB 3.0-fahigen CIFS-Servern verwendet werden, auf denen SMB 3.0 aktiviert ist.
* Die Shares missen SMB 3.0 mit der Eigenschaft ,Continuous Availability Share® verwenden.

* Der SFO-Partner des Nodes, an den die Applikationsserver angeschlossen sind, muss mindestens eine
logische Schnittstelle der betriebsbereiten Daten besitzen, die der Storage Virtual Machine (SVM)
zugewiesen ist, die die Daten der Applikationsserver hostet.

Das Witness-Protokoll wird zwischen SFO-Paaren ausgefihrt. Da LIFs zu jedem Node im
Cluster migriert werden konnen, muss moglicherweise jeder Node fiir seinen SFO Partner
als Zeugen dienen. Das Witness-Protokoll ermdglicht keinen schnellen Failover von SMB-

@ Verbindungen auf einem bestimmten Node, wenn fur die SVM, die Daten fur die
Applikationsserver hostet, keine aktive Daten-LIF auf dem Partner-Node vorhanden ist.
Daher muss jeder Node im Cluster mindestens eine Daten-LIF pro SVM, die eine dieser
Konfigurationen hostet, aufweisen.

» Die Applikations-Server miissen eine Verbindung zum CIFS-Server herstellen. Dazu wird der CIFS-
Servername verwendet, der in DNS gespeichert ist, nicht durch die Verwendung individueller LIF IP-
Adressen.

Funktionsweise des Zeugenprotokolls

ONTAP implementiert das Witness-Protokoll mithilfe von SFO-Partner eines Node als
Witness. Bei einem Ausfall erkennt der Partner den Ausfall schnell und benachrichtigt
den SMB Client.

Das Witness-Protokoll bietet mithilfe des folgenden Verfahrens einen verbesserten Failover:

1. Wenn der Applikations-Server eine kontinuierlich verfligbare SMB-Verbindung zu Node1 herstellt,
informiert der CIFS-Server den Applikationsserver dartber, dass Witness verfligbar ist.



. Der Anwendungsserver fordert die IP-Adressen des Witness-Servers von Node1 an und erhalt eine Liste
von Node2 (dem SFO-Partner) Daten-LIF-IP-Adressen, die der Storage Virtual Machine (SVM)
zugewiesen sind.

. Der Anwendungsserver wahlt eine der IP-Adressen aus, erstellt eine Witness-Verbindung zu Node2 und
meldet sich an, benachrichtigt zu werden, wenn die standig verfligbare Verbindung auf Node1 verschoben
werden muss.

. Wenn auf Node1 ein Failover-Ereignis eintritt, erleichtert Witness Failover-Ereignisse, ist jedoch nicht an
der Ruckgabe beteiligt.

. Witness erkennt das Failover-Ereignis und benachrichtigt den Applikationsserver Gber die Witness
Verbindung, dass die SMB-Verbindung zu Node2 verschoben werden muss.

. Der Anwendungsserver verschiebt die SMB-Sitzung auf Node2 und stellt die Verbindung ohne
Unterbrechung des Client-Zugriffs wieder her.

a7 3. Witness (monitor)

2. Witness (discowver)

MNode 1 Node 2
4, Failover (detection) |
2] 5. Witness (report)
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(reconnect)

Node 2
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