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Konfigurieren von Daten-Backups

Fihren Sie nach der Installation der erforderlichen Softwarekomponenten die folgenden Schritte aus, um die
Konfiguration abzuschlieRen:

1.

. SnapVault-Replizierung auf allen Storage Controllern vorbereiten.

Konfigurieren Sie einen dedizierten Datenbankbenutzer und den SAP HANA Benutzerspeicher.

2
3. Erstellung von Volumes auf dem sekundaren Storage Controller
4.
5

SnapVault Beziehungen fiir Datenbank-Volumes initialisieren.

. Konfigurieren Sie Snap Creator.

Konfigurieren des Backup-Benutzers und des hdbuserstore

Sie sollten einen dedizierten Datenbankbenutzer in der HANA Datenbank konfigurieren,
um die Backup-Vorgange mit Snap Creator auszuflhren. In einem zweiten Schritt sollten
Sie fur diesen Backup-Benutzer einen SAP HANA User Store Key konfigurieren. Dieser
UserStore-Schlussel wird in der Konfiguration des Snap Creator SAP HANA Plug-ins
verwendet.

Der Backup-Benutzer muss uber die folgenden Berechtigungen verfugen:

+ BACKUP-ADMIN
» KATALOG GELESEN

1.

Auf dem Administrationshost, dem Host, auf dem Snap Creator installiert wurde, ist ein
Benutzerspeicherschlissel fur alle Datenbank-Hosts konfiguriert, die zur SAP HANA-Datenbank gehdren.
Der Userstore-Schlussel wird mit dem OS-Root-Benutzer konfiguriert: Hdbuserstore Set keyhost
3[instance]15 userpassword

2. Konfigurieren Sie einen Schlissel fur alle vier Datenbank-Nodes.



mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINOS
cishanar08:34215 SCADMIN Password
mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINO9
cishanar09:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMIN1O
cishanarl10:34215 SCADMIN password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMINI1
cishanarl1:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore LIST

DATA FILE : /root/.hdb/mgmtsrv0l/SSFS HDB.DAT

KEY SCADMINOS
ENV : cishanar08:34215
USER: SCADMIN
KEY SCADMINO9
ENV : cishanar09:34215
USER: SCADMIN
KEY SCADMINI1O0
ENV : cishanarl10:34215
USER: SCADMIN
KEY SCADMINI1
ENV : cishanarl1:34215
USER: SCADMIN
mgmtsrv0l:/usr/sap/hdbclient32

SnapVault Beziehungen werden konfiguriert

Wenn Sie SnapVault-Beziehungen konfigurieren, missen flr die primaren Storage
Controller eine gultige SnapRestore- und SnapVault-Lizenz installiert sein. Auf dem
sekundaren Storage muss eine gultige SnapVault-Lizenz installiert sein.

1. Aktivieren Sie SnapVault und NDMP auf den primaren und sekundaren Storage Controllern.

hanala> options snapvault.enable on
hanala> ndmp on

hanala>

hanalb> options snapvault.enable on
hanalb> ndmpd on

hanalb

hana?b> options snapvault.enable on
hana2b> ndmpd on

hana2b>



2. Konfigurieren Sie auf allen primaren Storage Controllern den Zugriff auf den sekundaren Storage
Controller.

hanala> options snapvault.access host=hana2b
hanala>
hanalb> options snapvault.access host=hana2b
hanalb>

Die Verwendung eines dedizierten Netzwerks fir den Replikationsverkehr wird empfohlen.

@ In diesen Fallen muss der Host-Name dieser Schnittstelle am sekundaren Storage
Controller konfiguriert werden. Anstelle von hana2b kénnte der Host Name hana2b-Rep
sein.

3. Konfigurieren Sie auf dem sekundaren Storage Controller den Zugriff fir alle primaren Storage Controller.

hana?b> options snapvault.access host=hanala,hanalb
hanaz2b>

Die Verwendung eines dedizierten Netzwerks fir den Replikationsverkehr wird empfohlen.

@ In diesen Fallen muss der Host-Name dieser Schnittstelle auf den primaren Storage
Controllern konfiguriert werden. Anstelle von hana1b und hana1a kénnte der Hostname
hanala-Rep und hana1b-rep sein.

Starten der SnapVault Beziehungen

Sie mussen die SnapVault Partnerschaft mit Data ONTAP im 7-Mode und Clustered Data
ONTAP starten.

Starten der SnapVault Beziehungen mit Data ONTAP im 7-Mode

Sie kdnnen eine SnapVault Beziehung mit Befehlen starten, die auf dem sekundaren
Storage-System ausgefuhrt werden.

1. Fir Storage-Systeme mit Data ONTAP 7-Mode starten Sie die SnapVault Beziehungen, indem Sie den
folgenden Befehl ausfiihren:



hana2b> snapvault start -S hanala:/vol/data 00001/mnt00001
/vol/backup data 00001/mnt00001

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanala:/vol/data 00003/mnt00003
/vol/backup data 00003/mnt00003

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanalb:/vol/data 00002/mnt00002
/vol/backup data 00002/mnt00002

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

Es wird empfohlen, fiir den Replikationsverkehr ein dediziertes Netzwerk zu verwenden. In

@ diesem Fall konfigurieren Sie den Host-Namen dieser Schnittstelle an den primaren Storage
Controllern. Anstelle von hana1b und hanala kénnte der Hosthame hana1a-Vertreter und
hana1b-rep sein.

Beginnen der Beziehungen zu SnapVault mit Clustered Data ONTAP

Sie mussen eine SnapMirror-Richtlinie definieren, bevor Sie eine SnapVault-Beziehung
starten.

1. Bei Storage-Systemen mit Clustered Data ONTAP starten Sie die SnapVault-Beziehungen, indem Sie den
folgenden Befehl ausfiihren.



hana::> snapmirror policy create -vserver hana2Z2b -policy SV _HANA
hana::> snapmirror policy add-rule -vserver hana2b -policy SV HANA
—-snapmirror-label daily -keep 20

hana::> snapmirror policy add-rule -vserver hana2b -policy SV_HANA
-snapmirror-label hourly -keep 10

hana::> snapmirror policy show -vserver hana2b -policy SV _HANA

Vserver: hana2b
SnapMirror Policy Name: SV _HANA
Policy Owner: vserver-admin
Tries Limit: 8
Transfer Priority: normal
Ignore accesstime Enabled: false
Transfer Restartability: always
Comment: -
Total Number of Rules: 2
Total Keep: 8
Rules: Snapmirror-label Keep Preserve Warn
daily 20 false
hourly 10 false 0

Die Richtlinie muss Regeln fiir alle Aufbewahrungsklassen (Labels) enthalten, die in der Snap Creator-
Konfiguration verwendet werden. Die oben genannten Befehle zeigen, wie eine dedizierte SnapMirror-
Richtlinie SV_HANA erstellt wird

2. Fihren Sie folgende Befehle aus, um die SnapVault-Beziehung auf der Cluster-Konsole des Backup-
Clusters zu erstellen und zu starten.

hana::> snapmirror create -source-path hanala:hana data -destination
-path

hana2b:backup hana data -type XDP —-policy SV_HANA

Operation succeeded: snapmirror create the relationship with destination
hana2b:backup hana data.

hana::> snapmirror initialize -destination-path hanaZb:backup hana data
-type XDP

Konfiguration des Snap Creator Framework und des
Datenbank-Backups von SAP HANA

Sie mussen Snap Creator Framework und das SAP HANA Datenbank-Backup
konfigurieren.



1. Verbinden Sie sich mit der grafischen Benutzeroberflache des Snap Creator: https://host:8443/uil.

2. Melden Sie sich mit dem Benutzernamen und Passwort an, die wahrend der Installation konfiguriert
wurden. Klicken Sie auf Anmelden.
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3. Geben Sie einen Profilnamen ein und klicken Sie auf OK.

Beispiel: ,ANA" ist die SID der Datenbank.

4. Geben Sie den Konfigurationsnamen ein, und klicken Sie auf Weiter.


https://host:8443/ui/

P Configuration b1

Configuration

Enter Configuration name and select required options.

Config. Mame: ANa,_database_baciup|

W Password Encryption

5. Wahlen Sie als Plug-in-Typ * Application Plug-in* aus, und klicken Sie auf Next.

# Configuration

Plug-in Type

Please select plug-in type.

@ Application plug-in
) Virtualzation plug-in
©) Community plug-in

) None

6. Wahlen Sie als Anwendungs-Plug-in * SAP HANA* aus und klicken Sie auf Weiter.



# Configuration

Application Plug-ins

Please select the Application plug-in to be configured.

@ SAP HANA
Sybase ASE
SnapManager for Microsoft SQL
DB2
MaxDB
SnapManager for Microsoft Exchange
IBM Domino
MySQL

Oracle

7. Geben Sie die folgenden Konfigurationsdetails ein:
a. Wahlen Sie im Dropdown-Menu * Ja* aus, um die Konfiguration mit einer mandantenfahigen
Datenbank zu verwenden. Wahlen Sie flr eine einzelne Container-Datenbank Nein.

b. Wenn der Multitenant-Datenbank-Container auf Nein gesetzt ist, missen Sie die Datenbank-SID
angeben.

¢. Wenn der Multitenant-Datenbank-Container auf Ja gesetzt ist, missen Sie fur jeden SAP HANA-
Knoten die hdbuserstore-Schliissel hinzufligen.

d. Figen Sie den Namen der Mandanten-Datenbank hinzu.

e. Flgen Sie die HANA-Nodes hinzu, auf denen die hdbsqgl-Anweisung ausgefiihrt werden muss.

—h

Geben Sie die HANA-Node-Instanznummer ein.

Geben Sie den Pfad zur ausfiihrbaren Datei hdbsql an.

5 @

Flgen Sie den OSDB-Benutzer hinzu.
Wahlen Sie in der Dropdown-Liste Ja aus, um DIE PROTOKOLLBEREINIGUNG zu aktivieren.

HINWEIS:

* Parameter HANA SID Ist nur verfiigbar, wenn der Wert fur Parameter
HANA MULTITENANT DATABASE Ist auf festgelegt N

* Fir mandantenfahige Datenbank-Container (MDC) mit einem Ressourcentyp ,Single Tenant"”
arbeiten die SAP HANA Snapshot-Kopien mit der Key-basierten Authentifizierung von UserStore.
Wenn der HANA MULTITENANT DATABASE Parameter ist auf festgelegt Y, Dann der
HANA USERSTORE_KEYS Parameter muss auf den entsprechenden Wert gesetzt werden.

= Ahnlich wie bei nicht-mandantenfahigen Datenbank-Containern wird die Funktion fiir dateibasiertes
Backup und Integritatspriifung unterstitzt



j- Klicken Sie Auf Weiter.

Mulitenant Database Container (MDC) - Single Tenant: Mo w
Sb: Has
habusersiore Keys

Tenant Database MName:

Hodes: 1023522066

Uzernamse: SYSTEM

Password,; NP,
IBSTANC & Numer: &5

Path to hdbsgk fusrisapHEEHDBES exemdbsgl

QS0B User

Enable LOG Cleanup: Yag w

8. Aktivieren Sie den dateibasierten Backup-Vorgang:
a. Legen Sie den Speicherort fir die Dateisicherung fest.
b. Geben Sie das Préfix fur die Dateisicherung an.
c. Aktivieren Sie das Kontrollkdstchen Datei-Backup aktivieren.
d. Klicken Sie Auf Weiter.



o Configuration x I
File-Based Backup Configuration Detaile |
Provide File-Based Dackup Details

Fiie-Bac hup Location
Fie B hup prefis

Enabile Fie-Bashup

Back Mext Cancel

9. Aktivieren Sie die Datenbankintegritatsprifung:

a. Legen Sie den Speicherort fir die temporare Datei-Sicherung fest.
b. Aktivieren Sie das Kontrollkéstchen * DB-Integritatsprifung aktivieren®.
c. Klicken Sie Auf Weiter.
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| # Configuration

integrity Check Configuration Detnils

Provide Integrity Check Details

Temporary Fie-Backuep Loc ation;

Enabls DB Integrity Check

10. Geben Sie die Details fiir den Konfigurationsparameter des Agenten ein, und klicken Sie auf Weiter.

Agent Configuration

Enter agent configuration details

PONS: localhost]
Port 9090
Teneout (secs) 300

Test sgend connection

11. Geben Sie die Einstellungen fur die Speicherverbindung ein, und klicken Sie auf Weiter.

11



Storage Connection Setlings

Please Provide Stiorage Connection Settings

Use OnCommand Proxy. [

Transport HTTPS] v

Cortrofar NV earver Port 443

12. Geben Sie die Anmeldedaten flir den Speicher ein, und klicken Sie auf Weiter.

Controller Veerver Credentials

Add one or more Controller VWserver credentials to the configuration.

=) Controller /¥server Login Credentials
Qada | T e Soemte

Controlar vV seryer [P or Name Uizer namafassword Viokumes

i) New Controller/Vserver
Cortrolervserver IP or hanata
Marr:
Cordrofer/vserer Liser root
Controlisr A\ saryer ERsESEREED
Password
B Ned

13. Wahlen Sie die auf diesem Speicher-Controller gespeicherten Datenvolumen aus und klicken Sie auf

Speichern.

12



U Conteoler/Voorvervolmes.. N
1= cata_DOOOL
SLESASAP cata_ 00003
SLES4SAR K3074
crhanar(s_3080
chanar(s 30807
cehanard3 PTF
chhanw(8 SLES4SAP
crhans(9
crhanarDd 3080
cuhanx(09_PTF
cehanarD9_SLESASAP
cahanar 10
chanar 1013020
cishanar 10_PTF o
ciihanar 10_SLES4SAp -
cehana 1]
chana11_3080
cxhanw 1l _PTF
cehana 11_SLESASaP
log_00002
kg 00004
oEmaster
opmnaster 30807
cemaiter PTE_S745
oomaster PTF_S819
saped
titpboot
vodd

5w

14. Klicken Sie auf Hinzufiigen, um einen weiteren Speicher-Controller hinzuzufiigen.

Controller Wserver Cradentials

Add one or more Controller/Vserver credentials (o the configuration.

E Controller /¥server Login Credentials

Daga | [ em &l Delete
Controller fVaerver IP or Nams Liser namePassvword Wolumes

data_000N
hanate roopfee data_00003

15. Geben Sie die Anmeldedaten flir den Speicher ein, und klicken Sie auf Weiter.

13



Controller Wserver Credentials

Add one or more Controller/Veerver credentials to the configuration.

ﬁMﬂ | “j Ecit Boeets

Controlerivserver IF or Nams Liger name/Password Violumes

Cortrofler/v'server IP or haraib
e

Cortroler vV zerver Liter; root

Cortrolles/Vsarver sssmEREREw
Password

16. Wahlen Sie die Datenvolumen aus, die auf dem zweiten Speicher-Controller gespeichert sind, den Sie

14

erstellt haben, und klicken Sie auf Speichern.

D I e e

data 00003 gata_ 00002
log_00001
log_00003
| sapexe

vl

-3

.

T




17. Im Fenster Controller/Vserver Credentials werden die hinzugefligten Storage Controller und Volumes
angezeigt. Klicken Sie Auf Weiter.

Controller Wserver Credentials

Add one or more Controller Weserver credentials to the configuration.

= Controller/¥server Login Credentials
QDada | [iea & Deinta

Corlroler A server [P or Nams Usar namePassword Wiokamas

data_00001
henata FopbAess data_00003
hanallb rootre. data_ 00002

18. Geben Sie die Konfiguration der Snapshot-Richtlinie und -Aufbewahrung ein.

Die Aufbewahrung von drei taglichen und acht stiindlichen Snapshot-Kopien ist nur ein Beispiel, das je
nach Kundenanforderungen unterschiedlich konfiguriert werden kénnte.

Wahlen Sie als Namensgebungskonvention Zeitstempel aus. Die Verwendung der

(D Namenskonvention Recent wird mit dem SAP HANA Plug-in nicht unterstitzt, da der
Zeitstempel der Snapshot Kopie auch fir die SAP HANA Backup Katalog Eintrage
verwendet wird.

15



o, Conliguration o

Snapshot Detalls

Provide Snapshot copy related information.

Snapshol copy MName: Backup-ANA
Snapshol copy Labet

Policy Type @ ke Polcy O Use Pobcy Object
Snapshot copy Policies i
Enable Pobcy Pasicy Mame Retertion
~ Prrty “12
= daiy -3
I weekly 0
r Frsanthdy 0
Prevent Snapshol copry Deletion Mo e
Policy Retention Age
Haming Convention " Recent & Timestamp

19. Es sind keine Anderungen erforderlich. Klicken Sie Auf Weiter.

-

Snapshot Details Continued

Prowvide Snapshot copy related information.

Consistency Group: r

Congistency Timeout MEDILM »
SraapDrive Discovery: o w
Consistency Group WAFL Sync: No v
Snapshot copy Delste by age only. N ~
Snapshot copy Dependency ignore: No L
Reztore Auto Detect Mo -
igreore Applcation Errors: Na w
Snapshot Copy Disable: Mo v

20. Wahlen Sie SnapVault aus, und konfigurieren Sie die SnapVault-Aufbewahrungsrichtlinien und die
SnapVault-Wartezeit.
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7 Configuration »

Data Prolection

Configure Snaphirror, SnapVault or both

Data Transter [T SnapMnor W SnapWVauit
SnapVault Policies A
Enable Policy Pobcy Name Retention
~ hourty 10
~ dlady '2‘3'
r weekly o
r manthly 0
SrapVaeul Retenton Age:
Snapaull wad time: 10

21. Klicken Sie Auf Hinzufligen.

Data Protection Yolumes

Add SnapMirror and SnapYaull Volumes,

[J pata Protection Yolumes

Qasa | [ em @ Delate
Cortroler/Vaerver IP of Nam | Snaphlirror Volumes Snap'Valull Volumss
&

22. Wahlen Sie einen Quell-Speicher-Controller aus der Liste aus, und klicken Sie auf Weiter.
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Data Protection Volumes

Add SnapMirror and SnapVaull Volumes.

(J pata Protection Yolumes
Qada | [ Ea 8 Dt

Controfer/vserver IP or Nam | Snaphirmor Volumes SnapVaul Volumes
-]

Controder 'S l‘mn!al -
P or Name

23. Wahlen Sie alle Volumes aus, die auf dem Quell-Speicher-Controller gespeichert sind, und klicken Sie auf
Speichern.

[ pata Protection Valeme Sclection *

Valuimies Snapktarom
data_00001
clata_DOO03

s
i
SnapWaull
data_00001
data_00003
i
-

24. Klicken Sie auf Hinzufiigen, und wahlen Sie den zweiten Quell-Speicher-Controller aus der Liste aus, und
klicken Sie dann auf Weiter.

18



Fa Configuration

Data Protection Volumes

Add SnapMirror and SnapVault Volumes,

(] pata Protection Volumes

Qaga | e & Dalete
Confrolerfvearver IP or Mam | Snspiinror Volumes Snapvalil Volumas
e
data_ 00001
m’TB Ak TR

E Select a Controller/Vserver

Cortrollar i/ sarver | hanatbi
F or Namsa:

25. Wahlen Sie alle Volumes aus, die auf dem zweiten Quell-Speicher-Controller gespeichert sind, und klicken
Sie auf Speichern.

[ Data Protection Vohsme Selection

Vaolurmies Snaphirror
data_DO002
e
-
SnapVaull
data_00002
=

26. Im Fenster Data Protection Volumes werden alle Volumes angezeigt, die in der von lhnen erstellten
Konfiguration geschutzt werden sollten. Klicken Sie Auf Weiter.
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, Configuraticon

Data Protection Yolumes

Add SnapMirror and SnapVaull Volumes.

{J Data Protection Volumes

& Add | [ FEat & ociete
Controller/Vserver P or Mam  Snaphieror Volumes SnapVaul Volumes
[
data_00001
el dﬂa_ 3
haraib data_00002

27. Geben Sie die Anmeldeinformationen fir die Ziel-Storage-Controller ein, und klicken Sie auf Weiter. In
diesem Beispiel werden die Benutzeranmeldeinformationen ,root” flr den Zugriff auf das Speichersystem
verwendet. Normalerweise wird ein dedizierter Backup-Benutzer auf dem Storage-System konfiguriert und

dann mit Snap Creator verwendet.

P Configuraticn

[Data protection relstionships

SnapMirror and SnapVault relationships

Verified all Snaphirror relationships
Verifed ol SnapVaull relationshins
= hanazb
Cortroliervserver User: | root

Controllar N sarver L] mrb-nn--j
Password

28. Klicken Sie Auf Weiter.
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DFMOnCommand Settings

Enter OnComemand credentials and other details and settings.

T Operations Manager console Alert

IF Netipp Management Console data protection capabt

Host

Lizar

Password

Tranzport w
Port

29. Klicken Sie auf Fertig stellen, um die Konfiguration abzuschlief3en.

# Configuration *

Summary

Configuration MName. ANA_databaces backup
Mumber of Controlers'servers added 2
Cortrolles WVeasnser Name: hanala
Cordroler /v server User; rool

Cordrollér 'esrver Password '
ControllerVserver Name: hanaib
Condrollar V' earver User; rool
Controllarveerver Password "

Data profection Destinmtion Controllers/Veervers added
Cordrolles M server Name: hanalb
Controller/v'server User: rool
Cordroller V' sarver Password "

Global Controler 'V oerver credentials: No
Password Profection: Yes

|»

W odume:s:
hanaladata 00001 deda_00003,
hona1b:data_00D02,

Snapshol Copy Name: Backup- ANA
Snapshol Copy Policy Name Convention: Timestamg

lgnore Applcation Error. No
Snap\Vaull Updale: Yes
Snapault Wakt Time 10
SnapVaull Volumes:
CortrollerVserver. hanala
Wil

cota_00001

data 00003
Controlier/vserver, hanalb

Volumes v
i : LI—I

30. Klicken Sie auf die Registerkarte SnapVault-Einstellungen.



31. Wahlen Sie in der Dropdown-Liste der Option SnapVault-Wiederherstellung warten * Ja aus, und klicken
Sie auf Speichern.

# Monogemert » gk lsersandRiles = |0 Dsla = @ Polcy = | Repariz - 4 Heb -

Configurations = Bachgs = Job Mordor Logs

| Profiles and Configurations @ | Configuration Content : HANA_prodile_ANA > ANA_datsbase backup
2 R
W Add Friofe o RETeEh | B actione = | & Retoaa | gl Sove
4 [IHANA profis ANA = 7
General | Conrechion | Violumes | Snapthol seltings | Snaphlrror seftings Ll B
& ANA_dstabage DR
o ANA_dstabaze_backup
4 ANA_non_daisbase _fles DR SnapVault Policies
Enabsla Py Polcy Mt Rt
o oy 10
o haaly 5
ik ty (i}
wmorthiy i
Prevvenl Snapshol coply Deletion ] o

SnapVaull Reterbon Age

Snap'yaull wisl Dime 10

Mac Tranzter

Srinpy el Sneanaial Copry” 154 w
SnapVaul Restcen Wk Vs [+

Es wird empfohlen, fir den Replikationsverkehr ein dediziertes Netzwerk zu verwenden. Wenn Sie sich
dazu entscheiden, sollten Sie diese Schnittstelle in die Snap Creator-Konfigurationsdatei als sekundare
Schnittstelle aufnehmen.

AuRerdem kdnnen Sie dedizierte Managementoberflachen konfigurieren, sodass Snap Creator Uber eine
Netzwerkschnittstelle, die nicht an den Host-Namen des Storage Controllers gebunden ist, auf das Quell-
oder Ziel-Storage-System zugreifen kann.

mgmtsrv0l:/opt/NetApp/Snap Creator Framework 411/scServer4.l.lc/engine/c
onfigs/HANA profile ANA
# vi ANA database backup.conf

FHA#H A H AR H A A
FHASH AR

# Connection Options #
FHEH A A A A R R 1 4
FHAFH AR

PORT=443

SECONDARY INTERFACES=hanala:hanala-rep/hana2b;hanalb:hanalb-rep/hana2b
MANAGEMENT INTERFACES=hanaZb:hanaZb-mgmt
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-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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