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Vorbereitung auf Backup und Restore von IBM
Domino

Stellen Sie vor der Implementierung des IBM Domino Plug-ins sicher, dass Ihr Storage-
System und die Hosts die Mindestanforderungen für die Ressourcen erfüllen. Sie müssen
auch Storage-System-Layouts für Datenbanken konfigurieren und optional SnapMirror
und SnapVault Beziehungen einrichten.

Informationen zu Installationsanforderungen für Snap Creator Server und Agent finden Sie im "Snap Creator
Framework 4.1.2 – Installationshandbuch". Achten Sie besonders auf die Anforderungen vor der Installation
von IBM Domino für den Agent-Host:

• Auf UNIX-Hosts müssen Sie symbolische Links zu gemeinsam genutzten Objektdateien von IBM Domino
erstellen.

• Unter Windows Hosts müssen Sie den IBM Domino-Installationspfad zur PFADUMGEBVARIABLE
hinzufügen.

Anforderungen an das Storage-Layout

Eine typische IBM Domino Umgebung verfügt über mindestens drei Domino Volumes,
jeweils eins für Domino Daten, Domino Transaktions-Logs und das Plug-in changeinfo-
Verzeichnis. Viele Standorte verfügen auch über Volumes für Domino DAOS und für
View-Rebuilds.

Das IBM Domino Plug-in verwendet das Changeinfo-Verzeichnis für Änderungen, die während von Backup-
Vorgängen aufgezeichnet wurden, sowie für Kopien von Transaktionsprotokollen, die bei aktuellen Restore-
Vorgängen verwendet werden. Als Best Practice empfiehlt es sich, das Verzeichnis changeinfo auf einem
separaten Volume zu speichern, um zu vermeiden, dass die Informationen versehentlich überschrieben
werden, und um die Sicherung zu erleichtern.

Sie können es auch nützlich finden, separate Volumes für Domino DAOS zu haben (wenn sie aktiviert ist) und
für View-Rebuilds. Wenn Domino eine Ansicht neu erstellt (z. B. wenn ein Benutzer eine Ansicht öffnet, deren
Index gelöscht wurde oder wenn updall --R ausgeführt wird), kann es temporäre Dateien generieren, um die
Daten für die schnelle Wiederherstellung von Ansichten zu sortieren.

Standardmäßig befinden sich diese temporären Dateien im temporären Ordner des Systems oder im Domino-
Datenordner. IBM empfiehlt, den Speicherort der temporären Dateien auf ein anderes Laufwerk zu ändern, um
Festplatten-I/O zu verteilen und um sicherzustellen, dass genügend Speicherplatz für die Wiederherstellung
von Ansichten vorhanden ist. Um den temporären Ordner zu ändern, der für die Wiederherstellung von
Ansichten verwendet wird, fügen Sie der Datei notes.ini die Einstellung View_Rebuild_Dir hinzu.

In der folgenden Tabelle wird das bevorzugte Volume-Layout angezeigt:

Datenmenge Inhalt Hinweise

Band 1 Domino Daten FC-, SAS- oder SSD-Laufwerke
bevorzugt.
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Datenmenge Inhalt Hinweise

Lautstärke 2 Domino Transaktionsprotokolle FC-, SAS- oder SSD-Laufwerke
bevorzugt.

Lautstärke 3 Änderungsinformationen Speicherung von während Backup-
Vorgängen aufgezeichneten
Änderungen und Kopien von
Transaktionsprotokollen zur
Verwendung in aktuellen Restore-
Vorgängen

Lautstärke 4 Anzeigen von Neuerstellungen Optional Speichert temporäre
Dateien, die während
Indexaktualisierungen erstellt
wurden. Kann RAM-Datenträger
verwenden. Fügen Sie die
Einstellung View_reconcate_Dir zu
notes.ini Datei hinzu.

Lautstärke 5 DAOS Repository Optional Enthält .dlo-Dateien von
DAOS. Niedrige I/O-Anforderungen
machen dies zu einem guten
Kandidaten für SATA-Laufwerke.

In virtuellen Umgebungen werden bevorzugt Gast-Mount-Festplatten verwendet.

Einrichtung von SnapMirror und SnapVault

SnapMirror ist eine Disaster-Recovery-Technologie für den Failover von primärem
Storage zu sekundärem Storage an einem geografisch verteilten Standort. SnapVault ist
eine Archivierungstechnologie, die für die Disk-to-Disk Snapshot Kopien-Replizierung für
Compliance-Standards und andere Governance-Zwecke entwickelt wurde.

Bevor Sie Snap Creator mit diesen Produkten verwenden können, müssen Sie eine
Datensicherungsbeziehung zwischen den Quell- und Ziel-Volumes konfigurieren und dann die Beziehung
initialisieren.

In den in diesem Abschnitt beschriebenen Verfahren wird die Einrichtung von
Replizierungsbeziehungen in Clustered Data ONTAP beschrieben. Informationen zum
Einrichten dieser Beziehungen finden Sie in Data ONTAP im 7-Mode im .

Vorbereiten der Storage-Systeme für die SnapMirror Replizierung

Bevor Sie Snapshot Kopien spiegeln können, müssen Sie eine
Datensicherungsbeziehung zwischen den Quell- und Ziel-Volumes konfigurieren und
dann die Beziehung initialisieren. Bei der Initialisierung erstellt SnapMirror eine Snapshot
Kopie des Quell-Volume, dann überträgt die Kopie und alle Datenblöcke, auf die sie
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Bezug nimmt auf das Ziel-Volume. Es überträgt außerdem alle anderen, weniger
neuesten Snapshot Kopien auf dem Quell-Volume auf das Ziel-Volume.

• Sie müssen ein Cluster-Administrator sein.

• Für die Überprüfung von Snapshot Kopien auf dem Ziel-Volume müssen die Storage Virtual Machines
(SVMs) aus Quell- und Ziel-Storage über eine Management-LIF und eine Daten-LIF verfügen.

Die Management-LIF muss den gleichen DNS-Namen wie die SVM aufweisen. Legen Sie die
Management-LIF-Rolle auf Daten, das Protokoll none und die Firewall-Richtlinie auf das Management fest.

Sie können eine SnapMirror Beziehung mit der Data ONTAP Befehlszeilenschnittstelle (CLI) oder
OnCommand System Manager erstellen. Das folgende Verfahren dokumentiert die Verwendung der CLI.

Wenn Sie Datenbankdateien und Transaktions-Logs auf verschiedenen Laufwerken speichern,
müssen Sie für die Transaktions-Logs Beziehungen zwischen den Quell- und Ziel-Volumes für
die Datenbankdateien sowie zwischen den Quell- und Ziel-Volumes erstellen.

Die folgende Abbildung zeigt das Verfahren zur Initialisierung einer SnapMirror Beziehung:

1. Ermitteln des Ziel-Clusters

2. Verwenden Sie für das Ziel-Cluster den Befehl Volume create mit der Option -typeDP, um ein SnapMirror
Ziel-Volume zu erstellen, das entweder die gleiche oder eine größere Größe als das Quell-Volume hat.

Die Spracheinstellung des Zielvolumens muss mit der Spracheinstellung des Quellvolumens
übereinstimmen.

Mit dem folgenden Befehl wird ein 2 GB großes Ziel-Volume namens dstvolB in SVM2 auf dem Aggregat
node01_aggr erstellt:

cluster2::> volume create -vserver SVM2 -volume dstvolB -aggregate

node01_aggr -type DP

-size 2GB

3. Verwenden Sie für die Ziel-SVM den befehl „snapmirror create“ mit dem Parameter „-type DP“, um eine
SnapMirror-Beziehung zu erstellen.

Der DP-Typ definiert die Beziehung als SnapMirror-Beziehung.

Mit dem folgenden Befehl wird eine SnapMirror Beziehung zwischen dem Quell-Volume srcvolA auf SVM1
und dem Ziel-Volume dstvolB auf SVM2 erstellt und diesem wird die Standard-SnapMirror-Richtlinie
DDPStandard zugewiesen:

SVM2::> snapmirror create -source-path SVM1:srcvolA -destination-path

SVM2:dstvolB

-type DP
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Definieren Sie keinen Spiegelungsplan für die SnapMirror Beziehung. Das gilt für Sie, wenn
Sie einen Backup-Zeitplan erstellen.

Wenn Sie die SnapMirror Standardrichtlinie nicht verwenden möchten, können Sie den Befehl zum
Erstellen der snapmirror-Richtlinie aufrufen, um eine SnapMirror-Richtlinie zu definieren.

4. Verwenden Sie den snapmirror Initialize-Befehl, um die Beziehung zu initialisieren.

Bei der Initialisierung wird ein Basistransfer zum Ziel-Volume durchgeführt. SnapMirror erstellt eine
Snapshot-Kopie des Quell-Volume und überträgt dann die Kopie mit allen Datenblöcken, die er auf das
Ziel-Volume verweist. Sie überträgt zudem alle anderen Snapshot Kopien auf dem Quell-Volume auf das
Ziel-Volume.

Mit dem folgenden Befehl wird die Beziehung zwischen dem Quell-Volume srcvolA auf SVM1 und dem
Ziel-Volume dstvolB auf SVM2 initialisiert:

SVM2::> snapmirror initialize -destination-path SVM2:dstvolB

Storage-Systeme werden für die SnapVault-Replizierung vorbereitet

Bevor Sie zur Durchführung der Disk-to-Disk-Backup-Replizierung verwenden können,
müssen Sie eine Datensicherungsbeziehung zwischen den Quell- und Ziel-Volumes
konfigurieren und dann die Beziehung initialisieren. Bei der Initialisierung erstellt
SnapVault eine Snapshot Kopie des Quell-Volume, überträgt dann die Kopie und alle
Datenblöcke, auf die sie auf das Ziel-Volume verweist.

• Sie müssen ein Cluster-Administrator sein.

Sie können SnapVault Beziehungen mit der Data ONTAP Befehlszeilenschnittstelle (CLI) oder mit
OnCommand System Manager erstellen. Das folgende Verfahren dokumentiert die Verwendung der CLI.

Wenn Sie Datenbankdateien und Transaktions-Logs auf verschiedenen Laufwerken speichern,
müssen Sie für die Transaktions-Logs Beziehungen zwischen den Quell- und Ziel-Volumes für
die Datenbankdateien sowie zwischen den Quell- und Ziel-Volumes erstellen.

Die folgende Abbildung zeigt das Verfahren zur Initialisierung einer SnapVault Beziehung:

1. Ermitteln des Ziel-Clusters

2. Verwenden Sie für das Ziel-Cluster den Befehl Volume create mit der Option -typeDP, um ein SnapVault
Ziel-Volume zu erstellen, das mit der Größe des Quell-Volumes oder größer ist.

Die Spracheinstellung des Zielvolumens muss mit der Spracheinstellung des Quellvolumens
übereinstimmen.

Mit dem folgenden Befehl wird ein 2 GB großes Ziel-Volume namens dstvolB in SVM2 auf dem Aggregat
node01_aggr erstellt:

4



cluster2::> volume create -vserver SVM2 -volume dstvolB -aggregate

node01_aggr -type DP

-size 2GB

3. Verwenden Sie auf der Ziel-SVM den Erstellungsbefehl für die snapmirror Richtlinie, um eine SnapVault-
Richtlinie zu erstellen.

Mit dem folgenden Befehl wird die SVM-weite Richtlinie SVM1-Vault erstellt:

SVM2::> snapmirror policy create -vserver SVM2 -policy SVM1-vault

Für die SnapVault-Beziehung dürfen keine Cron-Zeitpläne oder Snapshot-Kopierrichtlinien
definiert werden. Das gilt für Sie, wenn Sie einen Backup-Zeitplan erstellen.

4. Verwenden Sie den snapmirror create-Befehl mit dem Parameter -type XDP und dem Parameter -Policy,
um eine SnapVault-Beziehung zu erstellen und eine Vault-Richtlinie zuzuweisen.

Der XDP-Typ definiert die Beziehung als eine SnapVault-Beziehung.

Mit dem folgenden Befehl wird eine SnapVault-Beziehung zwischen dem Quell-Volume srcvolA auf SVM1
und dem Ziel-Volume dstvolB auf SVM2 erstellt und der Richtlinie SVM1-Vault zugewiesen:

SVM2::> snapmirror create -source-path SVM1:srcvolA -destination-path

SVM2:dstvolB

-type XDP -policy SVM1-vault

5. Verwenden Sie den snapmirror Initialize-Befehl, um die Beziehung zu initialisieren.

Bei der Initialisierung wird ein Basistransfer zum Ziel-Volume durchgeführt. SnapMirror erstellt eine
Snapshot-Kopie des Quell-Volume und überträgt dann die Kopie mit allen Datenblöcken, die er auf das
Ziel-Volume verweist.

Mit dem folgenden Befehl wird die Beziehung zwischen dem Quell-Volume srcvolA auf SVM1 und dem
Ziel-Volume dstvolB auf SVM2 initialisiert:

SVM2::> snapmirror initialize -destination-path SVM2:dstvolB
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