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Bereitstellung lhres Storage-Systems

Bereitstellen von Storage auf Windows Hosts

Konfigurieren des LUN-Speichers

Mit SnapCenter kdnnen Sie eine FC-verbundene oder iSCSI-verbundene LUN
konfigurieren. Sie kdbnnen auch SnapCenter verwenden, um eine vorhandene LUN mit
einem Windows-Host zu verbinden.

LUNSs sind die grundlegende Storage-Einheit in einer SAN-Konfiguration. Der Windows-Host sieht LUNs auf
Ihrem System als virtuelle Festplatten. Weitere Informationen finden Sie unter "ONTAP 9 SAN Configuration
Guide".

Richten Sie eine iSCSI-Sitzung ein

Wenn Sie iSCSI zum Herstellen einer Verbindung zu einer LUN verwenden, miussen Sie eine iSCSI-Sitzung
starten, bevor Sie die LUN erstellen, um die Kommunikation zu ermdglichen.

Bevor Sie beginnen

« Sie missen den Knoten des Speichersystems als iSCSI-Ziel definiert haben.

« Sie missen den iSCSI-Service auf dem Speichersystem gestartet haben. "Weitere Informationen ."
Uber diese Aufgabe

Sie kdnnen eine iISCSI-Sitzung nur zwischen denselben IP-Versionen einrichten, entweder von IPv6 zu IPv6
oder von IPv4 zu IPv4.

Sie kdnnen eine Link-lokale IPv6-Adresse fur das iSCSI-Sitzungsmanagement und fir die Kommunikation
zwischen einem Host und einem Ziel nur verwenden, wenn beide sich im selben Subnetz befinden.

Wenn Sie den Namen eines iSCSI-Initiators dndern, ist der Zugriff auf iISCSI-Ziele beeintrachtigt. Nach Andern
des Namens missen Sie eventuell die Ziele, auf die der Initiator Zugriff hat, neu konfigurieren, damit sie den
neuen Namen erkennen kénnen. Sie miissen sicherstellen, dass der Host nach Andern des Namens eines
iISCSI-Initiators neu gestartet wird.

Wenn lhr Host Gber mehrere iSCSI-Schnittstellen verflgt, kdnnen Sie eine iISCSI-Sitzung mit einer IP-Adresse
in der ersten Schnittstelle nicht von einer anderen Schnittstelle mit einer anderen IP-Adresse aus starten, wenn
Sie eine iISCSI-Sitzung fir SnapCenter eingerichtet haben.

Schritte

1. Klicken Sie im linken Navigationsbereich auf Hosts.
2. Klicken Sie auf der Host-Seite auf iSCSI-Sitzung.

3. Wahlen Sie aus der Dropdown-Liste Storage Virtual Machine die Storage Virtual Machine (SVM) fur das
iISCSI-Ziel aus.

4. Wahlen Sie aus der Dropdown-Liste Host den Host fiir die Sitzung aus.

5. Klicken Sie Auf Sitzung Erstellen.


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-sanconf/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-sanconf/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-sanag/home.html

Der Assistent ,Sitzung einrichten® wird angezeigt.
6. Geben Sie im Assistenten zum Erstellen von Sitzungen das Ziel an:
In diesem Feld... Eingeben...
Name des Ziel-Nodes Der Knotenname des iSCSI-Ziels

Wenn ein vorhandener Zielknotenname vorhanden
ist, wird der Name im schreibgeschiitzten Format

angezeigt.
Zielportaladresse Die IP-Adresse des Zielnetzwerkportals
Zielportalport Der TCP-Port des Zielnetzwerkportals
Adresse des Initiator-Portals Die IP-Adresse des Initiator-Netzwerkportals

7. Wenn Sie mit lhren Eintrédgen zufrieden sind, klicken Sie auf Verbinden.
SnapCenter richtet die iISCSI-Sitzung ein.

8. Wiederholen Sie diesen Vorgang, um flr jedes Ziel eine Sitzung einzurichten.

Trennen Sie eine iSCSI-Sitzung

Gelegentlich mussen Sie eine iISCSI-Sitzung von einem Ziel trennen, mit dem Sie mehrere Sitzungen haben.
Schritte

1. Klicken Sie im linken Navigationsbereich auf Hosts.
2. Klicken Sie auf der Host-Seite auf iSCSI-Sitzung.

3. Wahlen Sie aus der Dropdown-Liste Storage Virtual Machine die Storage Virtual Machine (SVM) fur das
iISCSI-Ziel aus.

4. Wahlen Sie aus der Dropdown-Liste Host den Host fiir die Sitzung aus.

5. Wahlen Sie aus der Liste der iSCSI-Sitzungen die Sitzung aus, die Sie trennen moéchten, und klicken Sie
auf Sitzung trennen.

6. Klicken Sie im Dialogfeld Sitzung trennen auf OK.

SnapCenter trennt die iISCSI-Sitzung.

Erstellen und Verwalten von Initiatorgruppen

Sie erstellen Initiatorgruppen, um anzugeben, welche Hosts auf eine bestimmte LUN im
Storage-System zugreifen kdnnen. Sie kdnnen SnapCenter eine Initiatorgruppe auf
einem Windows Host erstellen, umbenennen, andern oder I6schen.



Erstellen einer Initiatorgruppe

Sie kénnen SnapCenter zum Erstellen einer Initiatorgruppe auf einem Windows Host verwenden. Die
Initiatorgruppe ist im Assistenten ,Festplatte erstellen oder ,Festplatte verbinden” verfiigbar, wenn Sie eine
LUN zuordnen.

Schritte

1.

Klicken Sie im linken Navigationsbereich auf Hosts.

2. Klicken Sie auf der Host-Seite auf iGroup.

3. Klicken Sie auf der Seite Initiatorgruppen auf Neu.

4. Definieren Sie im Dialogfeld Initiatorgruppe erstellen die Initiatorgruppe:

5.

In diesem Feld... Tun Sie das...

Storage-System Wahlen Sie die SVM fir die LUN aus, die Sie der
Initiatorgruppe zuordnen mochten.

Host Wahlen Sie den Host aus, auf dem Sie die
Initiatorgruppe erstellen mochten.

Initiatorgruppe Geben Sie den Namen der Initiatorgruppe ein.
Initiatoren Wahlen Sie den Initiator aus.
Typ Wahlen Sie den Initiatortyp, die iSCSI, FCP oder die

Kombination aus (FCP und iSCSI) aus.

Wenn Sie mit lhren Eintragen zufrieden sind, klicken Sie auf OK.

SnapCenter erstellt die Initiatorgruppe auf dem Storage-System.

Benennen Sie eine Initiatorgruppe um

Sie kdnnen eine vorhandene Initiatorgruppe mit SnapCenter umbenennen.

Schritte

1.
2.
3.

Klicken Sie im linken Navigationsbereich auf Hosts.
Klicken Sie auf der Host-Seite auf iGroup.

Klicken Sie auf der Seite Initiatorgruppen im Feld Storage Virtual Machine auf, um eine Liste der
verflgbaren SVMs anzuzeigen, und wahlen Sie dann die SVM flr die Initiatorgruppe aus, die Sie
umbenennen mochten.

. Wahlen Sie in der Liste der Initiatorgruppen fiir die SVM die Initiatorgruppe aus, die Sie umbenennen

mochten, und klicken Sie auf Umbenennen.

Geben Sie im Dialogfeld Initiatorgruppe umbenennen den neuen Namen fur die Initiatorgruppe ein und
klicken Sie auf Umbenennen.



Andern einer Initiatorgruppe

Sie kénnen mit SnapCenter Initiatoren zu einer vorhandenen Initiatorgruppe hinzufiigen. Beim Erstellen einer
Initiatorgruppe kdnnen Sie nur einen Host hinzufiigen. Wenn Sie eine Initiatorgruppe fur ein Cluster erstellen
mdchten, kdnnen Sie die Initiatorgruppe andern, um dieser Initiatorgruppe weitere Nodes hinzuzuflgen.

Schritte

1.
2.

Klicken Sie im linken Navigationsbereich auf Hosts.

Klicken Sie auf der Host-Seite auf iGroup.

3. Klicken Sie auf der Seite Initiatorgruppen im Feld Storage Virtual Machine auf, um eine Dropdown-Liste

der verfiigbaren SVMs anzuzeigen. Wahlen Sie dann die SVM flr die Initiatorgruppe aus, die Sie andern
mochten.

Wahlen Sie in der Liste der Initiatorgruppen eine Initiatorgruppe aus und klicken Sie auf Initiator zur
Initiatorgruppe hinzufiigen.

Wahlen Sie einen Host aus.

Wahlen Sie die Initiatoren aus und klicken Sie auf OK.

Loschen einer Initiatorgruppe

Sie kdnnen eine Initiatorgruppe mit SnapCenter I6schen, wenn Sie sie nicht mehr bendtigen.

Schritte

1.
2.
3.

Klicken Sie im linken Navigationsbereich auf Hosts.
Klicken Sie auf der Host-Seite auf iGroup.

Klicken Sie auf der Seite Initiatorgruppen im Feld Storage Virtual Machine auf, um eine Dropdown-Liste
der verfugbaren SVMs anzuzeigen. Wahlen Sie dann die SVM fir die Initiatorgruppe aus, die Sie I6schen
mochten.

Wahlen Sie in der Liste der Initiatorgruppen fir die SVM die Initiatorgruppe aus, die Sie |I6schen mochten,
und klicken Sie auf Léschen.

Klicken Sie im Dialogfeld Initiatorgruppe 16schen auf OK.

SnapCenter I6scht die Initiatorgruppe.

Erstellen und Verwalten von Festplatten

Der Windows-Host sieht LUNs auf lhrem Storage-System als virtuelle Festplatten. Sie
konnen SnapCenter verwenden, um eine FC-verbundene oder iSCSI-verbundene LUN
zu erstellen und zu konfigurieren.

« SnapCenter unterstitzt nur grundlegende Festplatten. Die dynamischen Festplatten werden nicht

unterstitzt.

» Fur GPT ist nur eine Datenpartition und fir MBR eine primare Partition zulassig, die ein Volume mit NTFS

oder CSVFS formatiert hat und einen Bereitstellungspfad hat.

» Unterstltzte Partitionsstile: GPT, MBR; in einer VMware UEFI VM werden nur iSCSI-Laufwerke unterstitzt



@ SnapCenter unterstitzt das Umbenennen einer Festplatte nicht. Wenn eine von SnapCenter
gemanagte Festplatte umbenannt wird, ist der SnapCenter-Betrieb nicht erfolgreich.

Zeigen Sie die Festplatten auf einem Host an
Sie kénnen die Festplatten auf jedem Windows Host, den Sie mit SnapCenter verwalten, anzeigen.

Schritte

1. Klicken Sie im linken Navigationsbereich auf Hosts.
2. Klicken Sie auf der Host-Seite auf Disks.

3. Wahlen Sie den Host aus der Dropdown-Liste Host aus.

Die Festplatten werden aufgelistet.

Anzeige geclusterter Festplatten

Sie kdnnen Cluster-Festplatten auf dem Cluster anzeigen, den Sie mit SnapCenter verwalten. Die Cluster-
Laufwerke werden nur angezeigt, wenn Sie das Cluster aus dem Dropdown-Meni Hosts auswahlen.

Schritte

1. Klicken Sie im linken Navigationsbereich auf Hosts.
2. Klicken Sie auf der Host-Seite auf Disks.

3. Wahlen Sie den Cluster aus der Dropdown-Liste Host aus.

Die Festplatten werden aufgelistet.

Erstellen Sie mit FC verbundene oder mit iSCSI verbundene LUNs oder Festplatten

Der Windows-Host sieht die LUNs auf Ihrem Storage-System als virtuelle Festplatten. Sie kénnen SnapCenter
verwenden, um eine FC-verbundene oder iSCSI-verbundene LUN zu erstellen und zu konfigurieren.

Wenn Sie Festplatten aul3erhalb von SnapCenter erstellen und formatieren méchten, werden nur NTFS- und
CSVFS-Dateisysteme unterstitzt.

Bevor Sie beginnen

+ Sie missen ein Volume fir die LUN auf Ihrem Speichersystem erstellt haben.

Das Volume sollte nur LUNs enthalten und nur LUNs, die mit SnapCenter erstellt wurden.

@ Sie kénnen auf einem mit SnapCenter erstellten Klon-Volume keine LUN erstellen, es sei
denn, der Klon wurde bereits aufgeteilt.

» Sie mussen den FC- oder iSCSI-Service auf dem Storage-System gestartet haben.
» Wenn Sie iSCSI verwenden, missen Sie eine iSCSI-Sitzung mit dem Speichersystem eingerichtet haben.

* Das SnapCenter-Plug-ins-Paket fir Windows muss nur auf dem Host installiert sein, auf dem Sie den
Datentrager erstellen.

Uber diese Aufgabe



» Sie kdnnen eine LUN nicht mit mehr als einem Host verbinden, es sei denn, die LUN wird von Hosts in
einem Windows Server Failover Cluster gemeinsam genutzt.

* Wenn eine LUN von Hosts in einem Windows Server Failover Cluster freigegeben wird, die CSV (Cluster
Shared Volumes) verwenden, mussen Sie die Festplatte auf dem Host erstellen, der die Cluster-Gruppe

besitzt.

Schritte

> 0N

. Klicken Sie im linken Navigationsbereich auf Hosts.

Klicken Sie auf der Host-Seite auf Disks.

Wahlen Sie den Host aus der Dropdown-Liste Host aus.

Klicken Sie Auf Neu.
Der Assistent Datentrager erstellen wird geoffnet.

Geben Sie auf der Seite LUN-Name die LUN an:

In diesem Feld...

Storage-System

Der LUN-Pfad

Der LUN-Name

ClustergroiRe

LUN-Bezeichnung

Tun Sie das...

Wahlen Sie die SVM flr die LUN aus.

Klicken Sie auf Durchsuchen, um den
vollstandigen Pfad des Ordners auszuwahlen, der
die LUN enthalt.

Geben Sie den Namen der LUN ein.

Wahlen Sie die Block-Zuweisungsgrofie der LUN
fur das Cluster aus.

Die Cluster-Grof3e hangt vom Betriebssystem und
den Applikationen ab.

Geben Sie optional einen beschreibenden Text fiir
die LUN ein.

6. Wahlen Sie auf der Seite Festplattentyp den Festplattentyp aus:

Auswahlen...

Dedizierte Festplatte

Wenn...

Auf die LUN kann nur von einem Host zugegriffen
werden.

Ignorieren Sie das Feld Ressourcengruppe.



Auswaihlen...

Freigegebenes Laufwerk

Gemeinsam genutztes Cluster-Volume (CSV)

Eigenschaft

Automatisches Zuweisen des Bereitstellungspunkts

Weisen Sie einen Laufwerkbuchstaben zu

Verwenden Sie den Volume-Bereitstellungspunkt

Weisen Sie keinen Laufwerksbuchstaben oder
einen Volume-Bereitstellungspunkt zu

Wenn...

Die LUN wird von Hosts in einem Windows Server
Failover Cluster gemeinsam genutzt.

Geben Sie den Namen der Cluster-
Ressourcengruppe in das Feld Ressourcengruppe
ein. Sie mussen die Festplatte auf nur einem Host
im Failover-Cluster erstellen.

Die LUN wird von Hosts in einem Windows Server
Failover Cluster, das CSV verwendet, gemeinsam
verwendet.

Geben Sie den Namen der Cluster-
Ressourcengruppe in das Feld Ressourcengruppe
ein. Stellen Sie sicher, dass der Host, auf dem Sie
die Festplatte erstellen, der Besitzer der Cluster-
Gruppe ist.

7. Geben Sie auf der Seite Laufwerkeigenschaften die Laufwerkeigenschaften an:

Beschreibung

SnapCenter weist auf der Grundlage des
Systemlaufwerks automatisch einen Volume-Mount-
Punkt zu.

Beispiel: Wenn Ihr Systemlaufwerk C: Ist, erstellt
Auto assign einen Mount-Punkt unter Ihrem
Laufwerk C: (C:\scmnpt\). Die automatische
Zuweisung wird fur freigegebene Festplatten nicht
unterstatzt.

Befestigen Sie die Festplatte an dem Laufwerk, das
Sie in der Dropdown-Liste neben ausgewahit
haben.

Befestigen Sie die Festplatte an dem im Feld
nebenan angegebenen Laufwerkspfad.

Das Root des Volume-Bereitstellungspunkts muss
dem Host gehoéren, auf dem Sie die Festplatte
erstellen.

Wabhlen Sie diese Option, wenn Sie die Festplatte
manuell in Windows mounten mdchten.



Eigenschaft
Die LUN-GroRe

Verwenden Sie Thin Provisioning fur das Volume,
das diese LUN hostet

Wahlen Sie Partitionstyp

Beschreibung

Geben Sie die LUN-GroRRe an; Minimum 150 MB.

Wahlen Sie MB, GB oder TB in der angrenzenden
Dropdown-Liste aus.

Thin Provisioning fur die LUN

Thin Provisioning weist nur so viel Speicherplatz zu,
wie gleichzeitig bendtigt wird. Dies ermoglicht es
der LUN, die maximale verfligbare Kapazitat
effizient zu erweitern.

Stellen Sie sicher, dass auf dem Volume geniigend
Speicherplatz verfigbar ist, um allen LUN-Storage,
den Sie glauben, dass Sie bendétigen werden,
gerecht zu werden.

Wahlen Sie GPT-Partition fiir eine GUID-
Partitionstabelle oder MBR-Partition fur einen
Master Boot Record aus.

MBR-Partitionen kénnen falsche Ausrichtung in
Windows Server Failover Clustern verursachen.

Partitionsfestplatten der Unified
Extensible Firmware Interface (UEFI)
werden nicht unterstutzt.

8. Wahlen Sie auf der Seite LUN zuordnen den iSCSI- oder FC-Initiator auf dem Host aus:

In diesem Feld...

Host

Wahlen Sie Host Initiator aus

Tun Sie das...

Doppelklicken Sie auf den Cluster-Gruppennamen,
um eine Dropdown-Liste anzuzeigen, in der die

Hosts angezeigt werden, die zum Cluster gehdren,
und wahlen Sie dann den Host firr den Initiator aus.

Dieses Feld wird nur angezeigt, wenn die LUN von
Hosts in einem Windows-Server-Failover-Cluster
gemeinsam genutzt wird.

Wahlen Sie Fibre Channel oder iSCSI und wahlen
Sie dann den Initiator auf dem Host aus.

Sie kdnnen mehrere FC-Initiatoren auswahlen,
wenn Sie FC mit Multipath 1/0 (MP1O) verwenden.

9. Geben Sie auf der Seite Gruppentyp an, ob Sie eine vorhandene Initiatorgruppe der LUN zuordnen

mochten, oder erstellen Sie eine neue Initiatorgruppe:



Auswaihlen...

Erstellen einer neuen Initiatorgruppe fur
ausgewahlte Initiatoren

Wahlen Sie eine vorhandene Initiatorgruppe aus,
oder geben Sie eine neue Initiatorgruppe flr
ausgewahlte Initiatoren an

Wenn...

Sie mdchten eine neue Initiatorgruppe fir die
ausgewahlten Initiatoren erstellen.

Sie mdchten eine vorhandene Initiatorgruppe fur die
ausgewahlten Initiatoren angeben oder eine neue
Initiatorgruppe mit dem angegebenen Namen
erstellen.

Geben Sie den Initiatorgruppennamen in das Feld *
igroup Name* ein. Geben Sie die ersten
Buchstaben des bestehenden
Initiatorgruppennamens ein, um das Feld
automatisch abzuschlieRen.

10. Uberprifen Sie auf der Zusammenfassungsseite lhre Auswahl und klicken Sie dann auf Fertig stellen.

SnapCenter erstellt die LUN und verbindet sie mit dem angegebenen Laufwerk oder dem angegebenen

Laufwerkpfad auf dem Host.

Andern der GroRe einer Festplatte

Sie kdnnen die Grole einer Festplatte bei sich andernden Anforderungen lhres Storage-Systems erhdhen

oder reduzieren.

Uber diese Aufgabe

 Bei einer LUN, die Uber Thin Provisioning bereitgestellt wurde, wird die Grof3e der ONTAP-lun-Geometrie

als maximale GroRRe angezeigt.

* Bei LUNs mit Thick Provisioning wird die erweiterbare Grofde (verfigbare Grofe im Volume) als maximale

Grolde angezeigt.

* LUNs mit Partitionen im MBR-Stil haben eine GréRenbeschrankung von 2 TB.

* LUNs mit GPT-Partitionen haben eine Speichersystemgrofie von maximal 16 TB.

» Es ist eine gute Idee, einen Snapshot vor der GroRenanderung einer LUN zu erstellen.

* Wenn Sie eine LUN aus einem vor der GroRe der LUN erstellten Snapshot wiederherstellen miissen, passt
SnapCenter die LUN automatisch an die Grélie des Snapshots an.

Nach dem Restore missen Daten, die der LUN nach der GréRRe der Grof3e hinzugefligt wurden, aus einem
Snapshot wiederhergestellt werden, nachdem die GréRRe geandert wurde.

Schritte

1. Klicken Sie im linken Navigationsbereich auf Hosts.

2. Klicken Sie auf der Host-Seite auf Disks.

3. Wahlen Sie den Host aus der Dropdown-Liste Host aus.

Die Festplatten werden aufgelistet.



4. Wahlen Sie die Festplatte aus, die Sie andern mdchten, und klicken Sie dann auf GroRe.

5. Verwenden Sie im Dialogfeld ,Festplatte andern” das Schieberegler-Werkzeug, um die neue GrofRe der

Festplatte festzulegen, oder geben Sie die neue Grole in das Feld GroRe ein.

Wenn Sie die Grélke manuell eingeben, missen Sie aulRerhalb des Felds Grole klicken,
bevor die Schaltflache verkleinern oder erweitern entsprechend aktiviert ist. AuRerdem
mussen Sie auf MB, GB oder TB klicken, um die Maleinheit anzugeben.

6. Wenn Sie mit lhren Eintragen zufrieden sind, klicken Sie ggf. auf verkleinern oder erweitern.

SnapCenter Grole der Festplatte neu.

SchlieRen Sie eine Festplatte an

Sie kénnen den Assistenten zum Verbinden von Festplatten verwenden, um eine vorhandene LUN mit einem
Host zu verbinden, oder um eine getrennte LUN erneut zu verbinden.

Bevor Sie beginnen

+ Sie missen den FC- oder iSCSI-Service auf dem Storage-System gestartet haben.

» Wenn Sie iSCSI verwenden, missen Sie eine iSCSI-Sitzung mit dem Speichersystem eingerichtet haben.

» Sie kdnnen eine LUN nicht mit mehr als einem Host verbinden, es sei denn, die LUN wird von Hosts in

einem Windows Server Failover Cluster gemeinsam genutzt.

* Wenn die LUN von Hosts in einem Windows Server Failover Cluster gemeinsam genutzt wird, der CSV

(Cluster Shared Volumes) verwendet, missen Sie die Festplatte auf dem Host verbinden, der die Cluster-
Gruppe besitzt.

* Das Plug-in fir Windows muss nur auf dem Host installiert sein, auf dem Sie die Festplatte anschliel3en.

Schritte

1.

> 0N

10

Klicken Sie im linken Navigationsbereich auf Hosts.
Klicken Sie auf der Host-Seite auf Disks.

Wahlen Sie den Host aus der Dropdown-Liste Host aus.
Klicken Sie Auf Verbinden.

Der Assistent zum Verbinden von Festplatten wird gedffnet.

. Geben Sie auf der Seite LUN-Name die zu verbindende LUN an:

In diesem Feld... Tun Sie das...
Storage-System Wahlen Sie die SVM fiir die LUN aus.
Der LUN-Pfad Klicken Sie auf Durchsuchen, um den

vollstandigen Pfad des Volumes auszuwahlen, das
die LUN enthalt.

Der LUN-Name Geben Sie den Namen der LUN ein.



In diesem Feld...

ClustergroRe

LUN-Bezeichnung

Tun Sie das...

Wahlen Sie die Block-Zuweisungsgrofie der LUN
fur das Cluster aus.

Die Cluster-Gréflke hangt vom Betriebssystem und
den Applikationen ab.

Geben Sie optional einen beschreibenden Text fur
die LUN ein.

6. Wahlen Sie auf der Seite Festplattentyp den Festplattentyp aus:

Auswaihlen...

Dedizierte Festplatte

Freigegebenes Laufwerk

Gemeinsam genutztes Cluster-Volume (CSV)

Wenn...

Auf die LUN kann nur von einem Host zugegriffen
werden.

Die LUN wird von Hosts in einem Windows Server
Failover Cluster gemeinsam genutzt.

Sie missen die Festplatte nur mit einem Host im
Failover-Cluster verbinden.

Die LUN wird von Hosts in einem Windows Server
Failover Cluster, das CSV verwendet, gemeinsam
verwendet.

Stellen Sie sicher, dass der Host, auf dem Sie eine
Verbindung zur Festplatte herstellen, der Besitzer
der Cluster-Gruppe ist.

7. Geben Sie auf der Seite Laufwerkeigenschaften die Laufwerkeigenschaften an:

Eigenschaft

Automatische Zuweisung

Weisen Sie einen Laufwerkbuchstaben zu

Beschreibung

Lassen Sie SnapCenter automatisch einen Volume
Mount-Punkt basierend auf dem Systemlaufwerk
zuweisen.

Beispiel: Wenn lhr Systemlaufwerk C: Ist, erstellt
die Eigenschaft Auto assign einen Volume Mount
Point unter Ihrem Laufwerk C: (C:\scmnpt\). Die
Eigenschaft ,Automatische Zuweisung* wird flr
freigegebene Festplatten nicht unterstitzt.

Legen Sie den Datentrager in die entsprechende
Dropdown-Liste ein.

11



Eigenschaft Beschreibung

Verwenden Sie den Volume-Bereitstellungspunkt Mounten Sie die Festplatte an den im Feld
angrenzend angegebenen Laufwerkspfad.

Das Root des Volume-Bereitstellungspunkts muss
dem Host gehdren, auf dem Sie die Festplatte

erstellen.
Weisen Sie keinen Laufwerksbuchstaben oder Wahlen Sie diese Option, wenn Sie die Festplatte
einen Volume-Bereitstellungspunkt zu manuell in Windows mounten mdchten.

8. Wahlen Sie auf der Seite LUN zuordnen den iSCSI- oder FC-Initiator auf dem Host aus:

In diesem Feld... Tun Sie das...

Host Doppelklicken Sie auf den Cluster-Gruppennamen,
um eine Dropdown-Liste anzuzeigen, in der die
Hosts angezeigt werden, die zum Cluster gehdren,
und wahlen Sie dann den Host fur den Initiator aus.

Dieses Feld wird nur angezeigt, wenn die LUN von
Hosts in einem Windows-Server-Failover-Cluster
gemeinsam genutzt wird.

Wahlen Sie Host Initiator aus Wahlen Sie Fibre Channel oder iSCSI und wahlen
Sie dann den Initiator auf dem Host aus.

Sie kdnnen mehrere FC-Initiatoren auswahlen,
wenn Sie FC mit MPIO verwenden.

9. Geben Sie auf der Seite Gruppentyp an, ob Sie eine vorhandene Initiatorgruppe der LUN zuordnen oder
eine neue Initiatorgruppe erstellen mdéchten:

Auswihlen... Wenn...

Erstellen einer neuen Initiatorgruppe fur Sie mochten eine neue Initiatorgruppe fir die

ausgewahlte Initiatoren ausgewahlten Initiatoren erstellen.

Wahlen Sie eine vorhandene Initiatorgruppe aus, Sie mochten eine vorhandene Initiatorgruppe fiir die

oder geben Sie eine neue Initiatorgruppe fir ausgewahlten Initiatoren angeben oder eine neue

ausgewahlte Initiatoren an Initiatorgruppe mit dem angegebenen Namen
erstellen.

Geben Sie den Initiatorgruppennamen in das Feld *
igroup Name* ein. Geben Sie die ersten
Buchstaben des bestehenden
Initiatorgruppennamens ein, um das Feld
automatisch abzuschlieRen.

10. Uberprifen Sie auf der Seite Zusammenfassung |lhre Auswahl und klicken Sie auf Fertig stellen.
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SnapCenter verbindet die LUN mit dem angegebenen Laufwerk- oder Laufwerkspfad am Host.

Trennen Sie eine Festplatte

Sie kénnen eine LUN ohne Auswirkungen auf den Inhalt der LUN von einem Host trennen, mit einer
Ausnahme: Wenn Sie einen Klon vor dessen Trennung trennen, verlieren Sie den Inhalt des Klons.

Bevor Sie beginnen
« Stellen Sie sicher, dass die LUN nicht von einer Applikation verwendet wird.

« Stellen Sie sicher, dass die LUN nicht mit Monitoring-Software tUberwacht wird.

* Wenn die LUN gemeinsam genutzt wird, entfernen Sie die Abhangigkeiten der Cluster-Ressourcen aus der
LUN, und Uberprifen Sie, ob alle Nodes im Cluster eingeschaltet sind, ordnungsgemal’ funktionieren und
SnapCenter zur Verfigung stehen.

Uber diese Aufgabe

Wenn Sie eine LUN in einem FlexClone Volume trennen, das SnapCenter erstellt hat, und keine anderen
LUNs auf dem Volume sind verbunden, I6scht SnapCenter das Volume. Vor dem Trennen der LUN zeigt
SnapCenter eine Meldung an, dass das FlexClone Volume mdglicherweise geldscht wird.

Um das automatische Loschen des FlexClone Volume zu vermeiden, sollten Sie das Volume umbenennen,
bevor Sie die letzte LUN trennen. Wenn Sie das Volume umbenennen, stellen Sie sicher, dass Sie mehrere
Zeichen als nur das letzte Zeichen im Namen andern.

Schritte

1. Klicken Sie im linken Navigationsbereich auf Hosts.
2. Klicken Sie auf der Host-Seite auf Disks.

3. Wahlen Sie den Host aus der Dropdown-Liste Host aus.
Die Festplatten werden aufgelistet.

4. Wahlen Sie das Laufwerk aus, das Sie trennen mochten, und klicken Sie dann auf Trennen.

5. Klicken Sie im Dialogfeld Disconnect Disk auf OK.

SnapCenter trennt die Verbindung der Festplatte.

Loschen Sie eine Festplatte

Sie kénnen einen Datentrager 16schen, wenn Sie ihn nicht mehr benétigen. Nach dem Ldschen eines
Datentragers kdnnen Sie das Léschen nicht riickgangig machen.

Schritte

1. Klicken Sie im linken Navigationsbereich auf Hosts.
2. Klicken Sie auf der Host-Seite auf Disks.

3. Wahlen Sie den Host aus der Dropdown-Liste Host aus.
Die Festplatten werden aufgelistet.

4. Wahlen Sie den Datentrager aus, den Sie I6schen mochten, und klicken Sie dann auf Léschen.
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5. Klicken Sie im Dialogfeld Datentrager |I6schen auf OK.

SnapCenter I6scht die Festplatte.

SMB-Freigaben erstellen und managen

Um eine SMB3-Freigabe auf einer Storage Virtual Machine (SVM) zu konfigurieren,
konnen Sie entweder die SnapCenter Benutzeroberflache oder PowerShell Commandlets
verwenden.

Best Practice: die Verwendung der Cmdlets wird empfohlen, da es Ihnen ermdglicht, die Vorteile von
Vorlagen mit SnapCenter zur Automatisierung der Share-Konfiguration zu nutzen.

Die Vorlagen kapseln die Best Practices fiir die Volume- und Share-Konfiguration. Die Vorlagen finden Sie im
Ordner Vorlagen im Installationsordner flr das SnapCenter-Plug-ins-Paket fir Windows.

Wenn Sie sich damit wohlfiihlen, kdnnen Sie Ihre eigenen Vorlagen nach den bereitgestellten
Modellen erstellen. Sie sollten die Parameter in der Cmdlet-Dokumentation Uberprtifen, bevor
Sie eine benutzerdefinierte Vorlage erstellen.

Erstellen Sie eine SMB-Freigabe

Auf der Seite ,SnapCenter Shares* konnen Sie eine SMB3-Freigabe auf einer Storage Virtual Machine (SVM)
erstellen.

Datenbanken auf SMB-Freigaben kdnnen nicht mit SnapCenter gesichert werden. SMB-Support ist auf die
reine Provisionierung beschrankt.

Schritte

1. Klicken Sie im linken Navigationsbereich auf Hosts.

Klicken Sie auf der Host-Seite auf Shares.

Wahlen Sie die SVM aus der Dropdown-Liste Storage Virtual Machine aus.
Klicken Sie Auf Neu.

A w0 N

Das Dialogfeld Neue Freigabe wird gedffnet.

5. Definieren Sie im Dialogfeld Neue Freigabe die Freigabe:

In diesem Feld... Tun Sie das...
Beschreibung Geben Sie einen beschreibenden Text fur die
Freigabe ein.
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6.

In diesem Feld... Tun Sie das...
Freigabename Geben Sie den Freigabenamen ein, z. B.
»l1est_share”.

Der Name, den Sie fir die Freigabe eingeben, wird
auch als Volume-Name verwendet.

Der Share-Name:

* Muss eine UTF-8-Zeichenfolge sein.

 Darf folgende Zeichen nicht enthalten:
Steuerzeichen von 0x00 bis Ox1F (beide
inklusiv), 0x22 (doppelte Anfiihrungszeichen)
und die Sonderzeichen \ / [ ]
(vertical bar) < >+ =; , ?

Freigabepfad * Klicken Sie in das Feld, um einen neuen
Dateisystempfad einzugeben, z. B. /.

* Doppelklicken Sie in das Feld, um eine Liste der
vorhandenen Dateisystempfade auszuwahlen.

Wenn Sie mit lhren Eintragen zufrieden sind, klicken Sie auf OK.

SnapCenter erstellt die SMB-Freigabe auf der SVM.

Loschen einer SMB-Freigabe

Sie kénnen eine SMB-Freigabe |6schen, wenn Sie sie nicht mehr benétigen.

Schritte

1.
2.
3.

Klicken Sie im linken Navigationsbereich auf Hosts.
Klicken Sie auf der Host-Seite auf Shares.

Klicken Sie auf der Seite Freigaben im Feld Storage Virtual Machine auf, um ein Dropdown-Menu mit
einer Liste der verfiigbaren Storage Virtual Machines (SVMs) anzuzeigen. Wahlen Sie dann die SVM fiir
die Freigabe aus, die Sie [6schen mdchten.

Wahlen Sie aus der Liste der Freigaben auf der SVM die Freigabe aus, die Sie I6schen mdchten, und
klicken Sie auf Loschen.

Klicken Sie im Dialogfeld Freigabe 16schen auf OK.

SnapCenter I6scht die SMB-Freigabe von der SVM.

Rickgewinnung von Speicherplatz im Storage-System

Obwohl NTFS den verfugbaren Speicherplatz auf einer LUN verfolgt, wenn Dateien
geldscht oder geandert werden, werden die neuen Informationen nicht dem Storage-
System gemeldet. Sie kdnnen das PowerShell Cmdlet zur Speicherplatzrickgewinnung
auf dem Plug-in fur Windows Host ausfuhren, um sicherzustellen, dass neu freigegebene
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Blocke im Storage als verfugbar markiert werden.

Wenn Sie das Cmdlet auf einem Remote Plug-in-Host ausfiihren, miissen Sie das Cmdlet "SnapCenterOpen-
SMConnection" ausfihren, um eine Verbindung zum SnapCenter Server zu 6ffnen.

Bevor Sie beginnen

« Sie missen sicherstellen, dass der Prozess zur Rickgewinnung von Speicherplatz abgeschlossen wurde,
bevor Sie eine Wiederherstellung durchfiihren.

* Wenn die LUN von Hosts in einem Windows-Server-Failover-Cluster gemeinsam genutzt wird, miissen Sie
Speicherplatz auf dem Host, der die Cluster-Gruppe besitzt, freigeben.

* Um eine optimale Storage-Performance zu erzielen, sollten Sie so oft wie mdglich eine Platzreklamation
durchfuhren.

Stellen Sie sicher, dass das gesamte NTFS-Dateisystem gescannt wurde.

Uber diese Aufgabe

» Die Ruckgewinnung von Speicherplatz ist zeitaufwandig und CPU-intensiv. Daher ist es normalerweise am
besten, wenn die Auslastung des Storage-Systems und des Windows-Hosts niedrig ist.

* Die Speicherplatzrickgewinnung beansprucht fast allen verfligbaren Speicherplatz, nicht aber 100
Prozent.

« Sie sollten die Festplattendefragmentierung nicht gleichzeitig ausfihren, da Sie Speicherplatz einsparen.

Dadurch kann der Rickgewinnungsprozess verlangsamt werden.

Schritt
Geben Sie an der PowerShell-Eingabeaufforderung des Anwendungsservers den folgenden Befehl ein:
Invoke-SdHostVolumeSpaceReclaim -Path drive path

Drive_Path ist der der der LUN zugeordnete Laufwerkpfad.

Stellen Sie Storage mit PowerShell cmdlets bereit

Wenn Sie die SnapCenter GUI nicht zum Ausfuhren von Aufgaben zur Host-
Bereitstellung und zur Speicherplatzriickgewinnung verwenden mdchten, kdnnen Sie die
PowerShell Commandlets verwenden, die vom SnapCenter Plug-in flr Microsoft
Windows zur Verfugung gestellt werden. Sie konnen Cmdlets direkt verwenden oder zu
Skripten hinzufligen.

Wenn Sie die Cmdlets auf einem Remote-Plug-in-Host ausfihren, missen Sie das Cmdlet SnapCenter Open-
SMConnection ausfiihren, um eine Verbindung zum SnapCenter Server zu 6ffnen.

Die Informationen zu den Parametern, die mit dem Cmdlet und deren Beschreibungen verwendet werden
kdnnen, kénnen durch Ausflihren von get-Help Command_Name abgerufen werden. Alternativ kdnnen Sie
auch auf die "SnapCenter Software Cmdlet Referenzhandbuch".

Wenn SnapCenter PowerShell Cmdlets aufgrund der Entfernung von SnapDrive fir Windows vom Server
beschadigt sind, lesen Sie "SnapCenter cmdlets defekt, wenn SnapDrive fiir Windows deinstalliert wird".
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Bereitstellung von Storage in VMware Umgebungen

Sie kdnnen das SnapCenter-Plug-in fur Microsoft Windows in VMware-Umgebungen
verwenden, um LUNs zu erstellen und zu verwalten und Snapshots zu verwalten.
Unterstiutzte VMware Gastbetriebssystemplattformen

» Unterstltzte Versionen von Windows Server

» Microsoft Cluster-Konfigurationen

Unterstlitzung von maximal 16 Knoten auf VMware bei Verwendung des Microsoft iISCSI Software-Initiators

oder bis zu zwei Knoten mit FC

* RDM-LUNs

Unterstitzung von maximal 56 RDM LUNs mit vier LS| Logic SCSI Controllern fiir normalen RDMS oder 42

RDM LUNs mit drei LS| Logic SCSI Controllern auf einem VMware VM MSC Box-to-Box Plug-in fur
Windows Konfiguration

Unterstitzt VMware Paravirtuellen SCSI-Controller 256 Festplatten konnen auf RDM-Festplatten
unterstutzt werden.

Aktuelle Informationen zu unterstitzten Versionen finden Sie unter "NetApp Interoperabilitats-Matrix-Tool".

Serverbezogene Einschrankungen bei VMware ESXi

* Das Installieren des Plug-ins fir Windows auf einem Microsoft-Cluster auf virtuellen Maschinen mit ESXi-
Anmeldedaten wird nicht unterstutzt.

Sie sollten Ihre vCenter-Anmeldedaten verwenden, wenn Sie das Plug-in fir Windows auf geclusterten
virtuellen Maschinen installieren.

* Alle Cluster-Knoten missen dieselbe Ziel-ID (auf dem virtuellen SCSI-Adapter) fur dieselbe geclusterte
Festplatte verwenden.

* Wenn Sie eine RDM-LUN aulerhalb des Plug-in fir Windows erstellen, missen Sie den Plug-in-Service
neu starten, damit die neu erstellte Festplatte erkannt werden kann.

» Auf einem VMware Gastbetriebssystem kdnnen Sie keine iSCSI- und FC-Initiatoren gleichzeitig
verwenden.

Minimale vCenter-Berechtigungen, die fiir SnapCenter RDM-Vorgange erforderlich sind

Sie sollten die folgenden vCenter-Rechte auf dem Host haben, um RDM-Vorgange in einem
Gastbetriebssystem durchzufiihren:

» Datastore: Datei Entfernen

* Host: Konfiguration > Speicherpartition Konfiguration

* Virtual Machine: Konfiguration

Sie mussen diese Berechtigungen einer Rolle auf Virtual Center-Server-Ebene zuweisen. Die Rolle, der Sie
diese Berechtigungen zuweisen, kann keinem Benutzer ohne Root-Berechtigungen zugewiesen werden.
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Nachdem Sie diese Berechtigungen zugewiesen haben, kdnnen Sie das Plug-in fir Windows auf dem
Gastbetriebssystem installieren.

Verwalten Sie FC RDM LUNSs in einem Microsoft Cluster

Sie kénnen das Plug-in fir Windows verwenden, um einen Microsoft Cluster mithilfe von FC RDM LUNs zu
verwalten. Sie missen jedoch zuerst das gemeinsame RDM Quorum und den gemeinsam genutzten Speicher
aulerhalb des Plug-ins erstellen und dann die Festplatten den virtuellen Maschinen im Cluster hinzufligen.

Ab ESXi 5.5 konnen Sie auch ESX iSCSI und FCoE Hardware verwenden, um einen Microsoft-Cluster zu
managen. Das Plug-in fir Windows bietet Out-of-Box-Unterstiitzung fir Microsoft Cluster.

Anforderungen

Das Plug-in fur Windows unterstitzt Microsoft Cluster mithilfe von FC RDM LUNs auf zwei verschiedenen
Virtual Machines, die zu zwei verschiedenen ESX- oder ESXi-Servern gehoéren, auch ,Cluster Across*
genannt, wenn Sie die spezifischen Konfigurationsanforderungen erfiillen.

* Die Virtual Machines (VMs) missen dieselbe Windows Serverversion ausfihren.

« ESX oder ESXi Serverversionen missen fiir jeden libergeordneten VMware Host die gleichen sein.

+ Jeder Ubergeordnete Host muss mindestens zwei Netzwerkadapter haben.

* Es muss mindestens ein VMware Virtual Machine File System (VMFS) Datastore vorhanden sein, der von
den beiden ESX- oder ESXi-Servern gemeinsam genutzt wird.

» VMware empfiehlt, den gemeinsam genutzten Datenspeicher auf einem FC SAN zu erstellen.
Bei Bedarf kann auch der gemeinsam genutzte Datenspeicher tiber iSCSI erstellt werden.

» Die gemeinsam genutzte RDM LUN muss sich im physischen Kompatibilitdtsmodus befinden.

* Die gemeinsame RDM LUN muss aulRerhalb des Plug-in fir Windows manuell erstellt werden.
Sie kdnnen virtuelle Laufwerke nicht fiir gemeinsamen Speicher verwenden.

* Ein SCSI-Controller muss fur jede Virtual Machine im Cluster im physischen Kompatibilititsmodus
konfiguriert sein:

Fiar Windows Server 2008 R2 missen Sie den LS| Logic SAS SCSI-Controller auf jeder virtuellen
Maschine konfigurieren. Freigegebene LUNs kénnen den vorhandenen LS| Logic SAS-Controller nicht
verwenden, wenn nur einer seiner Typen vorhanden ist und dieser bereits mit dem Laufwerk C: Verbunden
ist.

SCSI-Controller vom Typ paravirtuell werden auf VMware Microsoft Clustern nicht unterstitzt.

Wenn Sie einer gemeinsam genutzten LUN auf einer virtuellen Maschine im physischen

@ Kompatibilitditsmodus einen SCSI-Controller hinzufliigen, missen Sie im VMware
Infrastructure Client die Option Raw Device Mapping (RDM) und nicht die Option Create a
New Disk auswahlen.

» Die Cluster der Microsoft Virtual Machine konnen nicht Teil eines VMware Clusters sein.

» Sie mussen vCenter-Anmeldeinformationen und keine ESX- oder ESXi-Anmeldeinformationen verwenden,
wenn Sie das Plug-in fur Windows auf virtuellen Maschinen installieren, die zu einem Microsoft-Cluster
gehdren.
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* Das Plug-in fur Windows kann keine einzelne Initiatorgruppe mit Initiatoren aus mehreren Hosts erstellen.

Die Initiatorgruppe, die die Initiatoren aller ESXi Hosts enthalt, muss auf dem Storage Controller erstellt
werden, bevor die RDM-LUNSs erstellt werden, die als gemeinsam genutzte Cluster-Festplatten verwendet
werden.

» Stellen Sie sicher, dass Sie eine RDM LUN unter ESXi 5.0 mit einem FC-Initiator erstellen.

Wenn Sie eine RDM-LUN erstellen, wird eine Initiatorgruppe mit ALUA erstellt.

Einschrankungen

Das Windows-Plug-in unterstitzt Microsoft Cluster mit FC/iISCSI RDM LUNs auf verschiedenen Virtual
Machines, die zu verschiedenen ESX- oder ESXi-Servern gehdren.

@ Diese Funktion wird in Versionen vor ESX 5.5i nicht unterstitzt.

* Das Plug-in fur Windows untersttitzt keine Cluster auf ESX iSCSI und NFS-Datenspeichern.

* Das Plug-in fur Windows untersttitzt keine gemischten Initiatoren in einer Cluster-Umgebung.
Der Initiator muss entweder FC oder Microsoft iSCSI sein, aber nicht beides.
+ ESX iSCSl-Initiatoren und HBAs werden von freigegebenen Laufwerken in einem Microsoft-Cluster nicht

unterstitzt.

* Das Plug-in fir Windows untersttitzt keine Migration von Virtual Machines mit vMotion, wenn die Virtual
Machine Teil eines Microsoft Clusters ist.

 Das Plug-in fir Windows unterstitzt MPIO nicht auf virtuellen Maschinen in einem Microsoft-Cluster.

Erstellen Sie eine gemeinsame FC RDM LUN

Bevor Sie in einem Microsoft Cluster Speicher zwischen den Knoten mit FC RDM LUNSs teilen kdnnen, missen
Sie zuerst die gemeinsame Quorum-Festplatte und die freigegebene Speicherplatte erstellen und diese dann
beiden virtuellen Maschinen im Cluster hinzufigen.

Das freigegebene Laufwerk wird mit dem Plug-in fir Windows nicht erstellt. Sie sollten die gemeinsame LUN

erstellen und dann jeder virtuellen Maschine im Cluster hinzufligen. Weitere Informationen finden Sie unter
"Clustern Von Virtual Machines Uber Physische Hosts Hinweg".
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