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FlexClone Volumes in SnapDrive fur UNIX

SnapDrive fur UNIX unterstutzt FlexClone Volumes, die auf Data ONTAP FlexClone
Technologie basieren. Ein FlexClone Volume ist eine zeitpunktgenaue Kopie eines
ubergeordneten flexiblen Volume. FlexClone Volumes sind schneller als LUN-Klone und
bieten Ihnen die Flexibilitat, mehrere Datenkopien zu erstellen.

Welche FlexClone Volumes sind

Ein flexibler Volume-Klon, FlexClone, ist eine zeitpunktgenaue Kopie eines
Ubergeordneten flexiblen Volume. Das FlexClone Volume Ubernimmt nach der Erstellung
des Klons keine Anderungen am Ubergeordneten flexiblen Volume.

Die Data ONTAP FlexClone Technologie ermdglicht eine sofortige Replizierung von Datenvolumes, ohne dass
zum Zeitpunkt der Erstellung zusatzlicher Speicherplatz erforderlich ist. Jedes Klon-Volume ist eine
transparente, virtuelle Kopie, die Sie fur verschiedene Zwecke einsetzen kdnnen, beispielsweise bei Test der
Produktentwicklung oder Systementwicklung, Fehlerbehebung, Upgrade-Prifungen usw.

Die FlexClone Technologie ermoglicht bei minimalem Overhead deutliche Einsparungen bei der Storage-
Kapazitat. Mithilfe dieser Technologie lassen sich weitaus mehr Datenset-Kombinationen in kirzerer Zeit und
bei geringerem Risiko managen. FlexClone Volumes haben standardmafig keine Schreibreservierung.
SnapDrive 4.1 fur UNIX nutzt FlexClone Technologie in NFS- und SAN-Umgebungen.

FlexClone Volumes werden auf Data ONTAP 7.0.x und héher unterstiitzt, werden aber nicht
durch vFiler Einheiten auf Storage-Systemen mit Data ONTAP 7.2 oder einer alteren Version
unterstitzt.

Vorteile von FlexClone Volumes

FlexClone Volumes bieten Datenmanagement- und Performance-Vorteile.

 Vereinfachtes Datenmanagement und verringertes Risiko

* Flexibilitat und bessere Auslastung:

FlexClone Volumes erstellen fur zusatzliche Benutzer mehrere Datenkopien, ohne ihnen den Zugriff auf die
Originaldaten zu ermoglichen.

» Schneller als ein LUN-Klon.

Typen von FlexClone Volumes

FlexClone Volumes kdnnen je nach ihrer Verwendung durch SnapDrive fur UNIX als
temporare oder Allzweckzwecke klassifiziert werden.

* Eingeschranktes oder temporares FlexClone Volume: Dieses FlexClone Volume (erstellt wahrend snap
connect) Wird hauptsachlich zur Uberpriifung der Daten verwendet. Provisioning und Snapshot-Vorgénge
(auBer snap disconnect) Durch SnapDrive fir UNIX sind auf diesem FlexClone Volume nicht erlaubt.

* Nicht eingeschréanktes oder Allzweck-FlexClone-Volume: Dieses FlexClone-Volume (erstellt wahrend



snap connect) Kann ebenso wie beim normalen flexiblen Volume auch als Back-End fur Provisioning
und Snapshot-Vorgange genutzt werden. Sie kénnen alle regelmaRigen SnapDrive-Vorgange auf diesem
FlexClone Volume durchfihren.

SnapDrive fur UNIX Vorgange auf FlexClone Volumes

Mit SnapDrive fur UNIX kdnnen Sie verschiedene Vorgange auf FlexClone Volumes
ausfuhren.

Rollenbasierte Zugriffssteuerung fir FlexClone Volume-Vorgange

Wenn Operations Manager mit dem System konfiguriert ist, muss der Operations
Manager Administrator Ihnen die erforderlichen Funktionen fir die Durchfihrung von
Storage-Vorgangen auf FlexClone Volumes zuweisen.

Nicht eingeschranktes FlexClone Volume: Sie missen Uber die folgenden Fahigkeiten verfigen, um
Storage-Vorgange auf einem unbeschrankten FlexClone Volume auszufihren:

* FUr snap connect, Sie missen haben SD. SnapShot.UnrestrictedClone Fahigkeit auf dem
Ubergeordneten Volume.
* FUr snap disconnect, Sie missen haben SD. SnapShot.DestroyUnrestrictedClone Funktion auf

dem FlexClone Volume.

Beschréankte FlexClone Volumes: Sie missen die folgenden Funktionen flur Storage-Vorgange auf einem
beschrankten FlexClone Volume nutzen:

* FUr snap connect Dieser muss unbedingt vorhanden sein SD. SnapShot.Clone Fahigkeit auf dem
Ubergeordneten Volume.
* FUr snap disconnect Dieser muss unbedingt vorhanden sein SD. SnapShot.Clone Fahigkeit auf dem

Ubergeordneten Volume.

Um das FlexClone Volume wahrend des aufzuteilen snap connect Betrieb, SD.Storage.Write
Zugriffsmoglichkeit auf dem Ubergeordneten Volume.

Um Storage-Vorgange auf geteilten FlexClone Volumes wahrend des durchzufihren snap disconnect, Fur
die Aufteilung von FlexClone-Volumes mussen Sie haben SD. Storage.Delete Auf dem Split Volume Clone.

Snap-Connect-Verfahren

Das Verfahren Snap Connect gilt fur Data ONTAP 7.2 oder hoher und erlautert die
Schritte fir Snap Connect.

Die folgenden Schritte zeigen das Verfahren zum Verbinden mit Snap:

Schritte

1. SnapDirive fir UNIX erhalt den Namen der Datei-Spezifikationen und den Snapshot-Namen aus der Snap
Connect CLI. AnschlieRend wird das/die Original-Storage-System-Volume(s) ermittelt, auf dem/denen sich
die Snapshots befinden.

2. SnapDrive fur UNIX wahlt basierend auf den CLI-Konfigurationsoptionen eine geeignete Klonmethode fir
Storage-Einheiten aus.



@ Wenn die CLI-Option angegeben ist, wird der immer Uberschrieben snapdrive.conf
Dateioption.

a. Wenn -clone lunclone Die Option wird in der CLI oder in angegeben san-clone-
method=1lunclone Wahlen Sie im snapdrive.conf Datei, dann erstellt SnapDrive fir UNIX aus
dem angegebenen Snapshot einen LUN-Klon im gleichen Volume.

b. Wenn -clone unrestricted Die Option wird in der CLI oder in angegeben san-clone-
method=unrestricted Wahlen Sie im snapdrive.conf Datei: Danach erstellt oder verwendet
SnapDrive fir UNIX den kompletten FlexClone aus dem angegebenen Snapshot.

C. Wenn -clone optimal Die Option wird in der CLI oder in angegeben san-clone-
method=optimal Wahlen Sie im snapdrive.conf Datei, dann wahlt SnapDrive fir UNIX basierend
auf der Storage-Systemkonfiguration automatisch zwischen dem eingeschrankten FlexClone und dem
LUN-Klon.

@ StandardmaRig sind von SnapDrive fir UNIX erstellte Klone Backup-Klone.

Vorgehensweise zum Abtrennen von Schnappverbindungen
In diesem Abschnitt wird das Verfahren fur die Schnappabtrennung erlautert.

Die folgenden Schritte zeigen das Verfahren zum Trennen von Schnappschaufeln:

Schritte

1. SnapDrive fir UNIX bezieht Hostdateispezifikationen aus snap disconnect CLI ermittelt und das
Storage-System-Volume heraus.

2. Nach dem L&schen der Spezifikationen fiir die Host-Datei und dem Aufheben der Zuordnung der LUNs
Uberpraft SnapDrive fir UNIX, ob es sich bei dem aktuellen Volume um einen von SnapDrive erstellten
Klon handelt.

3. Wenn der FlexClone von SnapDrive erstellt wird, Gberprift SnapDrive fur UNIX, ob:
a. Dem Klon-Volume sind alle zugeordneten LUNs zugeordnet
b. Es gibt neue LUNs im geklonten Volume
c. Es gibt neue Snapshot Kopien
Wenn alle Bedingungen erflllt sind, 16scht SnapDrive fur UNIX das geklonte Volume. Wenn die RBAC fiir

einen uneingeschrankten FlexClone konfiguriert ist, flhrt SnapDrive fur UNIX keine Prifungen in Unterschritt 1
und Unterschritt 2 durch.

Auf Storage-Systemen mit Data ONTAP Version vor 7.2 werden eingeschrankte FlexClone Volumes nicht
durch SnapDrive fir UNIX geldscht. Sie sollten tiber Befehle des Speichersystems geldscht werden. Nicht
beschrankte FlexClone Volumes werden jedoch geldscht, wenn der Benutzer die entsprechende RBAC-
Funktion zur Verfligung stellt.

Verwandte Informationen

Rollenbasierte Zugriffssteuerung in SnapDrive flr UNIX


https://docs.netapp.com/de-de/snapdrive-unix/aix/concept_role_based_access_control_in_snapdrive_for_unix.html

Verbindung zu einem einzigen Dateisystem in einer LUN wird hergestellt

Sie kdnnen eine Verbindung zu einem einzelnen File-pec herstellen, der sich in einer
LUN befindet. Im folgenden Beispiel wird beschrieben, wie Sie diesen Vorgang
abschlielRen kdnnen.

@ Dabei kann es sich um jedes Filesystem, Host-Volume, Festplattengruppe oder LUN handeln.

Zur Erstellung von eingeschranktem FlexClone missen Sie die Option einstellen san-clone-method
=optimal In snapdrive.conf Datei oder Geben -clone optimal Bevor Sie den Dateiec anschlielen
kénnen. In diesem Beispiel werden die Ergebnisse angezeigt, wenn Sie eine Dateiepec anschliel’ien mdchten
/mnt/fs1 Dieser befindet sich in einer LUN homer:/vol/voll/lunl

Das Layout des Quelldateisystems /mnt/£s1 Ist unten angegeben:

# snapdrive storage show -fs /mnt/fs 1 -capabilities
raw device: /dev/sdcl mount point: /mnt/fs 1 (persistent) fstype jfs2

allowed operations: all

device filename adapter path size proto state clone lun path backing
snapshot

/dev/sdc - P 100m iscsi online No homer:/vol/voll/lunl -

# snapdrive snap connect -fs /mnt/fs 1 -snapname homer:/vol/voll:snapl
—autorename

connecting /mnt/fs 1:
creating restricted volume clone

homer:/vol/Snapdrive voll volume clone from snapl snapshot ... success
mapping new lun(s) ... done
discovering new lun(s) ... done

Successfully connected to snapshot homer:/vol/voll:snapl
file system: /mnt/fs 1 0

Hier hat SnapDrive fir UNIX automatisch entschieden, einen eingeschrankten FlexClone zu erstellen
Snapdrive voll 0 volume clone from snapl snapshot Von Snapshot Snap1 und es mit dem LUN
testlun1 in diesem FlexClone verbunden, um ein geklontes Host-Dateisystem /mnt/fs_1_0 zu erstellen.



# snapdrive storage show -fs /mnt/fs 1 0 -capabilities

raw device: /dev/sdel mount point: /mnt/fs 1 0 (persistent) fstype jfs2
allowed operations: snap disconnect; snap list; snap show; storage show;
storage list

device filename adapter path size proto state clone lun path backing
snapshot

/dev/sde - P 100m iscsi online flex-clone
homer:/vol/Snapdrive voll volume clone from snapl snapshot/lunl voll:snapl

SnapDrive fir UNIX benennt den Ziel-FlexClone mit dem in der CLI angegebenen Prafix.

Wenn der generierte FlexClone-Name (mit Prafix) bereits verwendet wird, gibt SnapDrive fir UNIX eine
Fehlermeldung aus. In diesem Fall kdnnen Sie verwenden -autorename Option wird gemeinsam mit aktiviert
-prefixfv Zum automatischen Generieren von Namen von Klon-Volumes.

-prefixfv Die CLI-Option ist nur fir SAN-basierte Dateienpecs anwendbar. Der ~dest fv Die CLI-Option
wird von SnapDrive flr UNIX fir SAN-basierte Filespecs wahrend des FlexClone Betriebs ignoriert.

(D SnapDrive flr UNIX zeigt eine Warnung an, wenn eine Snapshot Kopie durch LUN-Klone
gesperrt ist. SnapDrive fur UNIX fUhrt jedoch mit dem aus snap connect Betrieb.

Verbindung mit mehreren Dateipecs wird hergestelit

Sie kdnnen eine Verbindung zu mehreren Datentecs herstellen, die sich in einem Volume
befinden. Im folgenden Beispiel wird beschrieben, wie Sie diesen Vorgang abschliel3en
kdnnen.

Fir die Erstellung von eingeschranktem FlexClone missen Sie die festlegen san-clone-
method=unrestricted Im snapdrive.conf Datei oder Geben -clone unrestricted Bevor Sie eine
Verbindung zu mehreren Dateiepec herstellen kénnen. In diesem Beispiel werden die Ergebnisse angezeigt,
wenn Sie eine Verbindung zu mehreren Dateiepec herstellen méchten /mnt/fs 1 Und /mnt/fs 2 In Snapf,
die sich im Volume vol1 befinden.

Das Layout von /mnt/fs_1 und /mnt/fs_2 wird im folgenden angegeben:



# snapdrive storage show -fs /mnt/fs 1 /mnt/fs 2 -capabilities
raw device: /dev/sdcl mount point: /mnt/fs 1 (persistent) fstype jfs2

allowed operations: all

device filename adapter path size proto state clone
lun path backing snapshot
/dev/sdc - P 100m iscsi online No

homer:/vol/voll/lunl -

raw device: /dev/sdol mount point: /mnt/fs 2 (persistent) fstype jfs2
allowed operations: all

device filename adapter path size proto state clone lun
path backing snapshot
/dev/sdo - P 100m iscsi online No

homer:/vol/voll/lun?2 -

Hier hat der Benutzer Snapshot Snap2 verwendet, das Anwendungs-konsistente Snapshots von enthalt
/mnt/fs1 Und /mnt/£fs2 Fir Snap Connect.

# snapdrive snap connect -fs /mnt/fs 1 -fs /mnt/fs 2 -snapname
homer:/vol/voll:snap2 —-autorename -clone unrestricted

connecting /mnt/fs 1:
creating unrestricted volume clone

homer:/vol/Snapdrive voll volume clone from snap2 snapshot ... success
mapping new lun(s) ... done
connecting /mnt/fs 2:

mapping new lun(s) ... done
discovering new lun(s) ... done
Successfully connected to snapshot homer:/vol/voll:snap?2
file system: /mnt/fs 1 0
file system: /mnt/fs 2 0

Hier hat SnapDrive fir UNIX einen einzigen uneingeschrankten FlexClone erstellt

Snapdrive voll 0 volume clone from snap2 Snapshot Von Snapshot Snap2. Dies wird dann mit
LUN testlun1 und testlun2 verbunden, um ein geklontes Host-Dateisystem zu erstellen /mnt/£s1 0 Und
/mnt/fs2 0 Jeweils.



# snapdrive storage show -fs /mnt/fs 1 0 /mnt/fs 2 0 -capabilities
raw device: /dev/sdel mount point: /mnt/fs 1 0 (persistent) fstype jfs2

allowed operations: all

device filename adapter path size proto state clone

lun path backing
snapshot

/dev/sde = p 100m iscsi online flex-clone

homer:/vol/Snapdrive voll volume clone from snap2 snapshot/lunl
voll:snap?2

raw device: /dev/sdacl mount point: /mnt/fs 2 0 (persistent) fstype jfs2
allowed operations: all

device filename adapter path size proto state clone
lun path
backing snapshot

/dev/sdac = P 100m iscsi online flex-clone
homer:/vol/Snapdrive voll volume clone from snap2 snapshot/lun2
voll:snap?2

Trennen einer Dateispezifikation

Sie konnen eine Dateispezifikation trennen. Im folgenden Beispiel wird beschrieben, wie
Sie diesen Vorgang abschlielRen konnen.

Das Layout von /mnt/£s1 0 Wird im Folgenden angegeben.



# snapdrive storage show -fs /mnt/fs 1 0 -capabilities
raw device: /dev/sdel mount point: /mnt/fs 1 0 (persistent) fstype jfs2

allowed operations: all

device filename adapter path size proto state clone

lun path backing
snapshot

/dev/sde = P 100m iscsi online flex-clone

homer:/vol/Snapdrive voll volume clone from snap2 snapshot/lunl
voll:snap?2

Die folgende Ausgabe zeigt, wie das Dateisystem getrennt werden kann /mnt/fs_1 0:

#snapdrive snap disconnect -fs /mnt/fs 1 0
delete file system /mnt/fs 1 0
- fs /mnt/fs 1 0 ... deleted

- LUN
homer:/vol/Snapdrive voll volume clone from snap2 snapshot/lunl
disconnected

- deleting volume clone
homer:/vol/Snapdrive voll volume clone from snap2 snapshot done

Nach dem Trennen des Dateisystems /mnt/fs_1 0, SnapDrive flr UNIX I6scht auch das geklonte Volume
Snapdrive voll 0 volume clone from snap2 snapshot, Wenn die folgenden Bedingungen erfullt
sind:

* Das Volume enthalt keine zugeordneten LUNs

* Es sind keine neuen LUNs vorhanden

* Es sind keine neuen Snapshot Kopien vorhanden

Loschen eines FlexClone nicht erstellt von SnapDrive fiir UNIX: SnapDrive fur UNIX erlaubt nicht das
Léschen von FlexClone nicht von ihm erstellt.

Durch Aufteilung des FlexClone Volume

Sie kdnnen das vorhandene FlexClone Volume mit den SnapDrive fur UNIX Befehlen
aufteilen.

Um das FlexClone Volume zu teilen, missen Sie zusatzlich das angeben -split CLI-Option mit snap
connect Befehl. Um die Verbindung zu trennen, missen Sie die angeben -split Option mit dem
disconnect Befehl zum Trennen des Split FlexClone Volume. Die blockierenden und nicht blockierenden
Modi des Initiierung von A -sp1it Die Operation ist hier gultig.



Verwandte Informationen

Durch das Aufteilen eines Volume-Klons oder eines LUN-Klons

Platzreservierung mit einem FlexClone Volume

Sie kdnnen Speicherplatz sowohl fur eingeschrankten als auch fir uneingeschrankte Typ
von FlexClone Volumes reservieren. Standardmalig verfugen FlexClone Volumes Uber
keine Schreibreservierungen.

Im Folgenden finden Sie die Einstellungen zur Speicherplatzreservierung fur FlexClone flir uneingeschrankte
und eingeschrankte FlexClone Volumes:

Nicht beschrankte FlexClone-Volumes: Wenn -reserve Die Option wird in der CLI oder angegeben
flexclone-writereserve-enabled = on In snapdrive.conf, Die Platzreservierung wirde auf das
Volume Uber den FlexClone gesetzt werden, ansonsten ist es keine. SnapDrive flir UNIX zeigt eine
Fehlermeldung an, wenn der auf dem Aggregat verfligbare Platz nicht ausreicht, um diese Einstellung
einzuhalten.

Beschrankte FlexClone-Volumes:

* Die Einstellung flr die Platzreservierung auf Volume-Ebene ist immer deaktiviert, das heil’t, die
Platzreservierung ist AUF KEINE gesetzt.

* Wenn -reserve Oder -noreserve Option wird in der CLI angegeben, dann ist die Platzreservierung flr
die LUNSs aktiviert oder deaktiviert, die zur Host-Dateispezifikation gehéren. Anderenfalls erben die im
FlexClone verwandten LUNs fur die Host Datei die Speicherplatzreservierung von den Ubergeordneten
Volume LUNSs.


https://docs.netapp.com/de-de/snapdrive-unix/aix/concept_splitting_the_volume_or_lun_clone_operations.html
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