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Vorbereiten der Installation von SnapDrive fur
UNIX

Die Hosts, auf denen Sie SnapDrive fir UNIX installieren, missen die spezifischen
Anforderungen an Software, Hardware, Browser, Datenbank und Betriebssystem erfullen.
Aktuelle Informationen zu diesen Anforderungen finden Sie in der Interoperabilitats-
Matrix.

Verwandte Informationen

"NetApp Interoperabilitat"

Hardware- und Softwarekonfiguration

Je nach Storage-System konnen Sie eine Fibre Channel- (FC), iSCSI (Internet Small
Computer System Interface) oder eine NFS-Konfiguration (Network File System) mit
NFS-Verzeichnisbaumen konfigurieren.

FC- oder iSCSI-Konfigurationsprifungen

Obwohl das Fibre Channel Protocol (FCP) und das Internet Small Computer System
Interface (iISCSI) einmal als separate Utilities verteilt waren, kbnnen Sie sowohl die
Unterstutzung fur die FCP- als auch die iISCSI-Konfiguration in AIX Host Utilities finden.

Wenn Sie Uber eine Konfiguration mit FC oder iSCSI verfigen, missen Sie vor der Installation von SnapDrive
fur UNIX die folgenden Aufgaben ausfihren:

« Stellen Sie sicher, dass Sie AlIX Host Utilities auf Ihrem Host-System installiert haben.

* Richten Sie lhre Host- und Storage-Systeme ein.
Um mit dem Host zu arbeiten, befolgen Sie die Anweisungen in der Dokumentation, die mit den Host
Utilities zu Ihren Speichersystemen geliefert wird. Konfigurationen einschlief3lich Multipathing oder Volume

Manager missen die Software verwenden, die von AlIX Host Utilities und SnapDrive fir UNIX untersttitzt
wird.

@ Die neuesten Informationen zu SnapDrive fiir UNIX und den entsprechenden Anforderungen
sind in der Interoperabilitats-Matrix zu finden.

Verwandte Informationen

"NetApp Interoperabilitat"

NFS-Konfigurationsprifungen

Bei Konfigurationen, die Network File System (NFS) verwenden, missen Sie vor der
Einrichtung der Host- und Speichersysteme Uberprifen, ob die NFS-Clients
ordnungsgemalf funktionieren.


https://mysupport.netapp.com/NOW/products/interoperability
https://mysupport.netapp.com/NOW/products/interoperability

Wenn Sie Uber eine Konfiguration mit NFS verfiigen, missen Sie die folgenden Aufgaben ausfihren:
« Stellen Sie sicher, dass die NFS-Clients ordnungsgemalf funktionieren.

Weitere Informationen zum Verwalten von NFS-Protokollen finden Sie im "File Access und Protocols
Management Guide fur 7-Mode" Wenn Sie Data ONTAP 7-Mode verwenden, lesen Sie den "File Access
Management-Leitfaden fur NFS" Wenn Sie Clustered Data ONTAP verwenden

* Richten Sie Ihre Host- und Storage-Systeme ein.

Um SnapDrive fur UNIX mit Gber NFS eingebundenen Verzeichnissen auf den Storage-Systemen zu
verwenden, mussen Sie sicherstellen, dass die Speichersystemverzeichnisse korrekt an den Host
exportiert werden. Wenn Ihr Host Gber mehrere Internet Protocol (IP)-Schnittstellen sowie Daten- und
Verwaltungsschnittstellen zum Speichersystem verfligt, miissen Sie sicherstellen, dass das Verzeichnis
korrekt sowohl auf die Daten- als auch auf die Verwaltungsschnittstellen exportiert wird. SnapDrive fur
UNIX Probleme Warnungen, wenn alle diese Schnittstellen tber Lese- oder Schreib-Berechtigungen
verfligen, oder im Fall des SnapDrive Snap Connect Befehls mit der -Readonly Option, mindestens
schreibgeschitzte Berechtigungen. Die Befehle SnapDrive Snap Restore und SnapDrive Snap connect
schlagen fehl, wenn keine dieser Schnittstellen tber die Berechtigung zum Zugriff auf das Verzeichnis
verfiigen.

Bereiten Sie lhr Speichersystem vor

Bevor Sie SnapDrive for UNIX installieren, miussen Sie Ihr Speichersystem vorbereiten,
indem Sie sicherstellen, dass |hr Speichersystem einige Anforderungen erfullt.

Sie mussen lhr Speichersystem vorbereiten, indem Sie die folgenden Bedingungen Uberprifen:

* Bereitschaft des Storage-Systems

» Systemanforderungen

+ |IP-Adresse von Storage System-Partnern

« SnapDirive fir UNIX Konfigurationen in einer NFS Umgebung
* Volume-Vorbereitung fir UNIX LUNs und NFS Einheiten

* Der snap reserve Die Option ist auf 0 gesetzt

* Im Data ONTAP-Modus 7-Mode wird der vfiler.vol clone zapi allow Die Konfigurationsvariable
ist auf festgelegt on, Um eine Snapshot Kopie flr ein Volume oder eine LUN in einer vFiler Einheit zu
verbinden.

Uberpriifung der Bereitschaft und der Lizenzen des Storage-Systems

Vor der Installation von SnapDrive fur UNIX mUssen Sie die Bereitschaft des
Speichersystems Uberprifen und nach Lizenzen fur bestimmte Software suchen.

Sie mussen sicherstellen, dass die folgenden Bedingungen erfillt sind:

* Die Storage-Systeme sind online.
» Die Storage-Systeme erflillen die Mindestsystemanforderungen flir SnapDrive flir UNIX.

» Die HBAs oder Netzwerkkarten (NICs) in lhren Speichersystemen erflllen die Anforderungen lhres Host-
Betriebssystems.


https://library.netapp.com/ecm/ecm_download_file/ECMP1401220
https://library.netapp.com/ecm/ecm_download_file/ECMP1401220
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.cdot-famg-nfs/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.cdot-famg-nfs/home.html

Weitere Informationen zu HBA-Karten finden Sie in der Interoperabilitats-Matrix.

» Die Hosts und Storage-Systeme koénnen Uber ein Internet-Protokoll (IP) kommunizieren.
* Die Lizenzen fur die folgenden sind gliltig:

o SnapRestore

o MultiStore Software

o Sicherer HTTP-Zugriff auf das Speichersystem
Verwandte Informationen

"NetApp Interoperabilitat"

IP-Adresse oder Bestatigung des Schnittstellennamens des Storage-Systems

Wenn Sie das Setup-Programm auf lhrem Speichersystem ausflhren, werden Sie
aufgefordert, eine IP-Adresse oder einen Schnittstellennamen anzugeben, damit ein
Partnerspeichersystem bei einem Failover verwendet werden kann. Wenn Sie dies nicht
anbieten, kann SnapDrive fur UNIX nicht nach den Storage-Einheiten eines
Speichersystems suchen, das den Vorgang ubernommen hat.

Eine Partner-IP-Adresse oder der Schnittstellenname ist die IP-Adresse oder der Schnittstellenname des
Partner-Storage-Systems in einem HA-Paar-Setup. Fallt das primare Storage-System aus, Ubernimmt das
Partner Storage-System die Funktion des primaren Storage-Systems.

Beispiel: Skript zur Einrichtung des Storage-Systems

Im folgenden Beispiel wird die IP-Adresse vom Setup-Skript des Storage-Systems abgerufen:

storage system A> setup...
Should interface e0 take over a partner IP address during failover?

[n]: vy
Please enter the IP address or interface name to be taken over by e0
[]: 10.2.21.35

storage system A> reboot -t 0

In diesem Beispiel wird die IP-Adresse 10.2.21.35 verwendet.

Richtlinien fiir NFS-Konfigurationen

Bevor Sie SnapDrive fur UNIX installieren, sollten Sie den Speicherort bertcksichtigen,
auf dem der NFS-Service (Network File System) ausgefiihrt wird, und den Speicherort,
an den die Verzeichnisse des Speichersystems exportiert werden. Sie sollten die NFS-
Client-Berechtigungen und die Schnittstelle Lese-Schreib-Berechtigungen Uberprufen.

Wenn Sie SnapDrive fur UNIX zum Wiederherstellen oder Herstellen einer Verbindung zu NFS-gemounteten
Verzeichnissen verwenden, mussen Sie sicherstellen, dass die Verzeichnisse des Speichersystems korrekt an
den Host exportiert werden. Wenn Ihr Host Uber mehrere IP-Schnittstellen verfligt, die auf das Speichersystem
zugreifen kdnnen, mussen Sie sicherstellen, dass das Verzeichnis korrekt auf jedes davon exportiert wird.


https://mysupport.netapp.com/NOW/products/interoperability

SnapDrive fir UNIX gibt Warnungen vor, sofern alle diese Schnittstellen Uber Lese-/Schreibzugriff verfigen,
oder im Fall von snapdrive snap connect Mitdem -readonly Option oder zumindest schreibgeschutzt.
Der snapdrive snap restore Und snapdrive snap connect Befehle schlagen fehl, wenn keine
dieser Schnittstellen Uber die Berechtigung zum Zugriff auf das Verzeichnis verfigen.

Wenn Sie Single File SnapRestore (SFSR) als Root-Benutzer ausfiihren, missen Sie sicherstellen, dass die
Verzeichnisse des Speichersystems mit Lese-/Schreibberechtigungen auf den Host exportiert werden und die
folgenden Exportregeln festgelegt werden missen:

* rw=<hostname>, root=<hostname> In Data ONTAP 7-Mode
* rwrule = sys, rorule=sys, superuser= sys In Clustered Data ONTAP
Verwandte Informationen

"ONTAP 9 NFS Referenz"

"Data ONTAP 8.2 — Leitfaden fur Dateizugriff und Protokoll-Management fur 7-Mode"

Vorbereitung der Volumes des Storage-Systems

Sie kdnnen entweder die Eingabeaufforderung im Storage-System oder die Option
FilerView verwenden, um ein Storage System-Volume fur den dedizierten Einsatz von
SnapDrive fur UNIX zu erstellen.

Sie mussen die folgenden Aufgaben auf dem Storage-System ausflhren, um ein Volume zu erstellen, auf dem
die LUN- (SnapDrive flr UNIX Logical Unit Numbers) oder NFS-Einheiten (Network File System) enthalten
sein kénnen, die mit einem einzelnen Host verbunden sind:

* Erstellung eines Storage-System-Volumes

» Wenn sich eine Fibre-Channel- oder iSCSI-Umgebung (Internet Small Computer System Interface)
befindet, setzen Sie den zurlick snapdrive snap reserve Option auf null Prozent auf dem Storage-
System-Volume, das alle mit dem Host verbundenen LUNs zur Volume-Optimierung enthalt.

Wenn Sie ein Volume auf einem Storage-System erstellen, um LUNs oder NFS Verzeichnisbaume
festzuhalten, sollten Sie Folgendes beachten:

 Sie kdnnen mehrere LUNs oder NFS-Verzeichnisbdume auf einem Storage System-Volume erstellen.

« Sie sollten keine Benutzerdaten im Root-Volume auf dem Storage-System oder der vFiler Einheit
speichern.

Verwandte Informationen
"ONTAP 9 NFS Referenz"

"Data ONTAP 8.2 — Leitfaden flr Dateizugriff und Protokoll-Management fiir 7-Mode"

Volume-Optimierung in einer FC- oder iISCSI-Umgebung

Sie kdnnen lhre Volume-Nutzung in einer iSCSI-Umgebung (FC and Internet Small
Computer System Interface) optimieren, indem Sie Host-spezifische Logical Units (LUNSs)
auf demselben Volume verwenden.


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.cdot-famg-nfs/home.html
https://library.netapp.com/ecm/ecm_download_file/ECMP1401220
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.cdot-famg-nfs/home.html
https://library.netapp.com/ecm/ecm_download_file/ECMP1401220

Darlber hinaus kénnen Sie Ihre Volumes auch optimieren, indem Sie einige andere Aufgaben ausflihren:
* Wenn mehrere Hosts dasselbe Storage-System nutzen, sollte jeder Host Gber ein eigenes dediziertes
Storage-System-Volume verfligen, damit alle LUNs mit diesem Host verbunden sind.

* Wenn mehrere LUNs auf einem Storage-System-Volume vorhanden sind, eignet sich das dedizierte
Volume am besten, auf dem die LUNs nur die LUNs flir einen einzelnen Host enthalten. Es darf keine
anderen Dateien oder Verzeichnisse enthalten.

Zurucksetzen der Option Snap Reserve

Wenn Sie Data ONTAP in einer FC- (Fibre Channel) oder iSCSI-Umgebung (Internet
Small Computer System Interface) verwenden, sollten Sie den zuricksetzen snap

reserve Option ,Null Prozent® auf allen Storage-System-Volumes, die SnapDrive fur
UNIX LUNSs enthalten

StandardmaRig wird der verwendet snap reserve Option fir Data ONTAP 7.1.x ist 20 Prozent.

Zuriicksetzen der Snap Reserve-Option auf dem Speichersystem

Wenn Sie in einer iISCSI-Umgebung (Fibre Channel) oder Internet Small Computer
System Interface (iISCSI) Data ONTAP verwenden, sollten Sie den zurlcksetzen snap
reserve Option zu null Prozent auf dem Storage-System, zur Volume-Optimierung.

Schritte

1. Greifen Sie entweder auf das Storage-System zu, indem Sie den ausfiihren telnet Befehl Gber den Host
oder von der Speichersystemkonsole aus.

2. Geben Sie den folgenden Befehl ein:
snap reserve vol name 0

vol name Ist der Name des Volumes, auf dem Sie das festlegen mdchten snap reserve Option.

Zuriicksetzen der Snap Reserve Option mithilfe von FilerView

Wenn Sie Data ONTAP in einer FC- oder iSCSI-Umgebung einsetzen, sollten Sie die
Snap-Reserve Option mithilfe von FilerView auf 0 Prozent zurlicksetzen.

Schritte

1. Offnen Sie eine FilerView Session zum Speichersystem, dessen Volume enthalten ist snap reserve Die
Einstellung muss geandert werden.

2. Navigieren Sie vom Haupt-FilerView zu Bande > Snapshot > Konfigurieren.

3. Wahlen Sie im Feld Lautstarke den Datentrager aus, dessen snap reserve Die Einstellung muss
geandert werden.

4. Geben Sie im Feld Snapshot Reserve den Wert O ein.

5. Klicken Sie Auf Anwenden.



Host-Vorbereitung fur die Installation von SnapDrive fur
UNIX

Sie mussen den Host vorbereiten, bevor Sie SnapDrive fur UNIX auf Ihrem System
installieren konnen. Im Rahmen der Hostvorbereitung mussen Sie die AIX Host Utilities
installieren.

Installieren von AIX Host Utilities

Wenn fur lhre Konfiguration AlX Host Utilities erforderlich sind, mussen Sie sie
installieren und sicherstellen, dass das System ordnungsgemal eingerichtet ist.

Sie sollten die Dokumentation verwenden, die zu AlX Host Utilities gehort. Sie enthalt Informationen Uber
Volume-Manager, Multipathing und die anderen Funktionen, die Sie vor der Installation von SnapDrive flr
UNIX einrichten mussen.

Uberpriifen, ob die Hosts bereit sind

Sie mussen Uberprifen, ob die Hosts bereit sind. Um die Verifizierungsvorgange zu
starten, sollten Sie zuerst testen, ob der Host mit dem Speichersystem verbunden ist,
indem Sie den eingeben ping filername Befehl.

AuRerdem mussen Sie bestatigen, dass die Hosts und das Speichersystem miteinander kommunizieren
kénnen. Um dies zu bestatigen, fihren Sie die aus snapdrive storage show -all Flhren Sie den Befehl
aus und Uberprifen Sie, ob die Hosts und das Storage-System kommunizieren. Vergewissern Sie sich, dass
die Hosts durch bestimmte Vorgange bereit sind:

» Vergewissern Sie sich, dass Sie den Host und das Speichersystem gemaf den Anweisungen in der Host
Utilities-Dokumentation fiir den Host ordnungsgemaf eingerichtet haben.

» Bestatigen Sie, dass Sie Uber eine Konfiguration verfligen, die NFS verwendet, und konfigurieren Sie die
Exportdatei.

» Vergewissern Sie sich, dass der Host die Mindestanforderungen fiir SnapDrive fur UNIX erflllt,
einschlieBlich der erforderlichen Betriebssystem-Patches.

Verwandte Informationen

"ONTAP 9 NFS Referenz"

"Data ONTAP 8.2 — Leitfaden fir Dateizugriff und Protokoll-Management fir 7-Mode"
"NetApp Support"

"AlX Host Utilities 6.0 Installations- und Setup-Handbuch"


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.cdot-famg-nfs/home.html
https://library.netapp.com/ecm/ecm_download_file/ECMP1401220
http://mysupport.netapp.com
https://library.netapp.com/ecm/ecm_download_file/ECMP1119223
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