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Willkommen bei der Informationsbibliothek flir SnapManager for Hyper-V.



Versionshinweise

In den Versionshinweisen zu SnapManager fur Hyper-V werden neue Funktionen,

Upgrade-Hinweise, feste Probleme, bekannte Einschrankungen und bekannte Probleme
beschrieben.

Weitere Informationen finden Sie im "Versionshinweise zu SnapManager fur Hyper-V 2.1.4".


https://library.netapp.com/ecm/ecm_download_file/ECMLP2851116

Was ist SnapManager fur Hyper-V

SnapManager fur Hyper-V bietet Ihnen eine Losung fur Datensicherung und Recovery fur
Microsoft Hyper-V Virtual Machines (VMs), die sich auf Storage-Systemen mit ONTAP
befinden.

Sie kdnnen applikationskonsistente und absturzkonsistente Datensatz-Backups gemafy den vom Backup-
Administrator festgelegten Datensicherungsrichtlinien durchflihren. Sie kdnnen aus diesen Backups auch VMs
wiederherstellen. Mithilfe von Berichtsfunktionen kdnnen Sie den Status der Backups tUberwachen und
detaillierte Informationen zu lhren Backup- und Wiederherstellungsaufgaben erhalten.

lhre Moglichkeiten mit SnapManager fur Hyper-V

Mit SnapManager fur Hyper-V kdnnen Sie mehrere Virtual Machines Uber mehrere Hosts
hinweg sichern und wiederherstellen. Datensatze erstellen und Richtlinien anwenden, um
Backup-Aufgaben wie Planung, Datenhaltung und Replizierung zu automatisieren.

Mit SnapManager fur Hyper-V kénnen Sie die folgenden Aufgaben ausflhren:
* Virtuelle Maschinen werden in Datensatzen zusammengefasst, die die gleichen Sicherungsanforderungen

haben, und Richtlinien auf diese Datensatze anwenden

» Fuhren Sie Backups und Restores dedizierter und geclusterter Virtual Machines auf Storage-Systemen mit
ONTAP Software durch

« Backup und Restore von Virtual Machines, die auf Cluster Shared Volumes (CSVs) gehostet sind
» Automatisieren Sie Datensatz-Backups mithilfe von Planungsrichtlinien
* FUhren Sie On Demand-Backups der Datensatze durch

» Bewahren Sie unter Verwendung von Aufbewahrungsrichtlinien Datensatz-Backups so lange auf, wie Sie
sie bendtigen

+ Aktualisieren des Zielorts fir SnapMirror, nachdem ein Backup erfolgreich abgeschlossen wurde

* Geben Sie benutzerdefinierte Skripts an, die vor oder nach einer Sicherung ausgefihrt werden sollen

* Wiederherstellung von Virtual Machines aus Backups

+ Uberwachen Sie den Status aller geplanten und laufenden Jobs

* Remote-Management von Hosts Uber eine Management-Konsole

« Stellen Sie konsolidierte Berichte flr Backup-, Restore- und Konfigurationsvorgange fir Datensatze bereit
» Absturzkonsistente und applikationskonsistente Backups

» Flhren Sie Disaster Recovery-Vorgange mit PowerShell cmdlets durch

» FUhren Sie Upgrades fir das Cluster-Betriebssystem (OS) durch

Liste der Einschrankungen von SnapManager for Hyper-V

Es ist wichtig, dass Sie verstehen, dass einige Funktionen nicht unterstutzt werden in
SnapManager 2.1 und hdéher fur Hyper-V .

» Das Abbrechen, das Anheben und Wiederaufnehmen von Backup- und Wiederherstellungsjobs wird nicht



unterstutzt.
Richtlinien kdnnen nicht Gber mehrere Datensatze hinweg kopiert werden.
Die rollenbasierte Zugriffssteuerung (Role Based Access Control, RBAC) wird nicht unterstutzt.

Das AusschlielRen von virtuellen Festplatten (VHDs) von einem Backup-Job des SnapManager for Hyper-V
Volume Shadow Copy Service (VSS) wird nicht unterstutzt.

Die Wiederherstellung einzelner Dateien aus einer Backup-Kopie wird nicht nativ unterstttzt.

Das Versionsubergreifende Management wird nicht unterstttzt. Sie kénnen z. B. nicht die Client-Konsole
1.2 verwenden, um SnapManager 2.0 fur Hyper-V zu verwalten, und umgekehrt.

Wenn Sie mit der Wiederherstellung einer virtuellen Hyper-V-Maschine (VM) beginnen und eine weitere
Sicherung oder Wiederherstellung derselben VM lauft, schlagt der Versuch fehl.

Das Wiederherstellen einer geldéschten VM aus einer absturzkonsistenten Backup-Kopie wird nur fir
Windows Server 2012 unterstutzt.

Unterschiedliche Versionen von SnapManager fir Hyper-V auf verschiedenen Knoten eines Failover-
Clusters werden nicht unterstitzt.

Das Zurlicksetzen von SnapManager 2.1 fur Hyper-V wird nicht unterstitzt.

Backup- oder Restore-Jobs von virtuellen Maschinen werden nicht unterstiitzt, wenn Benutzer den Cluster-
Besitzknoten wahrend des Backups oder der Wiederherstellung andern.

Backups im gemischten Modus (von Virtual Machines mit Dateien auf CSV 2.0-Volumes und SMB-
Freigaben) werden nicht unterstitzt.

Nachdem Sie den Storage einer VM mithilfe von Windows Server 2012 an einen anderen Standort migriert
haben, kdnnen Sie vor der Migration auf dieser VM keine Backup-Kopien mehr wiederherstellen.

Fir Windows Server 2012 kénnen Sie keine Sicherungsjobs ausflihren, in denen das Backup-Set sowohl
ein Cluster Shared Volume (CSV) als auch eine freigegebene Festplatte enthalt.

Wenn Sie die Einstellungen fiir Speicherverbindungen verwalten konfigurieren, knnen Sie das RPC-
Protokoll (Remote Procedure Call) nicht verwenden; Sie kdnnen nur HTTP- und HTTPS-Protokolle
verwenden.

Das Erstellen eines applikationskonsistenten Backups einer virtuellen Maschine (VM), die auf NAS-
Speicher gespeichert ist, wird vom Betriebssystem Windows Server 2012 Hyper-V nicht unterstutzt.

Diese Einschrankung gilt nicht fir absturzkonsistente Backups. Es gilt nur fur den freien Hyper-V-Server,
der keine Dienste fiir die gemeinsame Schattenkopieerstellung beinhaltet.

Der virtuelle Switch-Name fiir eine VM muss fir die primaren und sekundaren Windows Hosts identisch
sein.

Backup- und Restore-Vorgange erfordern eine FlexClone Lizenz, wenn Hyper-V VMs tber SMB 3.0
bereitgestellt werden.

Die maximal unterstiitzte LUN-GroRe fir Wiederherstellungen betragt 14 TB.

Die folgenden Hyper-V Server unterstiitzen keine applikationskonsistenten Backups von VMs:
o Microsoft Hyper-V Server 2016 (kostenlose Ausgabe)
> Microsoft Hyper-V Server 2019 (kostenlose Ausgabe)

Beachten Sie, dass diese Einschrankung nicht flr absturzkonsistente Backups oder die folgenden
Windows-Plattformen gilt:

o Microsoft Windows Server 2016 Standard und Datacenter Edition



o Microsoft Windows Server 2019 Standard und Datacenter Edition

Konzepte fur das Datenmanagement

SnapManager fur Hyper-V verwendet Datensatze und Richtlinien, mit denen Sie Virtual
Machines gruppieren und Regeln fur diese Gruppen zuweisen konnen, um ihr Verhalten
zu regeln. Diese Information eignet sich in Szenarien, in denen Sie SnapManager fur
Hyper-V zum Planen eines Backups und zum Festlegen einer Aufbewahrungsrichtlinie fur
das Backup verwenden.

« Datensitze

Ein Datensatz ist eine Gruppe von Virtual Machines (VMs), tGber die Sie Daten mithilfe von
Aufbewahrungsrichtlinien, Zeitplanungs- und Replizierungsrichtlinien sichern kénnen. Datensatze kdnnen
verwendet werden, um Virtual Machines zu gruppieren, die dieselben Sicherungsanforderungen haben.
Eine VM kann Teil mehrerer Datensatze sein.

Hyper-V Elternhosts

Ubergeordnete Hyper-V Hosts sind physische Server, auf denen die Hyper-V-Rolle aktiviert ist. Hosts, die
Virtual Machines enthalten, werden zu SnapManager fir Hyper-V hinzugeflgt, um die Daten zu sichern
und wiederherzustellen. SnapManager fur Hyper-V muss auf jedem Gbergeordneten Hyper-V Host
installiert und ausgefiihrt werden.

* Ungeschiitzte Ressourcen

Ungesicherte Ressourcen sind Virtual Machines, die nicht Bestandteil eines Datensatzes sind. Diese
Ressourcen kénnen Sie schitzen, indem Sie sie einem Datensatz hinzuflgen.

Virtuelle Maschinen

Eine virtuelle Maschine, die auf einem Uibergeordneten Hyper-V Host ausgefiihrt wird, ist eine Darstellung
einer physischen Maschine mit eigenem Betriebssystem, eigenen Applikationen und eigener Hardware.

SnapManager fur Hyper-V verfolgt die global eindeutige Kennung oder die GUID der virtuellen Maschine
und nicht den Namen der virtuellen Maschine. Wenn Sie eine virtuelle Maschine [6schen, die von
SnapManager fur Hyper-V geschiitzt ist, und dann eine andere virtuelle Maschine mit demselben Namen
erstellen, ist die neue virtuelle Maschine nicht geschitzt, da sie eine andere GUID hat.

* Management-Konsolen
Verwaltungskonsolen sind Computer, auf denen SnapManager fur Hyper-V installiert ist und als Client
ausgefuhrt wird. Mit den Management-Konsolen kénnen Sie SnapManager fiur Hyper-V Vorgange auf
einem Ubergeordneten Remote Hyper-V Host Remote managen.

* Planungsrichtlinien
Planungsrichtlinien weisen Backup-Jobs flr bestimmte Zeiten zu, sodass Sie den Planungsprozess
automatisieren kdnnen. Sie kdnnen mehrere Planungsrichtlinien hinzufligen, die fur alle Virtual Machines

gelten, die Datensatzmitglieder sind. SnapManager fir Hyper-V erstellt geplante Aufgaben mithilfe des
Windows Scheduler.

» Aufbewahrungsrichtlinien



Eine Aufbewahrungsrichtlinie ist die Art und Weise, wie Sie die Datensatz-Backup-Aufbewahrung in
SnapManager fur Hyper-V verwalten Die Aufbewahrungsrichtlinien bestimmen, wie lange ein Datensatz-
Backup aufbewahrt werden soll, basierend auf einem bestimmten Zeitpunkt oder der Anzahl der Backup-
Kopien.

Die durch eine Aufbewahrungsrichtlinie festgelegten Grenzwerte stellen sicher, dass lhre Daten-Backups
keine Kompromisse hinsichtlich der zuklinftigen Storage-Kapazitat eingehen.

In SnapManager fir Hyper-V kdnnen Sie die folgenden Aufbewahrungszeitraume festlegen:

o Eine Stunde
> Einen Tag

o Eine Woche
o Einen Monat

o Unbegrenzt
@ Sie konnen eine Aufbewahrungsfrist einmal pro Datensatz angeben.

Nach Auswahl der Haufigkeit, mit der Datensatz-Backups geldscht werden, kdnnen Sie entweder Backups
I6schen, die alter als ein bestimmter Zeitraum sind oder Backups, die eine maximale Summe Uberschreiten.

Wenn |hr System alte Backups enthalt, Gberprifen Sie Ihre Aufbewahrungsrichtlinien. Alle Objekte, die
gesichert werden, die sich eine Snapshot Kopie teilen, miissen die Backup-L&schkriterien erfiillen, damit die
Aufbewahrungsrichtlinie das Entfernen einer Snapshot Kopie auslésen kann.
* Replikationsrichtlinien
Eine Replizierungsrichtlinie legt fest, ob das SnapMirror Ziel nach einem erfolgreichen Backup-Vorgang
aktualisiert wird. SnapManager fur Hyper-V unterstitzt nur Volume-basierten SnapMirror. Sie miissen eine

SnapMirror Beziehung auf den beiden Storage-Systemen konfigurieren, bevor Sie ein SnapMirror Update
durchfihren. Dies ist sowohl fir die Quelle als auch das Ziel erforderlich.

Verwandte Informationen
"Data ONTAP 8.2 Datensicherheit Online Backup und Recovery Guide fir 7-Mode"

"NetApp Dokumentation: SnapDrive fur Windows (aktuelle Versionen)"


https://library.netapp.com/ecm/ecm_download_file/ECMP1368826
http://mysupport.netapp.com/documentation/productlibrary/index.html?productID=30049

Liste der Anforderungen fur die Installation von
SnapManager fur Hyper-V

Ihre Umgebung muss alle Hardware-, Software-, ONTAP- und
Lizenzierungsanforderungen erflllen, bevor Sie SnapManager fur Hyper-V installieren
kénnen Das Installationsprogramm wird angehalten, wenn die Anforderungen fir das
Windows-Betriebssystem und .Net 4.5 nicht erfullt werden.

Anforderungen fur ubergeordnete Hyper-V Hosts

Sie mussen Uber die Gbergeordneten Hyper-V-Hosts verfiigen, auf denen Windows Server 2008 R2 oder

héher ausgefuhrt wird. Auf den tbergeordneten Hosts missen die Hyper-V-Rollen aktiviert sein. Sie missen
SnapDrive 7.1 fir Windows oder eine héhere Version auf dem ibergeordneten Hyper-V Host installieren.

SnapManager fur Hyper-V herunterladen

Sie mussen die SnapManager fir Hyper-V Software von der NetApp Support-Website heruntergeladen haben.

Storage-Systemanforderungen

Das Storage-System muss die entsprechende Version der ONTAP Software ausfiihren. Zur Installation von
SnapManager flr Hyper-V kénnen Sie entweder eine Host- oder eine Storage-Systemlizenz verwenden

Lizenzen Zu Haben

Zum Ausfiihren von SnapManager fur Hyper-V missen Sie Uber die entsprechenden Lizenzen verfiigen

Anmeldedaten

Zum Installieren und Ausflhren von SnapManager fur Hyper-V mussen Sie Uber die entsprechenden
Zugangsdaten verfligen

Servicekonto und Authentifizierungsanforderungen

Sie mussen Uber ein Servicekonto verfigen und die Authentifizierungsanforderungen erfillen. Sie missen sich
Uber das Dienstkonto beim Host anmelden kénnen, und dieses Konto muss tber Administratorrechte verfigen.

Nummer des Webservice-Ports

Sie mussen Uber die Nummer des Webservice Net. TCP-Ports verfligen. Die Standardanschlussnummer ist
808. Wenn Sie SnapManager for Hyper-V auf einem Cluster installieren, missen Sie sicherstellen, dass flr
alle Nodes die gleiche Port-Nummer verwendet wird.

Lizenzierung von SnapManager fur Hyper-V fur ONTAP

Die Lizenzierung von SnapManager fur Hyper-V hangt von der verwendeten ONTAP



Version ab.

Fir die Host-basierte Lizenzierung und die Storage-basierte Lizenzierung missen Sie Data ONTAP 8.0 oder
héher verwenden.

Sie mussen Data ONTAP 8.2 oder héher von MultiStore (vFiler Einheit) zur Verwendung mit SnapManager fir
Hyper-V verwenden

Wenn Sie eine Version von Data ONTAP vor 8.2 verwenden, gibt es einige Einschrankungen bei bestimmten
Vorgangen.

Verwandte Informationen
"NetApp Interoperabilitats-Matrix-Tool"

"NetApp Dokumentation: SnapDrive fir Windows (aktuelle Versionen)"

Anforderungen fur ubergeordnete Hyper-V Hosts

Ubergeordnete Hyper-V Hosts sind physische Server, auf denen die Hyper-V-Rolle
aktiviert ist. Hostserver, die Virtual Machines enthalten, werden zur Sicherung und
Wiederherstellung zu SnapManager fur Hyper-V hinzugefugt. Fur die Installation und
Ausfuhrung aller SnapManager fur Hyper-V Softwarekomponenten missen Sie
sicherstellen, dass die Ubergeordneten Hyper-V Hosts die Mindestanforderungen fur
Betriebssystem und Hyper-V erfillen.

* * Unterstutzte Betriebssysteme*
SnapManager fur Hyper-V lauft auf folgenden Betriebssystemen:

o Windows Server 2008 R2 SP1
o Windows Server 2012 R2

o Windows Server 2012

> Windows Server 2016

> Windows Server 2019

 * Unterstitzte Management-Konsole-Betriebssysteme*
Die Management-Konsolen missen die folgenden Betriebssysteme ausfiihren:

o Windows Server 2008 R2 SP1
o Windows Server 2012 R2
> Windows Server 2012
> Windows Server 2016
o Windows Server 2019
* Hyper-V Anforderungen

Weitere Informationen finden Sie in der Microsoft TechNet Bibliothek unter Hyper-V erste Schritte.


http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/documentation/productlibrary/index.html?productID=30049

« Unterstiitzung bei der Internationalisierung

SnapManager fir Hyper-V wurde auf deutschen und japanischen Betriebssystemen getestet.

Verwandte Informationen
"Microsoft TechNet: Hyper-V"

"NetApp Interoperabilitats-Matrix-Tool"

Hotfix-Anforderungen fiir Windows Server-Umgebungen

Sie mussen Hotfixes manuell in Microsoft Windows Server-Betriebssystemumgebungen
installieren.

@ Informationen zu den Anforderungen fur Windows Server 2016 und Windows Server 2019
finden Sie unter "Hyper-V fur Windows Server"

Fir Windows Server 2012 sind die folgenden Hotfixes erforderlich:

« "KB2770917"
» "KB2779768"

Fir Windows Server 2008 R2 sind die folgenden Hotfixes erforderlich:

- "KB974909"
. "KB975354"
. "KB2637197"

Fir Windows Server 2008 R2 SP1 sind die folgenden Hotfixes erforderlich:

+ "KB2263829"
« "KB2637197"

Dies sind die minimalen Patch-Ebenen.

Lizenzanforderungen

Um SnapManager fur Hyper-V auszufuhren, missen Sie bei der Installation der Lizenzen
entweder die Host- oder die Speichersystemlizenzen auswahlen.
Lizenz fiir die SnapManager Suite

Auf dem Windows Host-System ist eine Lizenz fir die SnapManager Suite erforderlich. Sie kénnen entweder
die Host-basierte Lizenzierung oder die Lizenzierung des Storage-Systems wahlen.

Pro Serverlizenz

Dies wird auch als Host-basierte Lizenzierung bezeichnet. Wenn Sie sich flr eine hostbasierte Lizenzierung
entscheiden, missen Sie wahrend der Installation einen Lizenzschliissel fir die SnapManager Suite angeben,


http://technet.microsoft.com/library/cc753637(WS.10).aspx
http://mysupport.netapp.com/matrix
https://docs.microsoft.com/en-us/windows-server/virtualization/hyper-v/hyper-v-on-windows-server
http://support.microsoft.com/kb/2770917
http://support.microsoft.com/kb/2779768
http://support.microsoft.com/kb/974909
http://support.microsoft.com/kb/975354
http://support.microsoft.com/kb/2637197
http://support.microsoft.com/kb/2263829
http://support.microsoft.com/kb/2637197

den Sie spater bei Bedarf andern kdnnen. Sie konnen den Lizenzschlissel nach der Installation andern, indem
Sie im BegruBungsfenster von SnapManager fur Hyper-V auf Lizenzeinstellungen klicken. Jeder
Ubergeordnete Host erfordert eine Lizenz fUr die SnapManager Suite.

Lizenz pro Storage-System

Dies wird auch als Storage System Licensing bezeichnet. Wenn Sie die Storage-Systemlizenz auswahlen,
mussen Sie die Lizenz der ShapManager Suite auf allen Storage-Systemen hinzufligen, um die SnapManager
fur Hyper-V Vorgange auszufiihren.

Pro Client-Systemlizenz

Bei der Installation der Managementkonsole sollten Sie diese Lizenzoption verwenden.

Anforderungen fur die Verwendung des Assistenten fur die
Installation von Remote-Hosts

Bevor Sie den Installationsassistenten fur Remote-Hosts verwenden, um SnapManager
fur Hyper-V auf einem Host oder Knoten Remote zu installieren, missen Sie die
erforderlichen Host-Details erfassen.

Sie kénnen Uber das Fenster Aktionen im Fenster Schutz auf den Assistenten fiir die Installation von Remote-
Hosts zugreifen. Sie kbnnen SnapManager fir Hyper-V per Fernzugriff auf Standalone- und Cluster Nodes
oder Hosts installieren oder deinstallieren.

Wenn Sie einen Host hinzufligen, der nicht Gber SnapManager fir Hyper-V verflgt, werden Sie im Assistenten
zum Hinzufiigen von Hosts aufgefordert, ihn auf dem Host zu installieren.

« Installieren oder Deinstallieren

Sie mussen entscheiden, ob Sie mit dem Assistenten SnapManager for Hyper-V Remote auf Hosts oder
Nodes installieren oder deinstallieren mochten.

* * Pro Server oder pro Speicher*
Sie mussen entscheiden, ob SnapManager fur Hyper-V pro Server oder pro Storage installiert werden soll.
* Hostname/IP

Sie mussen den Namen oder die IP-Adresse des Hosts angeben, auf dem Sie SnapManager fir Hyper-V
installieren mochten Sie konnen Durchsuchen... auswahlen, um nach dem Host oder Knoten zu suchen.

* Port

Sie mussen die Porthummer angeben, um eine Verbindung zum Host oder Node herzustellen.
* SMHV-Lizenzschliissel

Sie mussen den Lizenzschlissel fur SnapManager fur Hyper-V angeben.
+ SDW Lizenzschliissel

Sie mussen den Lizenzschlussel fur SnapDrive fur Windows angeben.

10



* Benutzername

Sie mussen den Benutzernamen auf Host- oder Node-Administratorebene unter Verwendung des Formats
Domain\username angeben.

* Passwort
Sie mussen das Host- oder Node-Passwort eingeben.
+ Passwort Bestatigen

Zur Bestatigung mussen Sie das Host- oder Node-Passwort erneut eingeben.

11



Installation von SnapManager fur Hyper-V

Vor der Installation von SnapManager fur Hyper-V sollten Sie unbedingt entscheiden, wie
Sie lhre Umgebung konfigurieren mdchten, was die Installation von SnapDrive flr
Windows auf allen Hyper-V Hosts vor der Installation von SnapManager fur Hyper-V
umfasst

Laden Sie SnapManager fur Hyper-V herunter

Vor der Installation von SnapManager fur Hyper-V mussen Sie das Softwarepaket von
herunterladen "NetApp Support Website".

Was Sie bendtigen
Sie mussen Anmeldedaten fiir die NetApp Support-Website besitzen.

Schritte
1. Loggen Sie sich auf der NetApp Support Site ein.

2. Wechseln Sie zur Seite Software herunterladen.

3. Wahlen Sie aus der Dropdown-Liste das Betriebssystem aus, auf dem Sie SnapManager fur Hyper-V
installieren, und klicken Sie auf Go!

. Klicken Sie auf Ansicht & Download fiir die gewiinschte Softwareversion.
. Klicken Sie auf der Seite Beschreibung auf Weiter.

. Uberpriifen und akzeptieren Sie die Lizenzvereinbarung.

. Klicken Sie auf der Download-Seite auf den Link fur die Installationsdatei.

. Speichern Sie die SnapManager fiir Hyper-V-Datei in einem lokalen oder Netzwerkverzeichnis.

© o0 N o o A~

. Klicken Sie Auf Datei Speichern.

10. Uberpriifen Sie die Priifsumme, um sicherzustellen, dass die Software ordnungsgemaR heruntergeladen
wurde.

Installationsauftrag fur SnapDrive fur Windows und
SnapManager fur Hyper-V

Vor der Installation von SnapManager fur Hyper-V mussen Sie SnapDrive fur Windows
auf allen Hosts installieren Wenn die Hosts zu einem Cluster gehdren, bendtigen alle
Nodes im Cluster die Installation von SnapDrive fur Windows.

Wenn SnapManager for Hyper-V beginnt, kommuniziert es mit SnapDrive fir Windows, um eine Liste aller
Virtual Machines zu erhalten, die auf einem Host ausgefiihrt werden. Wenn SnapDrive fiir Windows nicht auf
dem Host installiert ist, schlagt diese API fehl und der interne Cache von SnapManager fur Hyper-V wird nicht
mit den Informationen der virtuellen Maschine aktualisiert.

Sie erhalten mdglicherweise die folgende Meldung: Error :SnapManager for Hyper-V is not
licensed on the host or in the Storage System, backup is aborted:.
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Installation von SnapManager fur Hyper-V

Sie kdnnen SnapManager fur Hyper-V installieren, sodass Sie |hre Daten sichern und
wiederherstellen konnen. Vor der Installation von SnapManager for Hyper-V sollten Sie
SnapDrive for Windows installieren

Was Sie benotigen

Ihre vorhandenen Daten muissen gesichert werden, und Sie missen die folgenden Informationen parat haben:

* Lizenzschlussel

* Anmeldedaten

» Port-Nummer (Standard: 808; muss mit der SnapDrive flr Windows Installations-Portnummer
Ubereinstimmen)

Schritte

1. Doppelklicken Sie auf die ausflihrbare Datei SnapManager flr Hyper-V, um das Installationsprogramm fur

SnapManager fir Hyper-V zu starten.
2. Wahlen Sie den Installationsort aus und klicken Sie auf Weiter.
3. Fuhren Sie die Schritte im Assistenten SnapManager for Hyper-V Install Shield aus.
4. Klicken Sie auf der Seite Ready to Install auf Install.
5

. Uberprifen Sie die Zusammenfassung |lhrer Auswahl und klicken Sie auf Fertig stellen.
Verwandte Informationen

Hotfix-Anforderungen fir Windows Server-Umgebungen

Remote-Installation oder -Deinstallation von SnapManager
fur Hyper-V auf Nodes oder Hosts

Mit dem Remote Host Install Wizard kénnen Sie SnapManager fur Hyper-V Remote auf
Standalone- und Cluster-Hosts oder Nodes installieren oder deinstallieren. Sie kdbnnen
SnapManager fur Hyper-V per Fernzugriff installieren, wenn Sie die Software auf allen
Nodes eines Clusters gleichzeitig installieren mdchten, anstatt sie auf jedem einzelnen
Node zu installieren.

Was Sie bendétigen

Sie mussen auf einem Host-Knoten bereits SnapManager fir Hyper-V installiert haben, um den Assistenten
zur Installation von Remote-Hosts verwenden zu kénnen.

Schritte
1. Klicken Sie im Navigationsbereich auf Schutz.

2. Klicken Sie im Aktionsbereich auf Remote Host Install.

3. Fuhren Sie den Assistenten * Remote Host Installation* aus.

Ergebnis
Wenn Sie den Assistenten fir die Installation von Remote-Hosts ausflihren, schiebt der Host-Node die
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Installation von SnapManager flr Hyper-V oder die Deinstallation zu anderen Knoten oder Hosts im Cluster.

Liste und Beschreibung der Befehlszeilen-Schalter fur
automatische Installation

Sie kdnnen Befehlszeilenoptionen verwenden, um eine automatische Installation
durchzufuhren, sodass Sie ein Installationsskript zur Installation von SnapManager fur
Hyper-V verwenden kdnnen

In der folgenden Tabelle werden die Werte aufgeflhrt und die einzelnen verfligbaren Befehlszeilenoptionen
beschrieben.

Switch Wert Beschreibung

SILENT_MODE= 1 Ermdoglicht SnapManager fiir
Hyper-V die ordnungsgemale
Ausfiihrung der unbeaufsichtigten
Installationsfunktion. Dieser Switch
ist erforderlich fir Installationen,
Upgrades und komplette
Uninstallationen zum ersten Mal.

REINSTALLMODE= Gibt den zu verwendenden
Neuinstallationsmodus an.

REINSTALLMODE= \Y Zeigt an, dass die Installation aus
dem Quellpaket ausgefiihrt wird
und dass das lokale Paket
zwischengespeichert wird.
Verwenden Sie diese Option nicht
fur erstmalige Installationen von
SnapManager fur Hyper-V. Alle
Dateien werden unabhangig von
Version, Datum oder Prifsumme
neu installiert.

REINSTALLMODE= A Installiert SnapManager flr Hyper-
V-Dateien neu, wenn altere
Versionen vorhanden sind oder
Dateien fehlen.

REINSTALLMODE= o Zeigt an, dass alle fur
SnapManager for Hyper-V
erforderlichen
Registrierungseintrage aus
HKEY_LOCAL_MACHINE und
HKEY_CLASSES_ROOT neu
geschrieben werden sollten.
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Switch
REINSTALLMODE=

REINSTALLMODE=

NEU INSTALLIEREN=

/Li

SMHV_LIZENZ=

INSTALLDIR=

SVCUSERNAME=

SMHVSRV_PASSWORD=

SMHVSRV_CONFIRMUSERPASS
WORD=

Wert

ALLE

Dateiname

Lizenz

Zielinstallationsverzeichnis

DOMANE\Benutzername

Passwort

Passwort

Beschreibung

Zeigt an, dass alle fur
SnapManager for Hyper-V
erforderlichen
Registrierungseintrage von
HKEY_CURRENT_USER und
HKEY_USERS neu geschrieben
werden sollten.

Installiert alle Verknipfungen neu
und setzt alle Symbole erneut auf,
wobei vorhandene Verknipfungen
und Symbole Uberschrieben
werden.

Installiert alle Funktionen von
SnapManager fur Hyper-V neu

Gibt an, dass ein SnapDrive-
Installationsprotokoll generiert
werden soll.

Gibt die entsprechende und gliltige
SnapManager fur Hyper-V Lizenz
an.

Gibt das
Zielinstallationsverzeichnis an, auf
das SnapManager fir Hyper-V
installiert ist. Dieser Switch ist nur
erforderlich, wenn SnapManager
for Hyper-V zum ersten Mal
installiert wird.

Gibt den Domanen- und
Benutzernamen an, den
SnapManager fur Hyper-V wahrend
der unbeaufsichtigten Installation
verwendet.

Gibt das Kennwort flir den
SMHVSRV_PASSWORD-Benutzer
an.

Bestatigt das Kennwort fir den
SMHVSRV_CONRMUSERPASSW
ORD-Benutzer.
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Switch Wert Beschreibung

SMHV_WEBSRV_TCP_PORT Port-Nummer Gibt an, welchen Port der
SnapManager fir den Hyper-V-
Webdienst fur Net. TCP verwendet.
Der Standardport ist 808.

Die folgende Syntax zeigt eine Neuinstallation:

setup.exe /s /v"/gqn SILENT MODE=1 /L*v SMHVInstall.log SVCUSERNAME=Domain\User
Name SMHVSRV PASSWORD=password SMHVSRV CONFIRMUSERPASSWORD=password"

Die folgende Syntax zeigt ein Upgrade:

setup.exe /s /v"/gqn REINSTALLMODE=vamus REINSTALL=ALL SILENT MODE=1 /L*v
SMHVUpgrade.log SVCUSERNAME=Domain\User Name SMHVSRV PASSWORD=password
SMHVSRV CONFIRMUSERPASSWORD=password"

Die folgende Syntax zeigt eine Deinstallation:

Setup.exe /s /x /v"/gn SILENT MODE=1 /L*v SMHVuninstall.log"

16



Deinstallieren Sie SnapManager for Hyper-V
unter Windows

Sie kbnnen SnapManager fur Hyper-V vom Windows Host deinstallieren, wenn Sie die
Software nicht mehr bendtigen. Sie mussen das Deinstallationsprogramm interaktiv
ausfihren.

Deinstallieren Sie SnapManager for Hyper-V

Sie kdnnen SnapManager fur Hyper-V uber den Windows-Server deinstallieren, indem
Sie die Systemsteuerung unter Ihrem Betriebssystem deinstallieren. Sie konnen
SnapManager fur Hyper-V per Fernzugriff auf Standalone- und Cluster-Knoten oder
Hosts deinstallieren. Verwenden Sie dazu den Assistenten fur die Remote-
Hostinstallation im Fenster Aktionen im Fenster Schutz.

Uber diese Aufgabe

Durch die Deinstallation von SnapManager for Hyper-V werden alle Datensatze und Richtlinien geldscht. Sie
kénnen diese Informationen nicht wiederherstellen, nachdem die Deinstallation abgeschlossen ist. Wenn Sie
Ihre Datensatze speichern und Informationen zur Hostkonfiguration speichern méchten, kénnen Sie sie
exportieren, bevor Sie sie deinstallieren.

Schritte

1. Navigieren Sie auf dem Windows-Server, auf dem Sie SnapManager flr Hyper-V installiert haben, zur
Systemsteuerung und wahlen Sie Menu:Systemsteuerung[Programme > Programme und Funktionen].

2. Blattern Sie durch die Liste der installierten Programme, um SnapManager for Hyper-V zu finden
3. Klicken Sie auf den Namen des Programms und dann auf Deinstallieren.

4. Wenn Sie zur Bestatigung der Deinstallation aufgefordert werden, klicken Sie auf Ja.
Verwandte Informationen

Importieren oder Exportieren von Konfigurationsinformationen fir Hosts und Datensatze
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Konfiguration von SnapManager fur Hyper-V

Nach der Installation von SnapManager fur Hyper-V konnen Sie Ihre Hosts und Virtual
Machines konfigurieren und managen, indem Sie Richtlinien zum Schutz und zur
Wiederherstellung Ihrer Daten hinzufugen.

Dashboard-Einstellungen

Das Dashboard von SnapManager fiir Hyper-V zeigt eine Ubersicht tiber die Ressourcen
an, die aktuell geschutzt werden, und die, die nicht geschutzt sind. Sie konnen
verschiedene Segmente des Kreisdiagramms zum VM-Schutzstatus oder des
Balkendiagramms fur den Jobverlauf auswahlen, um allgemeine Informationen zum
Status lhrer Jobs, Ressourcen und Historie anzuzeigen.
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* VM-Schutzstatus

Wenn Sie im Kreisdiagramm VM Protection Status ein Segment auswahlen, kénnen Sie im Bereich Details
Informationen zum Schutzstatus der virtuellen Maschinen anzeigen. Die Beschreibungen fir giiltige Werte
lauten wie folgt:

o OK

Zeigt das letzte erfolgreiche Backup aller virtuellen Maschinen an.
> Fehlgeschlagen

Zeigt das zuletzt fehlgeschlagene Backup jeder virtuellen Maschine an.
o Ungeschiitzt

Zeigt die virtuellen Maschinen an, die nicht zu Datensatzen gehéren und somit ungeschitzt sind.

« Jobverlauf

Wenn Sie ein Segment im Balkendiagramm fiir die Jobhistorie auswahlen, kdnnen Sie im Bereich Details
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den Verlauf der abgeschlossenen, fehlgeschlagenen und ausgeflhrten Jobs Uber einen bestimmten
Zeitraum anzeigen. Sie kdnnen die Dauer andern, die die Jobdetails im Balkendiagramm der Jobhistorie
angezeigt werden. Der Standardwert ist sieben Tage.

» Aktualisieren konfigurieren

Sie kdnnen mit der Schaltflache Configure Refresh andern, wie oft das Dashboard die angezeigten
Informationen aktualisiert. Der Standardwert ist 10 Minuten.

Hosts konfigurieren

Mithilfe von SnapManager fur Hyper-V konnen Sie Ubergeordnete Hyper-V Hosts oder
Cluster hinzuflgen, anzeigen und entfernen

Anforderungen fiir das Hinzufiuigen eines libergeordneten Hyper-V-Hosts oder
Host-Clusters

Sie mussen alle erforderlichen Konfigurationsinformationen zur Verfugung haben, bevor
Sie SnapManager fur Hyper-V einen Ubergeordneten Host oder Host Cluster hinzufligen
Installation von SnapManager fiir Hyper-V

SnapManager fur Hyper-V muss auf dem Hyper-V Host installiert sein, den Sie hinzufligen mdchten.

Wenn SnapManager fur Hyper-V nicht installiert ist, werden Sie aufgefordert, den Assistenten zur Installation
von Remote-Hosts auszufiihren. Auf jedem Clusterknoten muss dieselbe SnapManager fir Hyper-V-Version
installiert sein.

Konfigurationseinstellungen

Der Ubergeordnete Hyper-V Host, den Sie hinzufigen méchten, muss flir SnapManager fur Hyper-V
konfiguriert werden

Wenn die Snaplnfo-Einstellungen, die Berichtsverzeichniseinstellungen und die
Benachrichtigungseinstellungen nicht fur SnapManager fur Hyper-V konfiguriert sind, kdnnen Sie sie nach dem
Hinzufligen des Hosts mithilfe des Konfigurationsassistenten konfigurieren.

Zunachst ist die Registerkarte Storage Connections verwalten leer. Sie konnen die Speicherverbindungen
auf der Registerkarte Speicherverbindungen verwalten hinzufiigen, aber die neu hinzugefiigten
Verbindungen sind Uber SnapDrive fir Windows (SDW) Transport Protocol Settings (TPS) sichtbar.

Sie missen das Backup-Repository und das Berichtsverzeichnis konfigurieren, um Virtual Machines mithilfe
von SnapManager fir Hyper-V hinzuzufligen und zu managen Die Benachrichtigungseinstellungen sind
optional.

Virtual Machines und ONTAP LUNs

Alle mit Virtual Machines verkniipften Dateien, einschlief3lich Konfigurationsdateien, Dateispeicherort fiir
Snapshot-Kopien und VHDs, mussen auf ONTAP LUNs gespeichert werden.

Dies ist notwendig, um eine erfolgreiche Sicherung durchzufihren.
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Wenn Sie nach dem Erstellen der virtuellen Maschine den Speicherort einer Snapshot-Datei
einer virtuellen Maschine zu einer anderen ONTAP-LUN &ndern, sollten Sie mindestens eine

@ Snapshot-Kopie einer virtuellen Maschine mit Hyper-V Manager erstellen, bevor Sie eine
Sicherung mithilfe von SnapManager fir Hyper-V. erstellen Wenn Sie den Dateispeicherort der
Snapshot Kopie andern und vor der Erstellung eines Backups keine Snapshot Kopie einer
Virtual Machine erstellen, kann der Backup-Vorgang fehlschlagen.

Dedizierte und geclusterte Virtual Machines

VMs konnen dediziert oder Teil eines Clusters sein.

Wenn Sie einen einzigen Host hinzufiigen, verwaltet SnapManager fur Hyper-V die dedizierten Virtual
Machines auf diesem Host. Wenn Sie einen Host-Cluster hinzufligen, verwaltet SnapManager fir Hyper-V die
gemeinsam genutzten virtuellen Maschinen auf dem Host-Cluster. Virtual Machines auf SAN und NAS, die
zum selben Host-Cluster gehoéren, sollten nicht im gleichen Datensatz vorhanden sein. Wenn Sie diese Arten
von Ressourcen zu einem einzelnen Datensatz hinzufiigen, kann dies zum Versagen der Datensatz-Sicherung
fuhren.

Wenn die Virtual Machines auf verschiedenen Nodes des Clusters ausgeflhrt werden, dauern die Backups
geclusterter Virtual Machines bei applikationskonsistenten Backups langer, wenn sie auf unterschiedlichen
Nodes des Clusters ausgefuhrt werden. Wenn Virtual Machines auf unterschiedlichen Nodes ausgefihrt
werden, sind fur jeden Node im Cluster separate Backup-Vorgange erforderlich. Wenn alle Virtual Machines
auf demselben Node ausgefihrt werden, ist nur ein Backup-Vorgang erforderlich, was zu einem schnelleren
Backup flhrt.

Anzahl der Virtual Machines

Wenn |hr Hyper-V-Host oder Host-Cluster mehr als 1,000 virtuelle Maschinen hat, missen Sie den Wert des
Maximumwertes erhéhen Elements In Cache Before Scavenging Das Hotel befindet sich im
SnapMgrServiceHost.exe.config File fur Hyper-V Cache Manager: Dieser Wert sollte groRer oder gleich
der Anzahl der Hyper-V Hosts sein, die auf einem eigenstandigen Host oder Cluster ausgefuhrt werden. Auf
jedem Knoten des Clusters sollte der Wert gedndert werden, und der Service SnapManager fiur Hyper-V muss
nach Anderung dieses Werts neu gestartet werden. Sie miissen das manuell bearbeiten
SnapMgrServiceHost.exe.config Datei mit einem Texteditor.

<cacheManagers>
<add name="HyperV Cache Manager"

type="Microsoft.Practices.Enterpriselibrary.Caching.CacheManager,
Microsoft.Practices.Enterpriselibrary.Caching"
expirationPollFrequencyInSeconds="60"
maximumElementsInCacheBeforeScavenging="1200"
numberToRemoveWhenScavenging="10"
backingStoreName="inMemory" />

</cacheManagers>
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SnapManager fiir Hyper-V — Service-Kontenanforderungen

Bei Verwendung von SnapManager for Hyper-V zum Verwalten eines Hyper-V Host-Clusters missen die
Servicekonten fir SnapManager fiir Hyper-V und SnapDrive fir Windows Domain-Benutzerkonten mit lokalen
Administratorrechten auf dem Server sein.

Applikationskonsistente Backups von SnapManager fir Hyper-V werden auf dem Cluster-Knoten ausgefihrt,
auf dem die Virtual Machine ausgefihrt wird. Wenn Cluster Shared Volumes (CSVs), die von der virtuellen
Maschine verwendet werden, nicht dem gleichen Node gehdren, kdnnen Backups virtueller Maschinen
fehlschlagen, wenn der SnapManager fir Hyper-V Dienst ein lokales Systemkonto verwendet (obwohl das
Konto Uber Administratorrechte verfugt). In diesem Fall kann SnapManager fir Hyper-V nicht erkennen, dass
sich die Dateien der Virtual Machine auf einem CSV befinden, wodurch die Datensicherung fehlschlagt.

Fir Vorgange des Remote Volume Shadow Copy Service (VSS) mit auf Clustered Data ONTAP
gespeicherten Virtual Machines funktionieren SMB 3.0 Shares (Continuous Availability, CA)

@ ordnungsgemaf. Sie mussen der Freigabe fir die SnapDrive fir Windows-Servicekonten
vollstédndige Kontrollrechte gewéhren und einen minimalen Lesezugriff auf das Webservice-
Konto fiir SnapManager fiir Hyper-V haben.

Verwandte Informationen

"Microsoft TechNet: Hyper-V"

Fugen Sie einen uibergeordneten Hyper-V-Host oder einen Host-Cluster hinzu

Sie kdnnen einen ubergeordneten Hyper-V-Host oder ein Host-Cluster hinzufigen, um
Ihre Virtual Machines zu sichern und wiederherzustellen.

Schritte
1. Klicken Sie im Navigationsbereich auf Schutz.
2. Klicken Sie im Bereich Aktionen auf Add Host.

3. Fuhren Sie den Assistenten * Host hinzufligen* aus.

Nachdem Sie fertig sind

Wenn Sie einem Cluster einen Host hinzufligen, werden die Informationen tber den neuen Host nicht
automatisch in der GUI angezeigt. Fligen Sie die Hostinformationen manuell der XML-Datei im
Installationsverzeichnis hinzu.

SnapManager fur Hyper-V muss auf jedem Cluster-Knoten installiert sein. Wenn SnapManager fir Hyper-V
nicht installiert ist, werden Sie aufgefordert, den Assistenten zur Installation von Remote-Hosts auszufihren.

Verwalten von Einstellungen fiir Storage-Verbindungen

Nachdem Sie einen Host hinzugefugt haben, sollten Sie alle Speicherverbindungen
(SnapDrive fir Windows und SnapManager fur Hyper-V) eingeben, um die
Speicherverbindungseinstellungen im Menu:Schutz[Datensatzverwaltung] zu verwenden.

Was Sie bendtigen

Sie mussen mindestens einen SnapManager fiir Hyper-V hinzugefligten Host haben, bevor Sie lhre Storage-
Verbindungseinstellungen verwalten kénnen.
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Schritte

1. Wahlen Sie im Menu:Protection[Dataset Management] die Option Storage Connection verwalten
Einstellungen.

2. Flgen Sie die Speicherverbindungen hinzu.

Alle Speicherverbindungen kénnen in SnapDrive fur Windows TPS angezeigt werden.

Zeigen Sie einen ubergeordneten Hyper-V-Host oder einen Host-Cluster an

Sie konnen Konfigurationsinformationen zu einem bestimmten Ubergeordneten Hyper-V
Host oder Host-Cluster anzeigen, sodass Sie dessen Status Uberwachen kdnnen.

Schritte
1. Klicken Sie im Navigationsbereich auf Meni:Schutz[Hosts].

2. Wabhlen Sie den Host oder Host-Cluster aus, den Sie anzeigen mdchten.
Im Fenster Details werden der Host- oder Host-Cluster-Name, die Domane, die Clustermitglieder (falls

zutreffend) und die Konfigurationsmeldungen angezeigt. Wenn Sie einen nicht konfigurierten Host
auswahlen, werden im Fenster Details Informationen zu nicht konfigurierten Hosts angezeigt.

Zeigen Sie eine virtuelle Maschine an

Auf der Registerkarte ,Virtual Machine® und der Registerkarte ,VHD" im Fensterbereich
,Details” fur eine virtuelle Maschine konnen Sie Informationen zu dieser Maschine
anzeigen und den Status dieser Maschine uberwachen.

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Schutz[Hosts > Schutz > Datensatze].
2. Wahlen Sie den Datensatz oder Host aus, zu dem die virtuelle Maschine gehort.

3. Wahlen Sie die entsprechende virtuelle Maschine aus.

Ergebnisse

Auf der Registerkarte Virtual Machine werden Name, GUID und Status der ausgewahlten virtuellen Maschine
angezeigt.

Auf der Registerkarte VHD werden Systemfestplatte, Bereitstellungspunkt, VHD full Path, LUN Path, Storage-
System-Name, angezeigt. Seriennummer und Volume-Name, der der ausgewahlten virtuellen Maschine
zugeordnet ist.

Migrieren einer Hyper-V Virtual Machine fir SnapManager fur Hyper-V Vorgange

SnapManager fur Hyper-V enthalt keinen Migrationsassistenten, tber den Sie Virtual
Machines (VMs) von Storage anderer Anbieter auf ONTAP Storage migrieren konnen,
sodass Sie diese mit SnapManager fur Hyper-V nutzen konnen Stattdessen mussen Sie
die VM mithilfe von Server Manager manuell exportieren und importieren.
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Importieren oder Exportieren von Konfigurationsinformationen fur Hosts und
Datensatze

Obwohl Sie einen Host von nur einer Verwaltungskonsole aus verwalten sollten, konnen
Sie Host- und Datensatzkonfigurationsinformationen von einer Remote Management-
Konsole auf eine andere importieren und exportieren, um die Datenkonsistenz zu
gewabhrleisten.

Uber diese Aufgabe

Sie sollten Konfigurationsinformationen nicht in das Verzeichnis importieren oder exportieren, auf dem
SnapManager fir Hyper-V installiert ist. Wenn Sie SnapManager fir Hyper-V deinstallieren, geht diese Datei
verloren.

Mit dem Import- und Exportassistenten kénnen Sie die Host- und

@ Datensatzkonfigurationseinstellungen in eine zuvor exportierte Einstellung andern. Wenn Sie
diesen Vorgang in einer Cluster-Umgebung ausfiihren, missen Sie die Einstellungen auf allen
Nodes im Cluster importieren, damit alle Host- und Datensatzkonfigurationen identisch sind.

Schritte
1. Klicken Sie im Navigationsbereich auf Schutz.

2. Klicken Sie im Fensterbereich Aktionen auf Import und Export.
Der Import- und Exportassistent wird angezeigt.

3. Fuhren Sie die Schritte im Assistenten aus, um Konfigurationsinformationen fir Host- und Datensatze von
einer Management Console in eine andere zu exportieren.

@ Die Exportdatei ist statisch und aktuell nur zu dem Zeitpunkt, zu dem die Exportdatei
ausgefuhrt wurde.

4. Fihren Sie die Schritte im Assistenten aus, um Konfigurationsinformationen fiir Hosts und Datensatze in
die Ziel-Managementkonsole zu importieren.

Entfernen Sie einen lUibergeordneten Hyper-V-Host oder ein libergeordnetes Host-
Cluster

Sie kdnnen einen Ubergeordneten Hyper-V Host- oder ein Ubergeordnetes Host-Cluster
entfernen, wenn Sie ihn nicht mehr mit SnapManager fur Hyper-V managen mochten

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Schutz[Hosts].

2. Wahlen Sie den Host oder das Hostcluster aus, den Sie entfernen mdchten.
3. Klicken Sie im Fensterbereich Aktionen auf Entfernen.

Sie kénnen Alle VM-Backups I6schen auswahlen, um alle Backups virtueller Maschinen zu I6schen, die
mit dem Host verbunden sind.

Der Ubergeordnete Hyper-V-Host- oder Host-Cluster wird fur Hyper-V-Management aus SnapManager
entfernt, wird jedoch nicht dauerhaft geléscht. Die Virtual Machines, die zu diesem Host oder Host Cluster
gehdren, werden auch von beliebigen Datensatzen entfernt, zu denen sie gehoéren.
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Einstellungen fur Ereignisbenachrichtigungen

Sie konnen die Einstellungen fur die Ereignisbenachrichtigung konfigurieren, um E-Mail-,
Syslog- und AutoSupport-Meldungen zu senden, falls ein Ereignis eintritt.

Wenn die Ereignisbenachrichtigungs-Einstellungen nicht konfiguriert werden, wenn ein Ubergeordneter Hyper-
V-Host zu SnapManager fur Hyper-V hinzugefugt wird, kdnnen Sie diese Einstellungen spater mithilfe des
Konfigurationsassistenten konfigurieren.

Sie kénnen die Einstellungen fir die Ereignisbenachrichtigung mithilfe des Konfigurationsassistenten andern,
auch wenn der Host zu SnapManager for Hyper-V hinzugefligt wurde

Sie kénnen die Einstellungen fir Ereignisbenachrichtigungen konfigurieren, bevor Sie einem Datensatz
Ressourcen flr virtuelle Maschinen hinzufiigen kénnen.

Konfigurieren Sie E-Mail-Benachrichtigungen

Mehrere E-Mail-Empfanger flur Benachrichtigungen missen durch Kommas getrennt
werden.

Wenn Sie mehrere E-Mail-Empfanger fiir E-Mail-Benachrichtigungen in SnapManager fir Hyper-V
konfigurieren, trennen Sie jeden Empfanger durch Komma. Diese Anforderung unterscheidet sich von
SnapManager fur SQL, bei dem jeder E-Mail-Benachrichtigungsempfénger durch Semikolons getrennt werden
muss.

Einstellungen fur Berichtspfade

Sie kdnnen Berichtspfadeinstellungen so konfigurieren, dass Sie Berichte fur
SnapManager fur Hyper-V Vorgange speichern kénnen. Sie mussen die Einstellungen fur
den Berichtspfad konfigurieren, bevor Sie einem Datensatz Ressourcen fur virtuelle
Maschinen hinzufigen kénnen.

Wenn die Berichtseinstellungen nicht konfiguriert sind, wenn ein Ubergeordnetes Hyper-V-Host zu
SnapManager fur Hyper-V hinzugeflgt wird, kdnnen Sie diese Einstellungen spater mit dem
Konfigurationsassistenten konfigurieren (und sogar éandern).

Wenn Sie die Einstellungen fir den Berichtspfadpfad fiur ein Ubergeordnetes Hostcluster konfigurieren, missen
Sie manuell das Berichtverzeichnis auf jedem Clusterknoten erstellen. Der Berichtspfad sollte sich nicht auf
einem gemeinsam genutzten Cluster-Volume (CSV) oder einer gemeinsamen LUN befinden.

Verwandte Informationen

"Microsoft TechNet: Verwenden Sie Cluster Shared Volumes in einem Failover Cluster"

Konfigurieren Sie die Snapinfo Verzeichniseinstellungen

Sie mussen die Snaplinfo Einstellungen fur einen Host konfigurieren, bevor Sie die
Ressourcen der Virtual Machine innerhalb dieses Hosts einem Datensatz hinzufligen
konnen. Wenn die Snaplnfo-Einstellungen nicht konfiguriert werden, wenn ein Hyper-V-
Host zu SnapManager fur Hyper-V hinzugefugt wird, kdnnen Sie diese Einstellungen
spater mithilfe des Konfigurationsassistenten oder der Aktion Snapinfo-Einstellungen
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konfigurieren.

Sie kénnen auch die Snaplinfo-Einstellungen éandern, nachdem der Host zu SnapManager fur Hyper-V
hinzugefugt wurde Wenn Sie jedoch die Snaplnfo-Einstellungen andern, missen Sie alle Dateien manuell an
den neuen Speicherort verschieben. SnapManager fir Hyper-V aktualisiert sie nicht automatisch. Wenn Sie
die Dateien nicht verschieben, kdnnen Sie die Backup-Kopie nicht wiederherstellen oder managen, und
SnapManager fur Hyper-V listet nicht die Backup-Kopie auf.

Ab SnapManager fir Hyper-V kann der Snapinfo-Pfad auf Cluster Shared Volumes (CSV) liegen und er kann
auch auf SMB Shares fur Windows Server 2012 residieren.

Verwandte Informationen

"Microsoft TechNet: Verwenden Sie Cluster Shared Volumes in einem Failover Cluster"

Einrichten einer Snapinfo LUN

Sie mussen eine Snaplnfo LUN in SnapManager fur Hyper-V hinzufugen, um die
Datensatz-Backup-Metadaten zu speichern. Der Snapinfo Pfad muss sich auf einer
ONTAP LUN befinden, da SnapManager fur Hyper-V nach einem regelmalfigen Backup
ein Backup der Snaplinfo Kopie erstellt.

Was Sie bendtigen

Der Snaplinfo-Pfad kann sich auf einem Cluster Shared Volume (CSV) befinden, wenn Sie ein Windows Server
2012 Cluster ausfuhren. Wenn Sie dedizierte Virtual Machines managen, muss sich der Snapinfo-Standort auf
eine dedizierte ONTAP LUN befinden. Wenn Sie gemeinsam genutzte Virtual Machines managen, muss der
Snaplnfo-Speicherort auf eine gemeinsam genutzte ONTAP LUN liegen.

Schritte
1. Erstellen Sie mithilfe von SnapDrive fur Windows ein neues freigegebenes Laufwerk.

a. Wenn Sie die Mdglichkeit haben, eine Microsoft Cluster Services-Gruppe zu wahlen, wahlen Sie die
Option Erstellen einer neuen Cluster-Gruppe.

b. Benennen Sie die Gruppe smhv_snapinfo Und schlieen Sie den Prozess ab.
2. Offnen Sie Windows Failover Clustering (WFC), und stellen Sie sicher, dass die neue Gruppe online ist.
3. Installieren Sie SnapManager fiir Hyper-V auf jedem Node im Cluster.

4. Fihren Sie den Assistenten * Configuration* aus, und wenden Sie die Snaplnfo-
Konfigurationseinstellungen auf alle Knoten im Cluster an.

a. Wahlen Sie einen der Hosts aus.
b. Klicken Sie im Bereich Navigation auf Menu:Schutz[Hosts].
c. Fuhren Sie im Bereich Aktionen den Assistenten Konfiguration aus.

d. Wenden Sie die Snapinfo-Einstellungen auf die neu erstellte LUN an.

Ergebnisse

Bei Ausflihrung des Konfigurationsassistenten werden die Snaplnfo Konfigurationseinstellungen auf alle
Nodes im Cluster repliziert. Verwandte Informationen

Fehler: SnapDrive SDDiscoveryFileSystemListinfo Antwort ist Null
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Andern Sie den Snaplnfo-Verzeichnispfad

Sie konnen die Pfadeinstellungen fur das Snaplnfo-Verzeichnis mithilfe des
Konfigurationsassistenten oder der Aktion Snapinfo settings steuern.

Uber diese Aufgabe

Snaplnfo Verzeichniseinstellungen werden auf der Host-Ebene in SnapManager fur Hyper-V angegeben
SnapManager fur Hyper-V unterstitzt NAS-Hosts (SMB) und SAN-Hosts. Bei SAN-Hosts werden die Snaplnfo-
Einstellungen auf Volume-Ebene angewendet. Bei NAS-Hosts werden die Snaplnfo-Einstellungen auf SMB-
Share-Level angewendet.

Wenn Sie die IP-Adresse des Speichersystems zu SnapDrive fir Windows TPS hinzugefiigt haben, werden
die Speichereinstellungen von SnapDrive fir Windows automatisch ausgefullt, wenn Sie den
Konfigurationsassistenten in SnapManager fiir Hyper-V. ausfihren Wenn SnapDrive fir Windows TPS nicht
konfiguriert ist, miissen Sie die IP-Adresse des Speichersystems auf der Registerkarte Speicherverbindungen
verwalten in SnapManager fir Hyper-V angeben

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Schutz[Hosts].

2. Wahlen Sie den Host aus, flr den Sie den Snaplnfo-Verzeichnispfad andern mochten.

3. Wahlen Sie im Fensterbereich Aktionen die Option SnapInfo-Einstellungen aus.
Das Dialogfeld Snapinfo Einstellungen wird gedffnet.

4. Wahlen Sie den Storage-Typ aus den angezeigten Optionen:

Option Beschreibung
San Dies ist der Standard-Speichertyp.
NAS Verwenden Sie diese Option fiir SMB-Freigaben.

5. Klicken Sie Auf Durchsuchen.
Das Fenster nach Ordner suchen wird gedffnet.
6. Wahlen Sie lhr Snapinfo Storage-System (SAN) oder Volume (NAS) aus und klicken Sie auf OK.

Die Hosts, die angezeigt werden, sind NAS-Freigaben, die zu den Speichersystemen gehdren, die mit
registriert wurden Manage Storage Connections Option auf Host-Ebene. Wenn Sie die gesuchten
Freigaben nicht sehen, stellen Sie dies sicher Manage Storage Connections Wurde ordnungsgeman
konfiguriert.

7. Klicken Sie im Fenster Snaplinfo Einstellungen auf OK.

Datensatze konfigurieren

Datensatze lassen sich je nach Sicherungsanforderungen erstellen, andern, anzeigen
und I6schen.
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Anforderungen fiir das Erstellen eines Datensatzes

Wenn Datensatze erstellt werden sollen, um die Daten zu sichern, mussen bestimmte
Anforderungen erfullt werden. Sie missen zuerst den Host oder Host-Cluster zu
SnapManager fur Hyper-V hinzufigen und dann dem Host- oder Host-Cluster Virtual
Machines hinzufugen.

Name und Beschreibung des Datensatzes

Bei der Benennung des Datensatzes sollten Sie eine Namenskonvention an lhrem Standort verwenden, um
Administratoren dabei zu unterstiitzen, Datensatze zu finden und zu identifizieren, die auf die folgenden
Zeichen beschrankt sind:

* Von A bis z

* Von A bis Z

* O bis 9

* _ (Unterstrich)
* - (Bindestrich)

Datensatz-Ressourcen

Sie mussen den Host oder Host Cluster zu SnapManager fir Hyper-V hinzufiigen, bevor Sie dem Datensatz
Ressourcen wie Virtual Machines hinzufiigen.

Sie kénnen einem Datensatz Hosts, dedizierte Virtual Machines oder gemeinsam genutzte Virtual Machines
hinzufiigen. Wenn Sie einen Host hinzufligen, fligen Sie alle virtuellen Maschinen hinzu, die zum Host
gehoren. Sie kénnen auch Virtual Machines hinzufiigen, die zu unterschiedlichen Hosts gehéren. Virtual
Machines kénnen zu mehreren Datensatzen gehdren.

Dedizierte und gemeinsam genutzte Virtual Machines, die zum selben Host-Cluster gehoren,

@ sollten nicht im gleichen Datensatz vorhanden sein. Wenn Sie diese Arten von Ressourcen zu
einem einzelnen Datensatz hinzufigen, kann dies zum Versagen der Datensatz-Sicherung
fihren.

Virtual Machines und ONTAP LUNs

Alle Dateien, die mit Virtual Machines verkntipft sind, einschlief3lich Konfigurationsdateien, Snapshot Kopien
und VHDs, missen auf ONTAP LUNs gespeichert sein.

Verbrauch von Datensatz-Ressourcen

Es kann jederzeit nur ein applikationskonsistenter Backup-Vorgang auf einem Host durchgefiihrt werden.
Wenn dieselben Virtual Machines zu unterschiedlichen Datensatzen gehoren, sollten Sie keine
applikationskonsistente Backups der Datensatze gleichzeitig planen. Wenn dies geschieht, schlagt einer der
Backup-Vorgange fehl.

Wahlen Sie beim Erstellen eines Datensatzes alle virtuellen Maschinen aus, die sich auf einer bestimmten
ONTAP-LUN befinden. Dies ermdglicht Ihnen, alle Backups in einer Snapshot-Kopie zu erhalten und den
Speicherplatzbedarf im Storage-System zu reduzieren.
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Erstellen eines Datensatzes

Sie kdnnen Datensatze fur VM-Ressourcen erstellen, die dieselben
Sicherungsanforderungen erfillen. Sie kdnnen Virtual Machines je nach Bedarf mehreren
Datensatzen hinzuflugen.

Was Sie bendtigen
Sie mussen die folgenden Informationen zur Verfigung haben:

* Name und Beschreibung des Datensatzes

« Virtuelle Maschinenressourcen, die Sie dem Datensatz hinzufligen mdchten

Uber diese Aufgabe

Dedizierte und gemeinsam genutzte Festplatten, die zum selben Host-Cluster gehoren, sollten nicht in den
gleichen Datensatz platziert werden. Wenn Sie diese Arten von Ressourcen zu einem einzelnen Datensatz
hinzufligen, kann dies zum Versagen der Datensatz-Sicherung fihren. Sie kdnnen nur eine Art von VM pro
Datensatz verwenden: NAS oder SAN. Datensatze in gemischten Modi kénnen nicht verwendet werden.

Das Kontrollkdstchen Datensatz validieren ist standardmaRig aktiviert. SnapManager flr Hyper-V Gberprift
wahrend der Erstellung oder Anderung eines Datensatzes auf Konfigurationsfehler in allen VMs. Sie missen
sicherstellen, dass das Kontrollkastchen nicht aktiviert ist, wenn Sie die Validierung des Datensatzes nicht
aktivieren mochten.

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Schutz[Datensatze].

2. Klicken Sie im Bereich Aktionen auf Datensatz erstellen.

3. Fullen Sie die Seiten des Assistenten aus.

Nachdem Sie fertig sind
Sie sollten dann dem von lhnen erstellten Datensatz Schutzrichtlinien hinzuflgen.

Andern eines Datensatzes

Nachdem Sie einen Datensatz erstellt haben, konnen Sie die Datensatzbeschreibung
und die dem Datensatz zugeordneten Ressourcen andern.

Uber diese Aufgabe

Das Kontrollkastchen Datensatz validieren ist standardmaRig aktiviert. SnapManager fir Hyper-V Uberprift
wéhrend der Erstellung oder Anderung eines Datensatzes auf Konfigurationsfehler in allen VMs. Sie miissen
sicherstellen, dass das Kontrollk&stchen nicht aktiviert ist, wenn Sie die Validierung des Datensatzes nicht
aktivieren mochten.

Schritte
1. Klicken Sie im Navigationsbereich auf Men(:Schutz[Datensatze].

2. Wahlen Sie den Datensatz aus, den Sie andern mochten.
3. Klicken Sie im Aktionsbereich auf Datensatz andern.

4. Fuhren Sie die Schritte im Assistenten aus.
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Zeigen Sie einen Datensatz an
Sie kdnnen die Virtual Machines anzeigen, die einem Datensatz zugeordnet sind.

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Schutz[Datensatze].

2. Erweitern Sie die Baumansicht, um die virtuellen Maschinen zu sehen, die zum Datensatz gehdren.

Loschen Sie einen Datensatz
Wenn sich Ihre Sicherungsanforderungen andern, konnen Sie einen Datensatz I6schen.

Uber diese Aufgabe

Durch das Léschen eines Datensatzes werden nicht die virtuellen Maschinen geldscht, die zum Datensatz
gehoren. Nach dem Loschen des Datensatzes werden die Virtual Machines, die zu diesem Datensatz gehdren,
unprotected, wenn sie nicht zu einem anderen Datensatz gehdren.

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Schutz[Datensatze].

2. Wahlen Sie den Datensatz aus, den Sie I16schen mochten.

3. Klicken Sie im Bereich Aktionen auf Loschen und klicken Sie auf OK, um den Datensatz zu I6schen.

Durch das Loschen des Datensatzes werden auch die geplanten Jobs von allen Hosts geldscht, die
Mitglieder des Datensatzes sind. SnapManager fir Hyper-V managt nicht mehr die Aufbewahrung von
Backups beim Loschen des Datensatzes, auch wenn er mit demselben Namen neu erstellt wird.

Ergebnisse

SnapManager fur Hyper-V schitzt nicht mehr die Ressourcen, die mit dem geléschten Datensatz verbunden
sind, es sei denn, diese Ressourcen gehdren zu einem anderen Datensatz.

Richtlinien konfigurieren

Sie kdnnen Richtlinien zu Datensatzen hinzufligen, andern oder I6schen, um |Ihre Daten
zu schutzen.

Anforderungen fir das Hinzufiigen von Richtlinien zu einem Datensatz

Wenn Richtlinien auf Datensatze fur Backup- oder Wiederherstellungsfunktionen
angewendet werden sollen, mussen bestimmte Anforderungen erfullt werden. Demselben
Datensatz kdnnen mehrere Richtlinien flr Aufbewahrung, Planung und Replizierung
hinzugefugt werden.

Name und Beschreibung der Richtlinie

Name und Beschreibung der Richtlinie, beschrankt auf die folgenden Zeichen:

* Von A bis z
* VVonAbis Z
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* 0 bis 9
* _ (Unterstrich)
* - (Bindestrich)

Grenzwerte fiir die Backup-Aufbewahrung

Sie mussen die Mindestdauer festlegen, wahrend die Backup-Kopien stiindlich, taglich, wéchentlich oder
monatlich aufbewahrt werden sollen, bevor sie geléscht werden.

@ Backups mit einem Aufbewahrungstyp von ,Unlimited” werden nicht geldscht.

Sie kdnnen Backups entweder auf Basis einer bestimmten Zeit oder einer bestimmten Zahl aufbewahren. So
kénnen Sie beispielsweise die 10 aktuellen Backups aufbewahren oder Backups I6schen, die alter als 15 Tage
sind.

Wenn lhr System alte Backups enthalt, sollten Sie lhre Aufbewahrungsrichtlinien prifen. Alle Objekte, die
gesichert werden, die sich eine Snapshot Kopie teilen, missen die Backup-Ldschkriterien fur die
Aufbewahrungsrichtlinie erfillen, um das Entfernen einer Snapshot Kopie auszuldsen.

Name des geplanten Backup-Jobs

Sie mussen dem geplanten Backupjob einen Namen zuweisen.

Berechtigung zum Planen von Backups

Sie mussen Uber die entsprechenden Zugangsdaten verfiigen, um Datensatzsicherungen zu planen.

Anzahl der moglichen Datensétze, die gleichzeitig fiir ein Backup geplant sind

Wenn dieselben Virtual Machines zu unterschiedlichen Datensatzen gehoren, sollten Sie kein Backup mit mehr
als einem Datensatz, der zur gleichen VM enthalt, gleichzeitig planen. Wenn dies geschieht, schlagt einer der
Backup-Vorgange fehl. Es kann immer nur ein Backup-Vorgang auf einem Host erfolgen.

Typ des geplanten Backups

Sie kénnen entweder eine applikationskonsistente oder ein absturzkonsistentes Backup durchfihren.

Backup-Optionen

Sie mussen auswahlen, ob Sie den SnapMirror-Zielstandort aktualisieren moéchten, nachdem der Backup
abgeschlossen ist.

Das Update ist nur erfolgreich, wenn Sie bereits SnapMirror konfiguriert haben und wenn die LUNs, die die
virtuellen Maschinen im Datensatz enthalten, zum SnapMirror Quell-Volume gehdren.

Das Standardverhalten von SnapManager fiir Hyper-V besteht darin, ein Backup zu scheitern, wenn eine oder
mehrere virtuelle Maschinen nicht online gesichert werden kénnen. Wenn eine virtuelle Maschine den Status
.gespeichert* oder ,heruntergefahren® aufweist, kbnnen Sie kein Online-Backup durchfiihren. In einigen Fallen
befinden sich virtuelle Maschinen im abgespeicherten Zustand oder werden zu Wartungszwecken
heruntergefahren, aber Backups mussen trotzdem fortgesetzt werden, selbst wenn ein Online-Backup nicht
moglich ist. Dazu kénnen Sie die Virtual Machines, die sich im gespeicherten Zustand befinden, verschieben
oder zu einem anderen Datensatz mit einer Richtlinie herunterfahren, die Backups des gespeicherten Status
ermdglicht.

30



Sie kdnnen auch das Kontrollkastchen Sichern des gespeicherten Status der VM zulassen aktivieren, damit
SnapManager fir Hyper-V die virtuelle Maschine im Status ,gespeichert” sichern kann. Wenn Sie diese Option
auswahlen, schlagt SnapManager fir Hyper-V das Backup nicht fehl, wenn der Hyper-V VSS Writer die
virtuelle Maschine im gespeicherten Zustand sichert oder eine Offline-Sicherung der virtuellen Maschine
durchfihrt. Die Durchflihrung eines gespeicherten Status- oder Offline-Backups kann zu Ausfallzeiten flhren.

Derdistributed application-consistent backup Diese Funktion ermoglicht die Konsistenz
mehrerer VMs, die auf den Partner-Cluster-Nodes ausgefiihrt werden, in einer einzigen Snapshot-Hardware-
Kopie, die vom Backup-Node aus erstellt wurde. Diese Funktion wird bei allen VMs unterstltzt, die auf einem
Windows-Volume mit CSV 2.0 Uber mehrere Knoten in einem Windows Failover Cluster ausgeflihrt werden.
Um diese Funktion zu verwenden, wahlen Sie die aus Application-consistent Sicherungstyp und
aktivieren Sie das Kontrollkastchen Distributed Backup aktivieren.

Sekundarer Storage in einem SnapMirror Backup

Mit diesen Optionen akzeptieren Sie Optionen, die sich auf einen sekundaren Storage beziehen, der in einer
SnapMirror-Beziehung definiert ist. Hier kbnnen Sie Update SnapMirror nach Backup wahlen. Im
Optionsfenster Vault-Bezeichnung konnen Sie SnapVault nach Backup aktualisieren auswahlen. Wenn Sie
SnapVault nach Backup aktualisieren auswahlen, missen Sie im Dropdown-MenU eine Tresorbeschriftung
auswahlen oder eine benutzerdefinierte Bezeichnung eingeben.

Backup-Skripte

Sie mussen entscheiden, ob die optionalen Sicherungsskripte vor oder nach dem Backup ausgeflihrt werden
sollen.

Diese Skripte werden auf allen Hosts der Datensatzmitglieder ausgefiihrt, es sei denn, Sie geben einen
bestimmten Server an.

Auf jedem Knoten des Datensatzes werden Backup-Skripte ausgeflhrt. Sie kdnnen die Datensatzrichtlinie so
festlegen, dass der Name des Hosts angegeben wird, auf dem die Skripte ausgefiihrt werden sollen. Die
Richtlinie wird auf jedem Node im Cluster verarbeitet, auf dem die zu sichernde VM ausgefihrt wird.
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Sie kénnen die folgenden Umgebungsvariablen in Argumenten fir Backup Postscripts verwenden:

* *VMSnapshot*: Gibt den Namen der Snapshot Kopie an, die auf dem Storage-System als Ergebnis dieses
Backups erstellt wird. Wenn Sie applikationskonsistente Backups in ONTAP Umgebungen mit 7-Mode
erstellen, ist dies der Name der zweiten Snapshot Kopie (Backup). Der erste Name ist mit dem zweiten
Namen identisch, jedoch ohne das Suffix _Backup.

» €nliche SnapinfoName: Gibt den Zeitstempel an, der im Snaplnfo-Verzeichnisnamen verwendet wird.

» €nliche SnapinfoSnapshot: Gibt den Namen der Snapinfo Snapshot Kopie an, die auf dem Storage-
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System erstellt wurde. SnapManager fiir Hyper-V erstellt eine Snapshot Kopie der Snapinfo-LUN am Ende
des Datensatz-Backup-Vorgangs.

@ Die Variable €nliche SnapinfoSnapshot wird nur fiir dedizierte virtuelle Maschinen
unterstitzt.

Verwandte Informationen

"Microsoft TechNet: Hyper-V"

"ONTAP 9 Volume Backup mit SnapVault Express Guide"

Richtlinien hinzufiugen

Sie kdnnen lhren Datensatzen Richtlinien zur Aufbewahrung, Planung und Replizierung
sowie Skripte hinzuflgen, um sie zu schitzen.

Was Sie bendétigen

Sie mussen die folgenden Informationen zur Verfigung haben:

* Richtliniennamen und -Beschreibungen
» Aufbewahrungsinformationen

* Planungsdaten

* Informationen zu Backup-Optionen

¢ Informationen zum Backup-Skript

Schritte
1. Klicken Sie im Navigationsbereich auf Men(:Schutz[Datensatze].

2. Wabhlen Sie den Datensatz aus, dem Sie Richtlinien hinzufiigen méchten.

3. Klicken Sie im Bereich Aktionen auf Richtlinie hinzufiigen.
Der Assistent Create Policy wird angezeigt.

4. Fuhren Sie die Schritte im Assistenten aus, um Sicherungsrichtlinien fur lhren Datensatz zu erstellen.

Richtlinien andern

Sie konnen die Richtlinien, die Ihre Datensatze schutzen, mit dem Assistenten zum
Andern von Richtlinien andern.

Schritte
1. Klicken Sie im Navigationsbereich auf Men(:Schutz[Datensatze].

2. Wahlen Sie den Datensatz aus, der die Richtlinien enthéalt, die Sie &ndern mochten.
3. Wahlen Sie die Richtlinie aus, die Sie andern mochten.

4. Klicken Sie im Aktionsbereich auf Richtlinie andern.

Der Assistent zum Andern von Richtlinien wird angezeigt.
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5. Fuhren Sie die Schritte im Assistenten aus, um die Schutzrichtlinie fur lhren Datensatz zu andern.

Anzeigen von Richtlinien

Sie konnen Richtliniendetails anzeigen, die mit einem bestimmten Datensatz verknupft
sind.

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Schutz[Datensatze].
2. Wahlen Sie den Datensatz aus, der die Richtlinien enthalt, die Sie anzeigen mochten.
3. Wahlen Sie im Fensterbereich Richtlinien die spezifische Richtlinie aus, fir die Sie Details anzeigen

mochten.

Informationen Uber die Richtlinie werden im Bereich Details angezeigt.

Richtlinien loschen

Sie konnen eine Richtlinie aus einem Datensatz I6schen, wenn sie nicht mehr benotigt
wird.

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Schutz[Datensatze].

2. Wahlen Sie den Datensatz aus, der die Richtlinie enthalt, die Sie I6schen mdchten.
3. Wahlen Sie im Fensterbereich Richtlinien die spezifische Richtlinie aus, die Sie [6schen méchten.
4. Klicken Sie im Aktionsbereich auf Entfernen und klicken Sie auf OK, um die Richtlinie zu [6schen.

Durch das Léschen der Richtlinie werden auch die geplanten Jobs von allen Hosts geldscht, die Mitglieder
des Datensatzes sind.

Konfigurieren Sie SVMs oder CIFS-Server fur Hyper-V uber
SMB

Die Konfiguration einer einzelnen Storage Virtual Machine (SVM) oder eines CIFS-
Servers fur mehrere Applikationen kann zu Problemen bei der gemeinsamen Nutzung
von Ressourcen fuhren, was sich wiederum auf die Hyper-V Umgebung auswirkt. Sie
sollten je nach Ihren Anforderungen dedizierte SVMs oder CIFS Server fur Hyper-V Uber
SMB konfigurieren.

Verwandte Informationen

"NetApp KB-Artikel 1015099: Einrichtung von SVM/CIFS flr Hyper-V Gber SMB"
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Verwalten von Berichten

In SnapManager fur Hyper-V konnen Sie Backup-, Restore- und Konfigurationsberichte
anzeigen und Iéschen Diese Berichte enthalten wichtige Informationen zu lhren
Datensatzen, Virtual Machines und Hosts. Sie konnen Berichte auch in verschiedenen
Formaten exportieren.

* Backup-Berichte

Backup-Berichte enthalten alle Backup-Informationen fur alle Hosts, die zu einem bestimmten Datensatz
gehoren. Sie kénnen einen Backup-Bericht flir einen Datensatz oder eine virtuelle Maschine anzeigen. Fir
eine virtuelle Maschine angezeigte Berichte verwenden den Namen der virtuellen Maschine anstelle der
GUID.

Wenn der Backup-Bericht angezeigt wird, kdnnen Sie ihn in verschiedene Formate exportieren.

Berichte wiederherstellen

Restore Reports zeigen alle Informationen zum Wiederherstellungsvorgang auf VM-Basis an.

Wenn der Wiederherstellungsbericht angezeigt wird, kdnnen Sie ihn in verschiedene Formate exportieren.

Konfigurationsberichte

Konfigurationsberichte zeigen die Benachrichtigungseinstellungen, den Berichtspfad und den Snaplinfo-
Pfad fir den ausgewahlten Host an.

Wenn der Konfigurationsbericht angezeigt wird, kdnnen Sie ihn in verschiedene Formate exportieren.

Zeigt einen Datensatz-Bericht an

Sie kdnnen einen Bericht Uber einen Datensatz oder eine in SnapManager fur Hyper-V
gemanagte VM-Ressource anzeigen

Schritte

1.
2.
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Klicken Sie im Navigationsbereich auf Menu:Berichte[Datasets].

Wahlen Sie den Datensatz oder die virtuelle Maschine aus, die den Bericht enthalt, den Sie anzeigen
mdchten.

Klicken Sie im Fensterbereich Berichte entweder auf die Registerkarte Backup oder auf die Registerkarte
Recovery.

Wahlen Sie den Bericht aus, den Sie anzeigen mdchten, und klicken Sie auf Bericht anzeigen.

Wenn Sie ein... Dann...
Datensatz-Bericht Sie kdnnen einen Backup-Bericht anzeigen.
Bericht virtueller Maschinen Sie kdnnen sich entweder einen Backup- oder

Recovery-Bericht anzeigen lassen.



Der Bericht wird in einem separaten Fenster angezeigt.

Anzeigen eines Host-Berichts

Sie konnen sich einen Bericht uber einen in SnapManager fur Hyper-V gemanagten Host
anzeigen lassen

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Berichte[Hosts].
2. Wabhlen Sie den Host aus, der den Bericht enthalt, den Sie anzeigen méchten.
3. Wahlen Sie im Fensterbereich Berichte den gewlinschten Bericht aus und klicken Sie auf Bericht
anzeigen.

Der Konfigurationsbericht wird in einem separaten Fenster angezeigt.

Loschen Sie einen Bericht

Sie kbnnen einen oder mehrere Berichte Idschen, wenn diese nicht mehr bendtigt
werden.

Schritte
1. Klicken Sie im Navigationsbereich auf Menu:Berichte[Datensatze] oder Men(:Berichte[Hosts].

2. Wahlen Sie den Datensatz, die virtuelle Maschine oder den Host aus, der den Bericht oder die Berichte
enthalt, die Sie 16schen mdchten.

3. Wahlen Sie im Fensterbereich Berichte den Bericht oder die Berichte aus, die Sie 16schen mochten.

4. Klicken Sie im Bereich Aktionen auf Bericht l6schen und klicken Sie zum Loschen auf OK.

35



VSS-Komponenten

Mithilfe des Microsoft Windows Server Volume Shadow Copy Service (VSS) konnen
Datenserver, Backup-Applikationen und Storage-Managementsoftware koordiniert
werden, um konsistente Backups zu erstellen und zu managen.

VSS koordiniert auf Snapshot basierende Backup- und Restore-Vorgange. Hierzu gehoéren folgende
Komponenten:

* VSS Requestor
Der VSS Requestor ist eine Backup-Applikation, wie z. B. SnapManager fur Hyper-V oder NTBackup. Er
initiiert Backup- und Restore-Vorgange fir VSS. Der Anforderer gibt aulierdem Attribute der Snapshot-
Kopie flir Backups an, die er initiiert.

* VSS Writer

Der VSS-Writer ist Eigentimer und Management der Daten, die in der Snapshot Kopie erfasst werden
sollen. Microsoft Hyper-V VSS Writer ist ein Beispiel fur einen VSS Writer.

» VSS-Anbieter

Der VSS-Anbieter ist fur die Erstellung und das Management der Snapshot Kopie verantwortlich. Ein
Anbieter kann entweder ein Hardwareanbieter oder ein Softwareanbieter sein:

o Ein Hardware-Anbieter integriert Storage-Array-spezifische Snapshot Kopie- und Klonfunktionen in das
VSS-Framework.

Der ONTAP VSS Hardware Provider integriert den SnapDrive-Service und die Storage-Systeme, die
Data ONTAP ausfiihren, in das VSS-Framework.

@ Der ONTAP VSS Hardware Provider wird im Rahmen der SnapDrive-Softwareinstallation
automatisch installiert.

o Ein Software-Provider implementiert die Snapshot- bzw. Klonfunktion in Software, die auf dem
Windows System ausgefuihrt wird.

Um sicherzustellen, dass der ONTAP VSS Hardware Anbieter richtig funktioniert,

@ verwenden Sie nicht den VSS Software-Anbieter auf Data ONTAP LUNs. Wenn Sie den
VSS Softwareanbieter verwenden, um Snapshot Kopien auf einer Data ONTAP LUN zu
erstellen, konnen Sie diese LUN nicht mit dem VSS Hardware Provider |6schen.

CSV 2.0 unter Windows Server 2012 und hoher

Windows Server 2012 und hdher bietet neue Funktionen fur Cluster Shared Volume
(CSV) 2.0, die ein neues Dateisystem, Anderungen an CSV Writer, Anderungen an CSV-
Schattenkopie und Verbesserungen an CSV-Sicherung umfassen.

Windows Server 2012 und hoher enthalt die folgenden Anderungen an CSV 2.0:

» Das CSV File System (CSVFS) ist auf allen Knoten im Cluster als neues verteiltes Dateisystem verfligbar.
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* Der CSV-Writer unterstitzt Metadaten auf Volume- und Komponentenebene vom nicht anfordernden Node
fur CSV-Volumes und fungiert als Proxy, indem er die Hyper-V Writer fur die Backup-Sitzung vom Remote-
Node aus verwendet.

» Der Anbieter von CSV-Schattenkopie fungiert als Standardsoftware fiir CSV-Volumes und koordiniert VSS
Freeze und VSS-Tauw Uber alle Cluster-Nodes hinweg, um die Applikations- und Crash-Konsistenz zu
gewabhrleisten.

Der Anbieter von CSV-Schattenkopie stellt sicher, dass ein CSV-Snapshot-Volume auf dem anfordernden
Node geschrieben wird.

» CSV unterstltzt nun ein applikationskonsistentes Snapshot Volume Uber alle CSVs fur mehrere Virtual
Machines.

Das CSV-Volume aus dem Snapshot Volume ist allen VM-Inhaberknoten ausgesetzt, um autorecovery
durchzufiihren.

CSV wechselt nur wahrend der Snapshot-Erstellung und nicht wahrend des Backups in den umgeleiteten
I/O-Modus.

Unterstitzung von SMB 3.0 fur Hyper-V VMs in Windows
Server 2012

Microsoft hat die VSS-Infrastruktur erweitert, um applikationskonsistente Backups von
Hyper-V Virtual Machines (VMs) zu unterstutzen, die auf SMB 3.0 Shares ausgefuhrt
werden. Dazu verwendet Microsoft den neuen Remote VSS Hardware Provider, der auf
dem SMB Ziel ausgefuhrt wird.

Der neue Anbieter namens SMB File Share Provider ist Uber Windows 2012 Hypervisor erhaltlich, um Hyper-V
VM-Backups zu unterstitzen und zu koordinieren, die auf SMB 3.0 Shares ausgefuhrt werden.

Wenn VSS Requestor (SnapManager for Hyper-V) dem VSS Snapshot Set eine SMB 3.0-Freigabe mit Hyper-
V VMs hinzuflugt, ruft VSS den neuen SMB File Share Copy Provider dazu auf, die MSRPC-Befehle an das
SMB-Ziel zu senden, um die VSS-Backups zu koordinieren.

Der neue auf dem SMB-Ziel ausgefiihrte File Share Shadow Copy Agent (Remote VSS Provider) ist fiir das
Erstellen der tatsachlichen Hardware-Snapshot-Kopie verantwortlich.

Data ONTAP 8.2 implementiert den Shadow Copy Agent (Remote VSS Hardware Provider) fur Dateifreigaben,
um die applikationskonsistente Backup-Kopie der SMB-Freigaben auszufihren.

Wie SnapManager fur Hyper-V VSS verwendet

SnapManager flr Hyper-V bietet die Integration in den Microsoft Hyper-V Volume
Shadow Copy Service (VSS) Writer, um eine Virtual Machine (VM) stillzulegen, bevor
eine applikationskonsistente Snapshot Kopie der VM erstellt wird.

SnapManager fir Hyper-V ist ein VSS Requestor und koordiniert den Backup-Vorgang zur Erstellung einer
konsistenten Snapshot Kopie. Dabei wird VSS Hardware Provider fiir Data ONTAP fir Hyper-V VMs
verwendet, die auf SAN ausgefihrt werden, und der Remote VSS Provider fur Hyper-V VMs, die auf SMB 3.0
Share ausgefiihrt werden.
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Mit SnapManager flr Hyper-V kénnen Sie applikationskonsistente Backups einer VM erstellen, wenn Sie Utber
Microsoft Exchange, Microsoft SQL oder eine andere VSS-kompatible Applikation verfligen, die auf virtuellen
Festplatten (VHDs) in der VM lauft. SnapManager for Hyper-V koordiniert die Autoren der Applikationen
innerhalb der VM, um sicherzustellen, dass die Applikationsdaten beim Backup konsistent sind.

Sie kénnen aullerdem eine VM aus einem applikationskonsistenten Backup wiederherstellen. Die
Applikationen, die in der VM vorhanden sind, werden auf denselben Status wie zum Zeitpunkt des Backups

wiederhergestellt. Mit SnapManager for Hyper-V wird die VM an ihrem urspriinglichen Speicherort
wiederhergestellt.

@ Die VSS-Integration ist nur bei applikationskonsistenten Backups verfligbar. Absturzkonsistente
Backups verwenden kein VSS.

Anforderung von ONTAP VSS Hardware Provider

Sie mussen den ONTAP VSS Hardware Provider fur SnapManager installiert haben, um
ordnungsgemalf funktionieren zu konnen. ONTAP VSS Hardware Provider integriert den
SnapDrive-Service und die Storage-Systeme, die ONTAP ausflihren, in das VSS-
Framework. Dies ist fir VMs erforderlich, die auf SAN Storage laufen.

Der in SnapDrive enthaltene ONTAP VSS Hardware Provider muss nicht separat installiert werden.

Fir Hyper-V VMs, die auf SMB 3.0-Freigaben ausgeflihrt werden, wird der Remote-VSS-Hardware-Provider,
der auf Data ONTAP 8.2 ausgefihrt wird, vom Windows Hypervisor aufgerufen.

Installierte VSS-Anbieter anzeigen

Sie konnen die auf Ihrem Host installierten VSS-Provider anzeigen.

Schritte

1. Wahlen Sie MenU:Start[Ausfihren] und geben Sie den folgenden Befehl ein, um eine Windows-
Eingabeaufforderung zu 6ffnen:

cmd
2. Geben Sie an der Eingabeaufforderung den folgenden Befehl ein:
vssadmin list providers
Die Ausgabe sollte wie folgt aussehen:
Provider name: ‘Data ONTAP VSS Hardware Provider’
Provider type: Hardware

Provider ID: {ddd3d232-a96f-4ac5-8£f7b-250£d91£d102}

Version: 7.0.0.xxxx
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Uberpriifen Sie, ob der VSS-Hardware-Anbieter erfolgreich
verwendet wurde

Sie kdnnen Uberprifen, ob der Data ONTAP VSS Hardware Provider nach Erstellung
einer Snapshot Kopie erfolgreich verwendet wurde.

Schritte
1. Navigieren Sie in MMC zum MenU(:Systemwerkzeuge[Ereignisanzeige > Anwendung], und suchen Sie
nach einem Ereignis mit den folgenden Werten:

Quelle Ereignis-ID Beschreibung

Navssprv 4089 Der VSS-Anbieter hat die
Ausschusse fur SnapshotSetID-id
in n Millisekunden erfolgreich
abgeschlossen.

Fir VSS muss der Provider innerhalb von 10 Sekunden eine Snapshot-Kopie libergeben
werden. Wenn dieses Zeitlimit Gberschritten wird, protokolliert der Data ONTAP VSS Hardware

@ Provider Event ID 4364. Dieser Grenzwert kdnnte aufgrund eines vorliibergehenden Problems
Uberschritten werden. Wenn dieses Ereignis flr eine fehlgeschlagene Sicherung protokolliert
wird, versuchen Sie das Backup erneut.
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Erstellen und Managen von Backup-Jobs in
SnapManager fur Hyper-V

Sie kdnnen On-Demand-Backups erstellen und Uberwachen oder geplante Backups in
SnapManager fur Hyper-V. Daruber hinaus kdnnen Sie mit SnapManager fur Hyper-V
zwei Arten von Backup-Jobs ausflihren: Applikationskonsistent und absturzkonsistent.

Uber SnapManager fiir Hyper-V Backups

Sie kdnnen On-Demand-Backup-Jobs erstellen und sie nach Wunsch ausflihren oder mithilfe von Richtlinien,
die mit Datensatzen verkntipft sind, geplante Backup-Jobs erstellen. Ein On-Demand-Backup kann
Aufbewahrungsrichtlinien und Replizierungsrichtlinien sowie Skripte umfassen, die vor und nach dem Backup
ausgefuhrt werden. Sie kdnnen Richtlinien, aus denen geplante Backup-Jobs besteht, erstellen, andern,
anzeigen und léschen.

Arten von Backup-Jobs SnapManager fur Hyper-V konnen
durchfuhren

Mit SnapManager fur Hyper-V kénnen zwei Arten von Backup-Jobs ausgefiihrt werden: Applikationskonsistent
und absturzkonsistent.

Applikationskonsistente Backup-Jobs

Applikationskonsistente Backup-Jobs sind griindlich, zuverlassig und ressourcenintensiv. Sie werden in
Abstimmung mit dem Microsoft Volume Shadow Copy Service (VSS) ausgefiihrt, um zu gewahrleisten, dass
jede auf der VM laufende Applikation vor der Erstellung einer Snapshot Kopie stillgelegt wird. Diese Backup-
Methode garantiert die Konsistenz der Applikationsdaten. Damit kbnnen VMs und die auf ihnen ausgefihrten
Applikationen wiederhergestellt werden. Applikationskonsistente Backup-Jobs sind jedoch zeitaufwandig und
kénnen komplex sein.

Absturzkonsistente Backup-Jobs

Absturzkonsistente Backup-Jobs sind schnelle Snapshot-Kopien aller LUNs, die von VMs verwendet werden,
die in einem Datensatz involviert sind. Die daraus resultierenden Backup-Kopien dhneln den
Datenerfassungen von VMs, die abstlrzen oder anderweitig abrupt abgeschaltet werden. Absturzkonsistente
Backup-Jobs bieten eine schnelle Moglichkeit, Daten zu erfassen. Die VMs missen jedoch vorhanden sein,
um aus einem absturzkonsistenten Backup wiederhergestellt werden zu kénnen. Absturzkonsistente Backup-
Jobs sollen keine applikationskonsistenten Backup-Aufgaben ersetzen.

Backup-Anforderungen und Einschrankungen fur
SnapManager for Hyper-V
Sie sollten die Anforderungen und Einschrankungen eines SnapManager fur Hyper-V Backups kennen:
« Backup- und Restore-Vorgange werden nicht unterstitzt, wenn Sie einen Switchover- oder Switchback-
Vorgang in einer MetroCluster-Konfiguration durchfiihren. Wenn gleichzeitig ein Backup- und Restore-

Betrieb und ein Switchover- oder Switchover-Back-Vorgang ausgefiihrt werden, wird das angezeigt . vhd
Das Dateiformat einer VM konnte sich in &ndern . avhdx Unter Windows Server 2012 R2. Die VM ist von
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dieser Anderung nicht betroffen.

* Derdistributed application-consistent backup Mit der Option kénnen mehrere VMs, die auf
den Partner-Cluster-Nodes ausgeflihrt werden, in einer einzigen Snapshot-Kopie, die vom Backup-Node

erstellt wurde, konsistent sein. Diese Option wird flr alle VMs unterstitzt, die auf einem Windows-Volume

mit CSV 2.0 Uber mehrere Knoten in einem Windows Failover Cluster ausgefihrt werden.

* Im 7-Mode erstellen applikationskonsistente Backup-Jobs den VSS Hardware Provider zwei Snapshot

Kopien. Die Snapshot-Kopien werden aufgerufen snapshot name Und snapshot name backup. Die

beiden Snapshot-Kopien werden erstellt, um die automatische Wiederherstellung wahrend des VSS-
Backups zu erleichtern.

* In geclusterten Umgebungen bendtigen applikationskonsistente Backups nur eine Snapshot Kopie fir den
automatischen Recovery-Prozess. SIS Klone werden fir die automatische Wiederherstellung genutzt, und

nach Abschluss der automatischen Recovery wird die erste Snapshot Kopie erstellt (snapshot name)
Wurde geldscht.

+ Jedes Windows-Volume in der VM muss Uber mindestens 300 MB freien Speicherplatz verfiigen. Dies
umfasst die Windows Volumes fir VHDs, iSCSI LUNs und Pass-Through-Festplatten, die mit der VM
verbunden sind.

« Ein absturzkonsistenter Backup-Job erstellt immer nur eine Snapshot-Kopie. Es verfligt nicht Gber VSS-
Integration.

* Mehrere absturzkonsistente Backup-Jobs kénnen parallel ausgefiihrt werden. Ein absturzkonsistenter
Backup-Job kann parallel mit einem applikationskonsistenten Backup-Job ausgefiihrt werden.

* Allow Saved State Backup Gilt nicht fir absturzkonsistente Backup-Aufgaben.

Anforderungen fur die manuelle Sicherung eines
Datensatzes

Um einen Datensatz manuell zu sichern, mussen Sie zunachst den Namen und eine
Beschreibung des Datensatzes festlegen, einen Backup-Typ und -Optionen auswahlen
und eine Aufbewahrungsrichtlinie festlegen.

Name und Beschreibung der Sicherung

Sie mussen dem Backup einen Namen und eine Beschreibung zuweisen.

Die standardmafige Namenskonvention fur Backups ist DatasetName_Timestamp. Sie kénnen alles im
Backup-Namen andern auf3er dem Zeitstempel, der immer als Teil des Backup-Namens erscheint.

Backup-Namen und -Beschreibungen sind auf die folgenden Zeichen beschranki:

* Von A bis z

* Von A bis Z

* 0 bis 9

* _(Unterstrich)
* - (Bindestrich)

Wahlmoglichkeit der Richtlinie

Sie missen entscheiden, welche Richtlinie Sie fur das On-Demand-Backup verwenden mochten.
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Sie kdnnen eine bestimmte Richtlinie im Backup-Assistenten auswahlen. Sie kdnnen die Aufbewahrungs- oder
Replizierungsrichtlinie sowie die mit der Richtlinie verkniipften Skripte aulder Kraft setzen, ohne die Richtlinie
selbst zu andern.

Sie kénnen auch ,Keine“ auswahlen. Damit kdbnnen Sie ein bedarfsgesteuertes Backup durchfiihren, ohne
Richtlinien erstellen zu missen. Diese Option verwendet die Standardwerte flir Aufbewahrungsrichtlinien,
Replikationsrichtlinien und Skripts.

Aufbewahrungswert

Sie kdnnen die Aufbewahrungsrichtlinie, die in der von Ihnen ausgewahlten Richtlinie angegeben wurde,
Uberschreiben. Bei diesem Vorgang mussen Sie entscheiden, wie lange die Backup-Kopien auf Stundenbasis,
taglich, wochentlich, monatlich oder unbegrenzt gespeichert werden sollen, bevor sie geléscht werden.

Sie kdnnen Backups entweder nach einer bestimmten Anzahl oder zu einem bestimmten Zeitpunkt
aufbewahren. So kdnnen Sie beispielsweise die 10 aktuellen Backups aufbewahren oder Backups I6schen, die
alter als 15 Tage sind.

Art des Backups

Es kann ein applikationskonsistentes oder ausfallkonsistentes Backup durchgefiihrt werden.

Backup-Optionen
Sie kdnnen gespeicherte Statussicherungen zulassen.

Das Standardverhalten von SnapManager fir Hyper-V besteht darin, ein Backup zu scheitern, wenn eine oder
mehrere virtuelle Maschinen nicht online gesichert werden kénnen. Wenn eine virtuelle Maschine den Status
.gespeichert* oder ,heruntergefahren® aufweist, konnen Sie kein Online-Backup durchfiihren. In einigen Fallen
befinden sich virtuelle Maschinen im gespeicherten Zustand oder missen zur Wartung heruntergefahren
werden, die Sicherung muss aber trotzdem fortgesetzt werden, auch wenn ein Online-Backup nicht méglich ist.
Dazu kénnen Sie die Virtual Machines, die sich im gespeicherten Zustand befinden, verschieben oder zu
einem anderen Datensatz herunterfahren, wobei eine Richtlinie die Backups des gespeicherten Status
ermdglicht.

Sie kénnen die vorhandene Richtlinie auch andern, indem Sie das Kontrollkastchen gespeicherte Status VM-
Sicherung zulassen aktivieren. Dadurch kann SnapManager fur Hyper-V die virtuelle Maschine im
gespeicherten Zustand sichern. Wenn Sie diese Option auswahlen, schlagt SnapManager fur Hyper-V das
Backup nicht fehl, wenn der Hyper-V VSS Writer die virtuelle Maschine im gespeicherten Zustand sichert oder
eine Offline-Sicherung der virtuellen Maschine durchfiihrt. Die Durchfiihrung eines gespeicherten Status oder
eines Offline-Backups kann zu Ausfallzeiten flhren.

Derdistributed application-consistent backup Diese Funktion ermdglicht es, dass mehrere VMs,
die auf den Partner-Cluster-Nodes ausgefiihrt werden, in einer einzigen Snapshot-Kopie, die vom Backup-
Node aus erstellt wurde, konsistent sind. Diese Funktion wird bei allen VMs unterstiitzt, die auf einem
Windows-Volume mit CSV 2.0 Uber mehrere Knoten in einem Windows Failover Cluster ausgefiihrt werden.

Sekundarer Storage in einem SnapMirror Backup

Mit diesen Optionen akzeptieren Sie Optionen, die sich auf einen sekundaren Storage beziehen, der in einer
SnapMirror-Beziehung definiert ist. Sie kbnnen Update SnapMirror nach Backup wahlen. Im Optionsfenster
Vault-Bezeichnung kénnen Sie SnapVault nach Backup aktualisieren auswahlen. Wenn Sie SnapVault
nach Backup aktualisieren auswahlen, missen Sie im Dropdown-MenU eine Tresorbeschriftung auswahlen
oder eine benutzerdefinierte Bezeichnung eingeben.
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Backup-Skripte

Sie kénnen die Skriptoptionen Uberschreiben, die in der von Ihnen ausgewahlten Richtlinie angegeben sind.

Diese Skripte werden auf allen Hosts der Datensatzmitglieder ausgefiihrt, es sei denn, Sie geben einen
bestimmten Host im Skript an.

Verwandte Informationen
"Microsoft TechNet: Hyper-V"

"ONTAP 9 Volume Backup mit SnapVault Express Guide"

Wie SnapManager fur Hyper-V gespeicherte Backups
verarbeitet

Das Standardverhalten von SnapManager fur Hyper-V besteht darin, dass Backups mit
Virtual Machines, die sich im gespeicherten Zustand befinden, heruntergefahren oder
ausfallen. Sie kdnnen ein Backup mit gespeicherter Status durchflhren, indem Sie die
Virtual Machines in einen Datensatz verschieben, der Uber eine Richtlinie verfugt, die
gespeicherte Backups ermaglicht.

Sie kénnen auch lhre Datensatzrichtlinie erstellen oder bearbeiten, um ein Backup von gespeicherten
virtuellen Maschinen zu erméglichen. Wenn Sie diese Option wahlen, fihrt SnapManager fir Hyper-V nicht
zum Fehlschlagen des Backups, wenn der Hyper-V VSS Writer die virtuelle Maschine im gespeicherten
Zustand sichert oder ein Offline-Backup der virtuellen Maschine durchfihrt. Die Durchflihrung eines
gespeicherten Status- oder Offline-Backups kann jedoch zu Ausfallzeiten flihren.

Verwandte Informationen

"Microsoft TechNet: Hyper-V"

Manuelles Backup eines Datensatzes

Ein On-Demand-Backup eines Datensatzes ist moglich.

Was Sie bendtigen
Sie mussen die folgenden Informationen zur Verfigung haben:

* Name und Beschreibung der Sicherung
* Richtlinienname, falls erforderlich

* Informationen Uber Richtlinien Gberschreiben (wenn Sie eine der zuvor angegebenen Richtlinienoptionen
andern mochten)

« Backup-Typ

* Informationen zu Backup-Optionen

Schritte
1. Klicken Sie im Navigationsbereich auf Men(:Schutz[Datensatze].

2. Wabhlen Sie den Datensatz aus, flr den Sie ein manuelles Backup erstellen méchten, und klicken Sie auf
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http://technet.microsoft.com/library/cc753637(WS.10).aspx
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.exp-buvault/home.html
http://technet.microsoft.com/library/cc753637(WS.10).aspx

Backup.
Der Assistent Backup wird angezeigt.
3. Fuhren Sie die Schritte im Assistenten aus, um |hr On-Demand Backup zu erstellen.

Durch das Schliel3en des Assistenten wird das Backup bei Bedarf nicht abgebrochen.

Ergebnisse
Sie kénnen den Status der On-Demand-Sicherung im Fenster Jobverwaltung anzeigen.

Uberwachen von Backup-Jobs

Sie konnen die geplanten Backup-Jobs fur einen bestimmten Datensatz anzeigen, indem
Sie die Registerkarte Jobverwaltung Zeitplangemal verwenden. Sie kdnnen auch die
aktuell ausgefuhrten Backup- und Wiederherstellungsjobs tUber die Registerkarte Jobs
Management windowRunning anzeigen.

Schritte
1. Klicken Sie im Navigationsbereich auf Jobs.

2. Klicken Sie entweder auf die Registerkarte terminiert oder auf die Registerkarte running.
3. Wahlen Sie den geplanten oder ausgefiihrten Backupjob oder den Wiederherstellungsjob aus, den Sie
Uberwachen moéchten.

Im Bereich Details werden Informationen zum Job angezeigt.

4. Verwenden Sie den Job-Bericht ausflihren in der Ansicht Berichte, wenn Sie einen Live-Bericht eines
laufenden Jobs anzeigen mochten.

@ Sie kénnen auch Backup-Jobs mit der SCOM-Konsole von Microsoft Gberwachen. Weitere
Informationen finden Sie auf der Microsoft-Website.

Loschen Sie ein Backup

Sie kdnnen ein oder mehrere Backups |oschen, die einem Datensatz oder einer virtuellen
Maschine zugeordnet sind.

Schritte
1. Klicken Sie im Navigationsbereich auf Recovery.

2. Wabhlen Sie die virtuelle Maschine im Datensatz aus, die das zu I6schende Backup enthalt.
Wenn Sie ein Backup l6schen, das mit einem Datensatz verknUpft ist, werden auch die Backups, die mit
virtuellen Maschinen verbunden sind, die zu diesem Datensatz gehdren, geléscht. Wenn Sie ein Backup
I6schen, das einer virtuellen Maschine zugeordnet ist, wird nur dieses Backup geldscht.

3. Wahlen Sie im Fensterbereich Backups das Backup aus, das Sie |Idschen moéchten.
4. Klicken Sie Auf Loschen.
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Das Dialogfeld Sicherung I6schen wird angezeigt. Sie haben die Moglichkeit, Backups flr eine
ausgewahlte VM oder fiir einen gesamten Datensatz zu |6schen.

5. Wahlen Sie die entsprechende Option aus, und klicken Sie auf Léschen bestatigen.

Sie kénnen den Status des Ldschvorgangs fur Backups im Statusfenster anzeigen.
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Wiederherstellen einer virtuellen Maschine aus
einer Backup-Kopie

Sie kbnnen SnapManager fur Hyper-V verwenden, um eine Virtual Machine (VM) aus
einer Backup-Kopie wiederherzustellen. Sie kdnnen auch eine VM wiederherstellen, die
Teil eines Clusters ist. SnapManager for Hyper-V bestimmt den entsprechenden Knoten
im Cluster, zu dem die VM wiederhergestellt werden soll.

Zur Wiederherstellung einer VM verwendet SnapManager fir Hyper-V die Wiederherstellungsfunktion auf
Dateiebene in SnapDrive fur Windows. Sie kénnen die zugehdrigen Dateien einer VM, einschliel3lich der
Konfigurationsdatei, Snapshot-Kopien und beliebiger VHDs, auf mehrere ONTAP LUNs verteilen. Eine LUN
kann Dateien enthalten, die zu mehreren VMs gehdren.

Wenn eine LUN nur Dateien enthalt, die der VM zugeordnet sind, die Sie wiederherstellen mdchten, stellt
SnapManager fir Hyper-V die LUN mithilfe von LCSR wieder her (LUN Clone Split Restore). Wenn eine LUN
zusatzliche Dateien enthalt, die der virtuellen Maschine, die Sie wiederherstellen mochten, nicht zugeordnet

sind, stellt SnapManager fir Hyper-V die virtuelle Maschine mithilfe des Wiederherstellungsvorgangs fiir die
Dateikopie wieder her.

Verwandte Informationen

"NetApp Dokumentation: SnapDrive fur Windows (aktuelle Versionen)"

Anforderungen fur die Wiederherstellung einer virtuellen
Maschine

Um eine virtuelle Maschine aus einer Sicherungskopie wiederherzustellen, missen Sie
zunachst festlegen, wie die Backup-Kopie wiederhergestellt werden soll.
Name der VM-Backup-Kopie

Sie mussen entscheiden, welche Sicherungskopie Sie wiederherstellen méchten.

Alle Backup-Kopien werden im Backup-Bereich des Recovery Management-Fensters nach Namen aufgefiihrt.

Typ der VM-Backup-Kopie

Das Wiederherstellen einer VM aus einem applikationskonsistenten Backup erfolgt in Abstimmung mit VSS.
Hyper-V VSS Writer I6scht die VM vor der Wiederherstellung und registriert die VM nach Abschluss der
Wiederherstellung im Hyper-V Manager.

Das Wiederherstellen einer VM aus einem Crash-konsistenten Backup erfordert keine VSS. Die VM wird vor
dem Wiederherstellungsvorgang ausgeschaltet. Wenn Sie die Wiederherstellung nach einem

absturzkonsistenten Backup durchfiihren, muss die VM bestehen. Das Wiederherstellen einer geldéschten VM
aus einem absturzkonsistenten Backup schlagt fehl.

Status der VM-Backup-Kopien

Sie mussen feststellen, ob die virtuelle Maschine noch vorhanden ist.
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Wenn die Virtual Machine nicht mehr vorhanden ist, konnen Sie sie weiterhin wiederherstellen, wenn die
LUNSs, auf denen die Virtual Machine erstellt wurde, noch vorhanden sind. Die LUNs missen zum Zeitpunkt
des Backups die gleichen Laufwerksbuchstaben und die Windows Volume GUIDs aufweisen.

Wenn Sie eine Virtual Machine in Windows Server 2008 R2 I6schen, kénnen Sie die Virtual Machine aus
einem applikationskonsistenten Backup wiederherstellen. In Windows Server 2012 und Windows Server 2012
R2 kénnen Sie jedoch eine geldschte Virtual Machine sowohl aus einem absturzkonsistenten Backup als auch
aus einem applikationskonsistenten Backup wiederherstellen.

Wenn die Virtual Machine vor dem Loschen aus allen Datensatzen entfernt wurde, kdnnen Sie sie dennoch
wiederherstellen, indem Sie nicht geschitzte Ressourcen auswahlen und ein Backup auswahlen, zu dem sie
gehoren.

Konfigurationsstatus der VM-Backup-Kopie
Sie mussen feststellen, ob die Konfiguration der virtuellen Maschine zum Zeitpunkt des Backups identisch ist.

Unterscheidet sich die Konfiguration der aktuellen Virtual Machine von dem zum Zeitpunkt des Backups,
benachrichtigt Sie SnapManager fur Hyper-V Sie, dass sich das Layout der virtuellen Maschine geandert hat,
und fragt Sie, ob Sie die Konfiguration der virtuellen Maschine und die Daten, wie sie im Backup vorhanden
waren, wiederherstellen mochten.

Da SnapManager fiir Hyper-V nicht die Cluster-Konfiguration der virtuellen Maschine gesichert,

@ kann es nicht die Cluster-Konfiguration wiederherstellen. Bei einem Verlust der Virtual Machine-
und Cluster-Konfiguration kénnen Sie die Virtual Machine aus SnapManager fir Hyper-V
wiederherstellen, sie muss jedoch manuell verfligbar gemacht werden.

Wenn die virtuelle Maschine anders als die aktuelle Konfiguration der virtuellen Maschine im Backup
konfiguriert ist, miissen Sie moglicherweise die Clusterkonfiguration aktualisieren, um alle neu hinzugefligten
oder entfernten virtuellen Festplatten (VHDs) wiederzugeben.

Der Status der Snapshot Kopie

Sie kdnnen Uberpriifen, ob die Backup-Snapshot-Kopien auf dem Speichersystem vorhanden sind, bevor Sie
den Wiederherstellungsvorgang durchflhren.

VM-Neustart
Sie kdnnen die Virtual Machine starten, nachdem sie wiederhergestellt wurde.
Verwandte Informationen

"Microsoft TechNet: Failover-Cluster in Windows Server 2008 R2"
Wiederherstellen einer virtuellen Maschine aus einer
Backup-Kopie

SnapManager fur Hyper-V kann zur Wiederherstellung einer einzelnen Virtual Machine
(VM) gleichzeitig verwendet werden, um verlorene oder beschadigte Daten aus einer
Backup-Kopie wiederherzustellen.

Was Sie bendtigen
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Sie mussen die folgenden Informationen zur Verfiigung haben:

» Backup-Name

» Konfigurationsinformationen

« Skriptinformationen
Bei der Wiederherstellung auf einem alternativen Host sollte der CPU-Typ auf dem physischen Computer, auf
dem sich lhre urspringliche VM residierte, mit dem physischen Computer kompatibel sein, auf dem Sie die VM

wiederherstellen mochten. Alternativ kbnnen Sie mit dem Hyper-V Manager angeben, dass die Maschine auf
einer Maschine mit einem anderen CPU-Typ wiederhergestellt werden kann.

Uber diese Aufgabe
Nach der Storage-Live-Migration kénnen keine Daten aus dem letzten Backup wiederhergestellt werden.

Wenn Sie einen Wiederherstellungsvorgang flr eine Hyper-V Virtual Machine starten und eine weitere Backup-
oder Wiederherstellungsfunktion derselben Virtual Machine ausgefiihrt wird, schlagt dies fehl.

Schritte
1. Klicken Sie im Navigationsbereich auf Recovery.

2. Wahlen Sie die virtuelle Maschine aus, die Sie wiederherstellen mochten.
3. Wahlen Sie im Fensterbereich Backups den Namen der Sicherungskopie aus, die Sie wiederherstellen
mochten, und klicken Sie auf Wiederherstellen.

Der Wiederherstellungsassistent wird angezeigt.

4. Fihren Sie die Schritte im Assistenten aus, um die Backup-Kopie der virtuellen Maschine
wiederherzustellen.

Durch SchlielRen des Assistenten wird der Wiederherstellungsvorgang nicht abgebrochen. SnhapManager
for Hyper-V validiert die Konfiguration der virtuellen Maschine, bevor mit dem Wiederherstellungsvorgang

begonnen wird. Wenn Anderungen an der Konfiguration der virtuellen Maschine vorgenommen wurden,
wird eine Warnung angezeigt, die es Ihnen ermdglicht, den Vorgang fortzusetzen oder abzubrechen.

Nachdem Sie fertig sind

Sie kénnen den Status des Wiederherstellungsvorgangs im Fenster Jobmanagement anzeigen oder die
Operationsergebnisse Uberprifen, indem Sie den Bericht im Fenster Berichte Management anzeigen.

Verwandte Informationen

Wiederherstellung aus einem Backup nach Failback
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Fuhren Sie ein Rolling Upgrade des Cluster-
Betriebssystems durch

Sie kdnnen ein Upgrade des Betriebssystems (Cluster-Betriebssystem) durchfiihren, um
das Betriebssystem der Cluster-Nodes zu aktualisieren, ohne SnapManager fur Hyper-V
zu beenden Diese Funktion unterstitzt SLA-Compliance durch Reduzierung von
Ausfallzeiten.

Failover Cluster, die SnapManager fur Hyper-V ausfiihren, kdnnen ohne Ausfallzeiten von Windows Server
2012 R2 auf Windows Server 2016 und Windows Server 2019 aktualisiert werden.

Informationen zu den Vorteilen fiir Rolling Upgrade unter Cluster OS, Installationsprozess und
Einschrankungen finden Sie in den entsprechenden Informationen.

Verwandte Informationen

"Microsoft TechNet: Rolling-Upgrade fiir das Cluster-Betriebssystem"

Zuordnen von LUNs im gemischten Betriebssystem-Modus

Wenn Sie ein Upgrade mit dem Cluster-Betriebssystem durchfuhren, kdnnen Sie das
folgende Verfahren verwenden, um die LUNs vom Windows 2012 R2-Node aufzuheben
und nach dem Hinzufiigen zum Cluster den Node Windows Server 2016 neu zu
zuordnen.

Was Sie bendétigen
Der Knoten Windows Server 2016 muss dem Cluster hinzugefligt werden.

@ Cluster Rolling Upgrade wird von Windows Server 2016 auf Windows Server 2019 unterstutzt

Schritte
1. Loggen Sie sich bei ONTAP System Manager ein.

2. Wahlen Sie die LUN aus, die Windows 2012 R2 zugeordnet wurde.

3. Klicken Sie auf Bearbeiten und wahlen Sie Initiatorgruppen.
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4. Deaktivieren Sie die Initiatorgruppe des Node, der aus dem Cluster entfernt wurde.

5. Fugen Sie fur alle neu hinzugefligten Windows 2016 Knoten eine neue Initiatorgruppe hinzu.
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6. Aktivieren Sie das Kontrollkastchen neben der neu erstellten Initiatorgruppe, um die LUN dem Windows
2016-Host zuzuordnen, der dem Cluster hinzugefligt wurde.
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Wiederholen Sie die Schritte 4 und 6, um jede LUN Windows 2016 Knoten zuzuordnen.

Alle LUNSs sollten auf dem Knoten Windows 2016 sichtbar sein.

Refresh
Rescam Dasks
Creale YHD
Artach VHD
Al Tashs

Heip

Prifen Sie die Festplatten aus dem Festplatten-Management-Tool in den Windows 2016 Knoten.

0B
1447 GB
3A5GE
67,91 GB
350 MB

fﬂyﬂmﬂﬂmﬂd
| 330 MB HTFS

i
67.91 GB NTF3

| Healthy (Systern, Active Prin || Heslthy (Beot, Page Fe, Crach Dump, Primary Pastitisn)

4Dk 1 .|

| W Unaiocated Bl Primary partiion

9. Fugen Sie die Storage-Management-LIF in den neuen Windows 2016 SnapDrive Transport Protocol-
Einstellungen (TPS) hinzu und aktualisieren Sie die Festplatten.
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Aktualisieren Sie den Datensatz und Snaplinfo uber alle
Nodes hinweg

Nachdem Sie ein Rolling Upgrade des Cluster-OS durchgefuhrt haben, missen Sie den
Datensatz und Snaplnfo uber alle Nodes hinweg aktualisieren.

Was Sie bendtigen

NOTE: Cluster-Rolling-Upgrade wird von Windows Server 2016 auf Windows
Server 2019 unterstiitzt; gemeinsame Festplatten-Backups werden in

gemischten Betriebssystemen nicht unterstitzt.

.Schritte
Bearbeiten Sie alle Datensatze auf dem Windows 2012 R2-Knoten.
Stellen Sie sicher, dass alle verfligbaren Datensédtze auf dem Windows
2016-Knoten sichtbar sind.
Stellen Sie den SnapInfo-Pfad auf dem Windows 2012 R2-Knoten ein.
Uberpriifen Sie, ob auf dem Windows 2016 Node der richtige SnapInfo Pfad

angezeigt wird.

:leveloffset: -1
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= Disaster Recovery
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Die Disaster Recovery-Funktion stellt sicher, dass bei einem Ausfall oder
einer anderen Bedingung wichtige geschiitzte Daten an den primdren Storage-
Standorten nicht zur Verfiligung stehen, dass Sie iliber Thre sekunddren
Storage-Standorte auf die gesicherte Kopie der Daten zugreifen kénnen.
Disaster Recovery kann nur mit der PowerShell Schnittstelle durchgefihrt
werden.
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= Konfigurieren Sie SnapManager fir Hyper-V fir Failover
:allow-uri-read:

:icons: font

:relative path: ./

:imagesdir: {root path}{relative path}./media/

[role="1lead"]

Um Thre SnapManager fir Hyper-V Implementierung fir Disaster Recovery
vollstdndig zu unterstiitzen, missen Sie sicherstellen, dass die primdren
und sekunddren Hosts ilber dieselbe Konfiguration verfiligen und dass Sie mit

PowerShell nur ein Disaster Recovery durchfihren kdénnen.
Die folgenden Arten von Setups unterstiitzen die Disaster Recovery:

* Eigenstdndiger primdrer Host und eigenstadndiger sekunddrer Hyper-V-Host
* Primarer und sekundédrer Hyper-V Cluster-Hosts

* Cluster Shared Volumes (CSV) auf den primdren und sekunddren Hyper-V
Hosts

Beispielsweise muss eine Cluster Virtual Machine (VM) auf einem priméren
Host als Cluster-VM wiederhergestellt werden, eine dedizierte (Standalone-
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VM) muss als dedizierte VM wiederhergestellt werden, und eine CSV-VM muss
als CSV-VM wiederhergestellt werden.

LUNs auf einem sekunddren Host sollten genauso verbunden sein wie ihre
Gegenstiicke auf dem primdren Host. Das heiBt, der LUN-Typ (dediziert,
gemeinsam genutzt oder CSV) und der Laufwerksbuchstabe, der
Bereitstellungspunkt oder der CSV-Analysepunkt sollten auf den primédren
und sekunddren Hosts identisch sein. Bei SAN-Wiederherstellungsvorgangen
an einem alternativen Pfad kann ein anderer Laufwerksbuchstaben fir die
LUN-Wiederherstellung an einem sekunddren Standort angegeben werden.

NOTE: Laufwerksbuchstaben oder CSVs und Volume-Mount-Punkte werden
unterstitzt.

Das folgende Beispiel zeigt eine grundlegende Disaster-Recovery-
Einrichtung:

* Standort A (primdr) enthdlt Storage-Systeme und ein Standalone Hyper-V
Host-System oder Hyper-V Host-Cluster.

+

VMs, die auf diesen Hosts laufen, befinden sich auf Data ONTAP Storage.

* Standort B (sekund&r) enthdlt Storage-Systeme und einen Hyper-V Host
oder Cluster (wie beim primdren System).

* SnapDrive flir Windows und SnapManager fir Hyper-V sind auf beiden Seiten
A und B installiert

* Die SnapMirror Beziehung ist von Standort A bis Standort B initialisiert
* An Ort A, ein Hyper-V Host oder Cluster, der SnapManager flir Hyper-V
hinzugefiigt wurde und die VMs mit SnapManager fir Hyper-V gesichert werden
+

Die Richtlinie zum Aktualisieren von SnapMirror nach der Uberpriifung des
Backups. Nach jedem Backup wird der sekunddre Standort mit neuen Snapshot
Kopien der VMs und SnapInfo Kopien aktualisiert.

[[IDfB8d4563b39ff31080c29e24bf3bcf69f]]

= Wiederherstellung nach einem Disaster-Recovery-Failover
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Fir die Wiederherstellung nach einem Notfall muss SnapManager fir Hyper-V
zuerst ein Failover auf ein sekundédres Storage-System durchfihren. Im
Failover-Fall sind mehrere manuelle Schritte in PowerShell erforderlich.

.Uber diese Aufgabe

Die meisten Backups konnen sowohl fiir NAS als auch fiir SAN auf einem
alternativen Host wiederhergestellt werden. Absturzkonsistente Backups von
Windows Server 2008 R2 koénnen jedoch nicht auf einem anderen Host
wiederhergestellt werden.

.Schritte

Wenn Sie Data ONTAP 8.1.x ausfiihren, geben Sie am sekunddren Standort
die SVM-Informationen (Storage Virtual Machine) in die Transport Protocol-
Einstellung (TPS) im MMC SnapDrive fiir Windows ein.

Stellen Sie liber das sekunddre Storage-System eine Verbindung zu allen
LUNs her.
+
Wenn das sekunddre Storage-System geclustert ist, wechseln Sie zu dem
Node, auf dem die Cluster-Gruppe - der verfiigbare Storage-Gruppen-Eigner-
Node im Ziel-Cluster - online ist. Dann stellen Sie eine Verbindung zu
allen LUNs dieses Node im Cluster her. Informationen zum Zuordnen von LUNs

finden Sie in der Dokumentation zum SnapDrive flir Windows.

Fihren Sie je nach Konfiguration eine der folgenden Aktionen durch:
+

| Wenn das primd@re Storage-System... | Dann...

al
Ein Standalone-Host (SAN)

al

Stellen Sie eine Verbindung zu allen Mount-Punkten und LUNs desselben Typs
auf dem primdren Storage-System her.

al
Ein geclusterter Host (SAN)

al

Stellen Sie vom Node, auf dem die Cluster-Gruppe online ist, eine
Verbindung zu allen Mount-Punkten und LUNs im Cluster her.

a|
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Data ONTAP 8.1.x konfiguriert mit einem einzelnen LUN, das VMs auf einem
Quell-FlexVol-Volume (SAN) hostet

al

Damit SnapMirror Updates erfolgreich ausgefiihrt werden konnen, missen Sie
vor dem Start eines Backups eine zweite, kleinere LUN (10 MB bis 100 MB)
auf dem Quell-FlexVol-Volume erstellen. Stellen Sie vom Node, auf dem die
Cluster-Gruppe online ist, eine Verbindung zu allen Mount-Punkten und LUNs
im Cluster her.

al
Ein Standalone- oder Cluster-Host (NAS)

al

Das DP-Volume (Data Protection) unmounten, das DP-Volume als
wiederschreibbar mounten, tlberprifen, ob das Volume RWX-Berechtigungen hat
und dann CIFS-Freigaben flir die verschiedenen Volumes erstellen.

Konfigurieren Sie SnapInfo auf Grundlage Ihrer Umgebung:
+

| Wenn Thre Konfiguration... | Dann...

al
San
al
Stellen Sie die SnapInfo LUN aus der letzten Snapshot Kopie wieder her.

al
NAS
al
Mounten Sie das SnapInfo Verzeichnis.

e
+

Wenn bei NAS ein Zugriffsfehler auftritt oder Sie nicht zum Speicherort
fiir die freigesetzte SMB-Freigabe navigieren konnen, miissen Sie die
Zugriffssteuerungsliste auf der Freigabe moglicherweise zurlicksetzen.

NOTE: Dies ist typisch, wenn Sie die System Center Virtual Machine Manager
(SCVMM) -Konsole und den Data ONTAP SMI-S Agent verwenden.



Figen Sie das sekunddre Storage-System oder das sekunddre Cluster in der
SnapManager flir Hyper-V MMC hinzu und konfigurieren Sie es dann mit dem
SnapInfo-Pfad.

Geben Sie die folgenden Cmdlets ein:

Eingabe “Get-VMsFromBackup  Um die Liste der in den Backup-Metadaten
vorhandenen VMs abzurufen.
Eingabe “Get-Backup®  Um die Backup-Kopien fir jede VM zu erhalten.

Verwenden Sie zur Wiederherstellung "Restore-Backup  Mit der VM-GUID und
der Backup-Kopie mit den folgenden Parametern:
_I_

| Aus wiederherstellen... | Diesen Befehl eingeben...

al
Einem alternativen Host

al

"Restore-Backup -Server  ~Secondary host system or cluster name
-DisableVerifySnapshot -RestoreToAlternateHost'

al
Ein aufgelisteten Backup
al
"Restore-Backup -Server -VirtualMachinePath -SnapShotFilePath @VHD®

[p—
+

Fir "@VHD , In einer VM sind moglicherweise mehrere VHDs vorhanden.
Stellen Sie sicher, dass Sie fir jede VHD sowohl ein Quell- als auch ein

Ziel-Pfad-Paar eingeben.

Wenn es sich bei dem sekunddren Hostsystem um ein Cluster handelt,
fihren Sie die folgenden Schritte aus:
+
Stellen Sie sicher, dass die LUNs, auf denen sich die VMs befinden, auf
dem Clusterknoten, der die Cluster-Gruppe besitzt, online sind.
Stellen Sie die Virtual Machines mit den Failover PowerShell cmdlets
zur Hochverfigbarkeit bereit.
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== Beispiele fir Failover

Das folgende Beispiel zeigt eine Einrichtung mit zwei Clustern, in der
smhv-Cluster-01 der primdre Standort ist und hv-19-Cluster der sekunddre
Standort ist:

[listing]

PS C:\> Get-VMsFromBackup -Server hv-19-cluster

winxp-x64c-135 593ABA72-B323-4AF7-9AC6-9514F64C0178
csvl-xp-3 59B85C68-BAFA-4A49-8E85-A201045843F7
vim-w2k8r2spl 5A248757-872B-4FE7-8282-91C8E9D45CF9
uml0 11 dr S5AC1B2A8-6603-4F90-98F5-4F2F435AB0C2
winxp-x64c-30 5B47D3CF-5D96-495D-9BAB-FB394392CF31
winxp-x64c-126 5B57EED1-B4F1-45A3-A649-24C6947CB79C
winxp-x64c-118 5B5D417B-70DC-427C-94BB-97FF81C5B92B
winxp-x64c-122 5BEE26B8-BE57-4879-A28E-9250A6A5EEFC
csv4-w2k3-19 5D0613E5-B193-4293-8AAD-F8B94A5D851F

PS C:\> Get-Backup -Server hv-19-cluster -ResourceName uml0 11 dr

BackupName : smhv-ccb-ds 04-10-2012 10.37.58
RetentionType : hourly

DatasetName : smhv-ccb-ds

BackupId : smhv-ccb-ds 04-10-2012 10.37.58
BackupTime : 4/10/2012 10:37:58 AM
BackupType : Application consistent
BackedupVMs : {umlO 11 dr}

PS C:\> Restore-Backup -Server hv-19-cluster -ResourceName

umlO0 11 dr -BackupName smhv-ccb-ds 04-10-2012 10.37.58
-DisableVerifySnapshot -RestoreToAlternateHost

Das folgende Beispiel zeigt eine SAN-Wiederherstellung auf einem
alternativen Pfad, fir den N:\ das Ziel ist und i:\ ist der Quell-LUN-
Pfad:

[listing]

PS C:\> Restore-Backup -Resourcename dr-san-dedl

-RestoreToAlternateHost -DisableVerifySnapshot -BackupName san dr 09-11-
2013 10.57.31 -Verbose



-VirtualMachinePath "N:\dr-san-dedl" -SnapshotFilePath "N:\dr-san-dedl"

-VHDs Q@ (Q@{"SourceFilePath" = "I:\dr-san-dedl\Virtual Hard Disks\dr-san-
dedl.vhdx"; "DestinationFilePath" = "N:\dr-san-dedl\Virtual Hard Disks\dr-
san—-dedl"})

Im folgenden Beispiel wird ein NAS Restore-Vorgang in einem alternativen
Pfad angezeigt, bei dem \\172.17.162.174\ der SMB-Freigabepfad des
Quellsystems ist und \\172.17.175.82\ der Zielpfad fiir SMB-Freigabe ist:

[listing]

PS C:\> Restore-Backup -Resourcename vm claba87 cifsl
-RestoreToAlternateHost -DisableVerifySnapshot -BackupName ag-DR 09-09-
2013 16.59.16 -Verbose

-VirtualMachinePath "\\172.17.175.82\vol new dest share\ag-vml"
-SnapshotFilePath "\\172.17.175.82\vol new dest sharelag-vml" -VHDs
@(@{"SourceFilePath" = "\\172.17.162.174\vol test src sharelag-vml\Virtual
Hard Disks\ag-vml.vhdx"; "DestinationFilePath" =
"\\172.17.175.82\vol new dest sharelag-vml\Virtual Hard Disks\ag-
vml.vhdx"})

*Verwandte Informationen*

https://library.netapp.com/ecm/ecm download file/ECMP1368826["Data ONTAP
8.2 Datensicherheit Online Backup und Recovery Guide fiir 7-Mode"]

http://mysupport.netapp.com/documentation/productlibrary/index.html?produc
tID=30049["NetApp Dokumentation: SnapDrive flir Windows (aktuelle

Versionen) "]

http://docs.netapp.com/ontap-9/topic/com.netapp.doc.cdot-famg-
cifs/home.html ["SMB/CIFS-Referenz"]

[[IDc82d3dalc04ca3c9550ae78a78bedeBe] ]

= Neukonfigurieren der Storage-Systeme nach einem Disaster-Recovery-
Failback
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Nach dem Failover auf ein sekundédres Storage-System schlieRt SnapManager
fiir Hyper-V die Disaster Recovery durch Failback zum urspriinglichen
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primaren Storage-System ab. Durch das Failback wird die primdre
Speicherfunktion auf den urspriinglichen primdren Speicherstandort
wiederhergestellt, nachdem die Speichersysteme wieder aktiviert oder
ersetzt wurden.

.Schritte

Je nach Zustand des primdren Storage-Systems flihren Sie eine der
folgenden Aktionen durch:
+

| Wenn das primdre Storage-System... | Dann...

al
Wiederherstellbar

al
Verschieben Sie die Daten vom sekundédren Host zurick zum primdren Storage-
System.

al
Vollstandig zerstort
al
Bereitstellung eines neuen Storage-Systems

Management der SnapMirror Beziehung:

Initialisieren Sie die SnapMirror-Beziehung vom sekunddren Storage-
System auf das primadre Speichersystem, um die Daten wiederherzustellen.

Synchronisieren Sie die vorhandene SnapMirror Beziehung vom sekundédren
Storage-System zum primdren Storage-System neu.

Initiieren Sie mithilfe von SnapDrive auf dem sekunddaren Storage-System
ein SnapMirror Update fir jede der LUNs oder SMB-Shares auf dem sekunddren
Storage—-System.

Fihren Sie je nach Konfiguration eine der folgenden Aktionen durch:

_I_

| ===

| Wenn das primadre Storage-System... | Dann...
al

Ein Standalone-Host (SAN)

al



Stellen Sie eine Verbindung zu allen Mount-Punkten und LUNs auf demselben
primdren Storage-System her.

al
Ein geclusterter Host (SAN)

al

Stellen Sie vom Node, auf dem die Cluster-Gruppe online ist, eine
Verbindung zu allen Mount-Punkten und LUNs im Cluster her.

al
Data ONTAP 8.1.x konfiguriert mit einem einzelnen LUN, das VMs auf einem
Quell-FlexVol-Volume (SAN) hostet

al
Damit SnapMirror Updates erfolgreich ausgefiihrt werden kdnnen, missen Sie
vor dem Start eines Backup-Jobs eine zweite, kleinere LUN (10 MB bis 100
MB) auf dem Quell-FlexVol-Volume erstellen. Stellen Sie vom Node, auf dem
die Cluster-Gruppe online ist, eine Verbindung zu allen Mount-Punkten und
LUNs im Cluster her.

al
Ein Standalone- oder Cluster-Host (NAS)

al
Das DP-Volume (Data Protection) unmounten, das DP-Volume als
wiederschreibbar mounten, iUberprifen, ob das Volume RWX-Berechtigungen hat
und dann CIFS-Freigaben flir die verschiedenen Volumes erstellen.

Konfigurieren Sie SnapInfo auf Grundlage Ihrer Umgebung:
+

| Wenn Ihre Konfiguration... | Dann...

al
San
al
Stellen Sie die SnapInfo LUN aus der letzten Snapshot Kopie wieder her.

a|
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NAS
al
Mounten Sie das SnapInfo Verzeichnis.

| ==

+

Bei NAS muss die ACL auf der Freigabe moglicherweise zurilickgesetzt werden,
wenn ein Fehler beim Zugriff auftritt oder Sie nicht zum Speicherort fir
die offengelegte SMB-Freigabe navigieren kénnen.

Fligen Sie den primdren Host oder Cluster in SnapManager fir Hyper-V MMC
hinzu und konfigurieren Sie ihn mit dem SnapInfo Pfad.

Geben Sie die folgenden Cmdlets ein:

Rufen Sie die Liste der in den Backup-Metadaten vorhandenen VMs mit dem
Cmdlet "Get-VMsFromBackup" ab.

Erhalten Sie die Backup-Kopien fir jede VM mit dem Cmdlet "Get-Backup",
um die Backup-Kopien fiir jede VM zu erhalten.

Verwenden Sie zur Wiederherstellung “Restore-Backup  Mit der VM-GUID und
der Backup-Kopie mit den folgenden Parametern:
+

| Aus wiederherstellen... | Diesen Befehl eingeben...

al
Einem alternativen Host

al

"Restore-Backup -Server  ~Secondary host system or cluster name
-DisableVerifySnapshot -RestoreToAlternateHost'

al
Eine aufgefihrte Sicherungskopie

al

"Restore-Backup -Server -VirtualMachinePath -SnapShotFilePath @VHD®

Fiir "@VHD ', In einer VM sind moglicherweise mehrere VHDs vorhanden. Sie
missen sowohl ein Quell- als auch ein Zielpfadpaar eingeben, das fir jede
VHD angegeben ist.

Wenn es sich bei dem sekunddren Hostsystem um ein Cluster handelt,



fiihren Sie die folgenden Schritte aus:
+

Stellen Sie sicher, dass die LUNs, auf denen sich die VMs befinden, auf
dem Clusterknoten, der die Cluster-Gruppe besitzt, online sind.

Stellen Sie die Virtual Machines mit den Failover PowerShell cmdlets
zur Hochverfliigbarkeit bereit.

+

Nachdem die VMs von einem Cluster-Node aus als SMB Shares verfigbar
gemacht wurden, sind die VMs fir alle Hosts zuganglich, die zur Verwendung
des Storage-System-Clusters konfiguriert wurden.

== Beispiele fir Failback

Das folgende Beispiel zeigt eine Einrichtung mit zwei Clustern, in der
smhv-Cluster-01 der primdre Standort ist und hv-19-Cluster der sekundéare
Standort ist:

[listing]

PS C:\> Get-VMsFromBackup -Server smhv-cluster-01

winxp-x64c-135 593ABAT72-B323-4AF7-9AC6-9514F64C0178
csvl-xp-3 59B85C68-BAFA-4A49-8E85-A201045843F7
vm-w2k8r2spl 5A248757-872B-4FE7-8282-91C8E9D45CF9
umlO 11 dr 5AC1B2A8-6603-4F90-98F5-4F2F435AB0C2
winxp-x64c-30 5B47D3CF-5D96-495D-9BAB-FB394392CF31
winxp-x64c-126 5B57EED1-B4F1-45A3-A649-24C6947CB79C
winxp-x64c-118 5B5D417B-70DC-427C-94BB-97FF81C5B92B
winxp-x64c-122 5BEE26B8-BES7-4879-A28E-9250A6A5EEFC
csv4-w2k3-19 5D0613E5-B193-4293-8AAD-F8B94A5D851F

PS C:\> Get-Backup -Server smhv-cluster-01 -ResourceName
umlO 11 dr

BackupName : smhv-ccb-ds 04-10-2012 10.37.58
RetentionType : hourly

DatasetName : smhv-ccb-ds

BackupId : smhv-ccb-ds 04-10-2012 10.37.58
BackupTime : 4/10/2012 10:37:58 AM
BackupType : Application consistent
BackedupVMs : {uml0 11 dr}
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PS C:\> Restore-Backup -Server smhv-cluster-01 -ResourceName
umlO 11 dr -BackupName smhv-ccb-ds 04-10-2012 10.37.58
-DisableVerifySnapshot -RestoreToAlternateHost

Das folgende Beispiel zeigt eine SAN-Wiederherstellung auf einem
alternativen Pfad, fiur den N:\ das Ziel ist und i:\ ist der Quell-LUN-
Pfad:

[listing]

PS C:\> Restore-Backup -Resourcename dr-san-dedl

-RestoreToAlternateHost -DisableVerifySnapshot -BackupName san dr 09-11-
2013 10.57.31 -Verbose

-VirtualMachinePath "N:\dr-san-dedl" -SnapshotFilePath "N:\dr-san-dedl"

-VHDs Q(@{"SourceFilePath" = "I:\dr-san-dedl\Virtual Hard Disks\dr-san-
dedl.vhdx"; "DestinationFilePath" = "N:\dr-san-dedl\Virtual Hard Disks\dr-
san—-dedl"})

Im folgenden Beispiel wird ein NAS Restore-Vorgang in einem alternativen
Pfad angezeigt, bei dem \\172.17.162.174\ der SMB-Freigabepfad des
Quellsystems ist und \\172.17.175.82\ der Zielpfad fiir SMB-Freigabe ist:

[listing]

PS C:\> Restore-Backup -Resourcename vm claba87 cifsl
-RestoreToAlternateHost -DisableVerifySnapshot -BackupName ag-DR 09-09-
2013 16.59.16 -Verbose

-VirtualMachinePath "\\172.17.175.82\vol new dest share\ag-vml"
-SnapshotFilePath "\\172.17.175.82\vol new dest sharel\ag-vml" -VHDs
@(@{"SourceFilePath" = "\\172.17.162.174\vol test src sharelag-vml\Virtual
Hard Disks\ag-vml.vhdx"; "DestinationFilePath" =
"\\172.17.175.82\vol _new dest sharelag-vml\Virtual Hard Disks\ag-

vml .vhdx"})

*Verwandte Informationen*

https://library.netapp.com/ecm/ecm download file/ECMP1368826["Data ONTAP

8.2 Datensicherheit Online Backup und Recovery Guide fir 7-Mode"]

http://docs.netapp.com/ontap-9/topic/com.netapp.doc.cdot-famg-
cifs/home.html ["SMB/CIFS-Referenz"]

[[IDa668c514294£5ca27639990c873686981] 1]



= Wiederherstellung der urspringlichen Konfiguration fir Standalone Hosts
rallow-uri-read:

:icons: font

:relative path: ./

:imagesdir: {root path}{relative path}./media/
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Nachdem die VMs auf dem primdren Storage-System gesichert wurden, konnen
Sie anhand einer SnapMirror Beziehung, die vom primdren Storage-System zum
sekunddren Storage-System festgelegt wurde, zur urspringlichen
Konfiguration zuriickkehren.

.Schritte

Fahren Sie die VMs herunter, die auf dem sekundédren Storage-System
ausgefihrt werden.

Loschen Sie die auf dem sekunddren Storage-System ausgefihrten VMs.

Trennen Sie die SnapInfo Festplatte und die Festplatten mit VMs mithilfe
von SnapDrive.

Synchronisieren Sie die SnapMirror Beziehung vom primdren Speichersystem
zum sekunddren Storage-System neu.

[[ID06d57c02eblb2916e03432b70465073d] ]

= Wiederherstellung der Originalkonfiguration fir Cluster-Hosts
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Nachdem die VMs auf dem primdaren Storage-System gesichert wurden, konnen
Sie anhand einer SnapMirror Beziehung zuriick zur urspringlichen
Konfiguration zurlUckkehren. Diese Beziehung besteht aus dem primdren

Storage-System und dem sekundaren Storage-System.

.Schritte

Offline die Konfigurationsressource der virtuellen Maschine und die
virtuelle Maschine fiir alle VMs.

Loschen Sie diese Ressourcen aus dem Cluster.

Loschen Sie alle VMs aus Hyper-V Manager.

Trennen Sie alle Festplatten mit SnapDrive.

Synchronisieren Sie die SnapMirror Beziehung vom primédren Speichersystem
zum sekundaren Storage-System neu.
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:leveloffset: -1

[[ID66d1200c24d0f762060779cbaz2aaaba2]]

= Fehlerbehebung bei SnapManager fir Hyper-V
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Wenn bei der Installation oder Konfiguration von SnapManager fir Hyper-V
unerwartetes Verhalten aufkommt, befolgen Sie spezifische
Fehlerbehebungsverfahren, um die Ursache solcher Probleme zu

identifizieren und zu losen.

:leveloffset: +1

[[IDf4c899%eelfd363fe34e6adl123dc2974] ]

= Das Backup filir die folgenden VMs ist fehlgeschlagen, da es nicht online
gesichert werden kann oder keine VM zum Backup gefunden werden soll
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* *Nachricht*

+

"Backup Failed for the following VM(s) since it cannot be backed up online
or NO VM to be found for backup"

* *Beschreibung*

+

Diese Meldung tritt beim Sichern einer Windows 2012 VM in einem
ibergeordneten Windows 2008 R2 SP1 Hyper-V-System auf, ohne dass die
Option zum Speichern der VM-Sicherung zulassen aktiviert ausfallt.

* *Korrekturmalnahmen*



+
Fiihren Sie fir Backups unter Windows 2012 das Backup mit aus "Allow saved
state® VM-Backup-Option aktiviert.

[[ID£87743ec094fc03498a3c4603befbdeb]]

= Unerwarteter Fehler beim Abfragen der IVssWriter Callback-Schnittstelle.
hr = 0x80070005, Zugriff verweigert.
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* *Nachricht*

+

‘Unexpected error querying for the IVssWriterCallback interface. hr =
0x80070005, Access is denied.’

* *Beschreibung*

+

Wenn der Eigentimer einer CSV-Datei der Cluster-Gruppe ist und die VM
Eigentum des Partnerknoten ist, wird das Backup der VM erfolgreich
abgeschlossen, wobei der VSS-Fehler im Anwendungs-Event-Protokoll
vorliegt. Dies wird hdufig durch falsche Sicherheitseinstellungen entweder
im Writer- oder Requestor-Prozess verursacht.

* *Korrekturmalnahmen*
_.|_

Keine: Diese Fehlermeldung kann ignoriert werden.

[[IDA521722423d267f7d6639%e2516adblec] ]

= Backup-Berichte verwenden Zeitzoneninformationen der Managementkonsole
im Berichtsnamen
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* *Ausgabe*

+

Wenn Sie einen Backup-Bericht mit einem Client-Host generieren, der sich
in einer anderen Zeitzone als dem ibergeordneten Host befindet, verwendet
der Berichtsname die Zeitzoneninformationen des Client-Hosts, und der
Berichtinhalt verwendet die ilbergeordnete Host-Zeitzone.

* *Ursache*

+

Der Zeitstempel im Backup-Berichtsnamen wird mit den
Zeitzoneninformationen des Client-Hosts angezeigt.

* *KorrekturmalBnahmen*
_I_
Es ist keine KorrekturmaBnahme erforderlich.

[[IDE8a7e07420bc3cacd8becdbl1925529d4] ]

= Benachrichtigungen zum Sichern und Wiederherstellen werden nicht in
Umgebungen mit ausschlieBlich IPv6 gesendet
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* *Ausgabe*
+
Wenn Sie einen nur-IPvo6-Host ausfihren, erhalten Sie keine

Benachrichtigungen iUber Sicherungs- oder Wiederherstellungsfunktionen.

* *Ursache*
_I_
IPv6 wird vom SMTP-Server nicht unterstitzt, oder IPv6 ist nicht

aktiviert.
* *KorrekturmaBnahmen*

+
Aktivieren Sie IPv6 auf Ihrem SMTP-Server.
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[[ID2dedf4c0c3c90a928df59%9e9%af75a4a9f] ]

= Failover-Clustering-Ereignis-ID 5121
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* *Nachricht*

+

"Failover clustering event ID 5121° Aus den Anwendungsereignisprotokollen
oder der Host-Meldung "NO DIRECT IO DUE TO FAILURE .

* *Beschreibung*

+

Diese Fehlermeldung erscheint, wenn das gemeinsam genutzte Cluster-Volume
(CSV) nicht mehr direkt iiber den Cluster-Node zugdnglich ist und der I/O-
Zugriff auf das Storage-Gerédt, das das Volume besitzt, umgeleitet wird.
Dies liegt daran, dass nur der Koordinationsknoten Aktionen mithilfe von
VSS-Backups durchfihren kann. Wahrend des Backups sperrt der
Koordinierungs—-Node die CSV und erfordert die Umleitung des I/0O durch alle
nicht-Koordinierungsknoten

* *KorrekturmaBnahmen*

+

Nach Abschluss des Vorgangs gibt der Koordinierungsknoten die Sperre auf
dem CSV frei und I/0O wird nicht mehr umgeleitet. Wenn die Fehlermeldung
nur wahrend VSS Backups auftritt, gibt es keinen Ausfall und dieses
Verhalten wird erwartet.

[[ID32041fccl032f7c9dabd978e5fa3b816] ]

= Backups von virtuellen Maschinen, die wédhrend eines
Wiederherstellungsvorgangs erstellt wurden, konnen ungliltig sein
rallow-uri-read:
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* *Ausgabe*

+

Ein applikationskonsistentes Backup, das wahrend eines
Wiederherstellungsvorgangs erstellt wurde, kann ungiltig sein. Wenn Sie
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eine virtuelle Maschine aus diesem unvollstandigen Backup
wiederherstellen, fihrt dies zu Datenverlust und die virtuelle Maschine

wird geldscht.

* *Ursache*

+

Die Informationen zur Konfiguration von SnapManager fir Hyper-V fehlen in
der Backup-Kopie. Der Backup-Vorgang ist erfolgreich, die Backup-Kopie ist
jedoch ungiiltig, da die Konfigurationsinformationen der virtuellen
Maschine nicht enthalten sind. Bei den Wiederherstellungsvorgangen
SnapManager fir Hyper-V werden die Konfigurationsinformationen der
virtuellen Maschine vor der Durchfihrung einer Wiederherstellung vom
Hyper-V-Host geldscht. Dieses Verhalten ldsst sich im Microsoft Hyper-V

Writer entwerfen.

* *KorrekturmaRnahmen*

+

Stellen Sie sicher, dass der Backup-Zeitplan nicht mit dem
Wiederherstellungsvorgang lbereinstimmt oder dass sich das On-Demand-
Backup, das Sie durchfihren mo6chten, nicht mit einem
Wiederherstellungsvorgang fir dieselben Daten iberlappt.

[[IDe0f1adl1c569d0d49bb2b0a571cbed7al ]

= Virtual Machine managt sich selbst.
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* *Ausgabe*

+

Wenn eine Virtual Machine (VM) zu einem Host gehért, auf dem SnapManager
fiir Hyper-V installiert ist, und Sie SnapManager fir Hyper-V auf dieser VM
installieren, die als Managementkonsole verwendet werden soll, sollten Sie
den Host, zu dem die VM gehdort, nicht mit SnapManager fir Hyper-V

verwalten.

* *Ursache*
+
SnapManager fir Hyper-V auf einer Virtual Machine kann sich nicht selbst

managen.
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* *Korrekturmalnahmen*
_.|_
Keine KorrekturmaBnahme erforderlich.

* *Beispiel*

+

Wenn VM1 zu Hostl gehdort (mit installiertem SnapManager fir Hyper-V) und
SnapManager fir Hyper-V auf VMl installiert ist, sollten Sie SnapManager
for Hyper-V nicht verwenden, um Hostl von VMl zu verwalten.

_I_
Wenn Sie dies tun und versuchen, die VM selbst wiederherzustellen, wird
die VM geldscht oder vom Hyper-V Manager neu gestartet.

[[IDf3f8ac89b50b231750a369%9ecf89842fde] ]

= Die Verbindungszeit ist bei nur IPv6-Host l&nger
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* *Ausgabe*

+

Wenn Sie in einer gemischten IPv4- und IPv6-Umgebung arbeiten und einen
nur-IPv6-Host zu SnapManager fir Hyper-V hinzufigen, dauert die Verbindung

moglicherweise lédnger als normal.

* *Ursache*

+

Diese Verzogerung tritt auf, da SnapManager fir Hyper-V zuerst das IPv4-
Protokoll versucht.

* *KorrekturmaBnahmen*

+

Um diese Verzdgerung zu umgehen, figen Sie den Host in das hinzu
“\windows\system32\drivers\etc\hosts  Datei:

[[IDE£5d888598382bodfedcal8beb7cd776d] ]
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= Fehler beim Volume Shadow Copy Service: Es wurde eine interne
Inkonsistenz erkannt
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* *Nachricht*

+

"Volume Shadow Copy Service error: An internal inconsistency was detected

in trying to contact shadow copy service writers. Please check to see that
the Event Service and Volume Shadow Copy Service are operating properly.’

* *Beschreibung*

+

Wenn Sie eine Sicherung einer virtuellen Maschine durchfihren, die Windows
Server 2003 verwendet, schldgt sie aufgrund eines Wiederholungsfehlers
wiederholt fehl.

* *KorrekturmaRnahmen*

+

Uberpriifen Sie das Ereignisprotokoll der Windows-Anwendung innerhalb der
virtuellen Maschine auf VSS-Fehler.

*Verwandte Informationen*

http://support.microsoft.com/kb/940184 ["Microsoft Support Artikel 940184:
Fehlermeldung, wenn Sie den Befehl "vssadmin list Writer" auf einem
Windows Server 2003-basierten Computer ausfiihren: "Fehler: O0x8000FFFE""]

[[IDb9f4f2a60037e41590e02£119£0429c01]]

= Web Service Client Kanal konnte keine Verbindung zur
KonfigurationManagementService-Instanz auf Maschine smhv51 8lclus
herstellen
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* *Nachricht*
+



"Web Service Client channel was unable to connect to the
ConfigurationManagementService instance on machine smhv51 8lclus."

+
"There was no endpoint listening at

net.tcp://smhv51 8lclus/SnapManager/HyperV/ConfigMgmtService/v_10 that
could accept the message. This is often caused by an incorrect address or
SOAP action. See InnerException, if present, for more details.’

* *Beschreibung*

+

Wenn Sie Konfigurationsinformationen exportieren, werden die Einstellungen
des lokalen Webservice-Ports der verwalteten Hosts in der exportierten
Konfigurationsdatei gespeichert. Wenn Sie SnapManager fiir Hyper-V spéater
mithilfe eines anderen Webservice-Ports neu installieren und die friiheren
Konfigurationsinformationen importieren miissen, treten Verbindungsprobleme

auf.

* *KorrekturmaBnahmen*

+

Um dieses Problem zu vermeiden, verwenden Sie bei der Neuinstallation von
SnapManager filir Hyper-V dieselben Einstellungen fir den Webservice-Port,
die in der exportierten Konfigurationsdatei enthalten sind

[[ID15621d2ba2bd7c027a6£f£932c9751cal8]]

= Benutzerdefinierte MSI-Eigenschaft, die in der automatischen
Installation verwendet wird
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* *Ausgabe*

+

Systeme mit Windows Server 2008 oder Vista mit Windows Installer Version
4.5 erkennen die integrierten Eigenschaften der Installation von

SnapManager fir Hyper-V nicht.

* *KorrekturmalBnahmen*
_I_
Verwenden Sie die "MSIRESTARTMANAGERCONTROL=Disable  Parameter fir den

Befehlstaste mit der Installation.
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*Verwandte Informationen*

http://msdn.microsoft.com/library/["Microsoft Developer Network (MSDN) -
Bibliothek"]

[[ID1677el126df30d3b2c06a0eed303f5a2f]]

= Keine Lizenzierung von SnapManager filr Hyper-V auf dem Host oder im
Speichersystem
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* *Nachricht*

+

"SnapManager for Hyper-V is not licensed on the host or in the Storage
System, backup is aborted’

* *Beschreibung*

+

Diese Meldung tritt entweder auf, wenn Ihr System nicht lizenziert ist
oder wenn Probleme mit Enumeration, Cache virtueller Maschinen oder MBR-
Festplatte (Master Boot Record) auftreten.

* *KorrekturmaRnahmen*
+

Stellen Sie sicher, dass Ihr System lizenziert ist.

Migrieren Sie alle MBR-Festplatten, die SnapManager filir Hyper-V nicht
unterstiutzt, auf GPT-Festplatten (GPT).

Starten Sie SnapManager fir Hyper-V neu Sollte dies das Problem nicht
16sen, haben Sie hdéchstwahrscheinlich ein Enumerationsproblem und sollten
sich an den technischen Support wenden.

[[ID1338b33c9%949e£f42441998ecadecb2f5bl]]
= Backups nach dem Failover 1ld&schen
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* *Nachricht*
_.|_
"The specified backup does not exist for some of the objects in the

dataset.’

* *Beschreibung*

+

Nach dem Failover zu einem sekunddren Standort (Standort B) kdénnen die am
primdren Standort erstellten Backups moglicherweise nicht geldscht werden
(Standort A). Wenn Sie sich an einem Disaster-Recovery-Standort (Standort
B) befinden und versuchen, die Backups am primdren Standort (Standort A)
zu l1loschen, werden die Backups vom primdren Standort (Standort A) anstatt

vom Disaster-Recovery-Standort (Standort B) geldscht.

* *KorrekturmaRnahmen*

+

Loschen Sie nach der Durchfihrung von Disaster Recovery-Vorgdngen nur
Backups, die an Ihrem aktuellen Standort erstellt wurden.

[[ID%a74f5c1ef58fd090d9e380b35b47ad0] ]

= Die Storage-Performance verschlechtert sich nach einem fehlgeschlagenen
Backup
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* *Ausgabe*
+
Die Speicher-Performance kann nach einem fehlgeschlagenen Backup-Job

beeintrachtigt werden.

* *Ursache*

+

Wenn wahrend eines Backups die Microsoft Hyper-V VSS Komponenten eine
Ausnahme aufweisen, bleiben die Cluster Shared Volumes (CSVs)

moéglicherweise im umgeleiteten I/O-Modus, was zu I/0 Overhead und
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potenziellen Engpdssen im Windows Failover Cluster fihrt. Dies kann zu
einer allgemeinen Performance-Verschlechterung fihren, wobei die VMs auf
dem CSV-Modus im umgeleiteten I/0O-Modus die groBten Auswirkungen haben.

* *KorrekturmaBnahmen*

+

Wenden Sie sich an den Microsoft Support, wenn Sie Hilfe bei diesem
Problem benttigen.

[[IDA11589f7d23badclfadc04126d805ed7]]

= SnapInfo Snapshot Kopien wurden geldscht
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* *Ausgabe*
+
SnapManager fir Hyper-V enthdlt keine SnapInfo Snapshot Kopien oder 1&scht

sie.

* *Ursache*

+

Nach der Erstellung eines Datensatz-Backups erstellt SnapManager fur
Hyper-V eine Snapshot Kopie der SnapInfo LUN. SnapInfo Snapshot Kopien
werden nicht geldscht, wenn das Backup geldscht wird. StandardmaRig werden
30 SnapInfo LUN Snapshot Kopien von SnapManager fir Hyper-V aufbewahrt. So
wird die dlteste Kopie durch die neueste Kopie ersetzt, sobald der
Schwellenwert fir 30 Kopien iuberschritten wird.

* *KorrekturmaBnahmen*

+

Sie konnen die Anzahl der SnapInfo Snapshot Kopien konfigurieren, die Sie
flir jeden Hyper-V Host aufbewahren méchten, indem Sie einen der folgenden
Registrierungsschliissel verwenden:

+
Fir Standalone Hyper-V-Hosts: Key:

_I_
"HKLM\ SOFTWARE\NetApp\SnapManager for Hyper-V\Server\<hostname> DWORD
value: snapinfo snaps count (number of SnapInfo Snapshot copies to be
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retained) °

+
Fir geclusterte Hyper-V Hosts (wird auf jedem Node im Cluster
konfiguriert): Schliissel:

_.|_
"HKILM\Cluster\SOFTWARE\NetApp\SnapManager for Hyper-V\Server\<clustername>
DWORD value: snapinfo snaps count (number of SnapInfo Snapshot copies to

be retained)

[[ID0f937668d6dffabd7734e2e24d067c34] ]

= Hoher Speicherverbrauch durch Antivirenldsung
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[role="1lead"]

* *Ausgabe*

+

Virenschutzldsungen auf Dateiebene konnen zu einem hohen Speicherverbrauch
fihren, was zu einem Speicherleck fihren kann.

* *Ursache*

+

Unter bestimmten Bedingungen belegt SnapManager flir Hyper-V mdéglicherweise
eine groBe und stdndig wachsende Menge an Speicher, da eine falsch
konfigurierte Virenschutzldsung die VM-Konfigurationsdateien scannt. Wenn
eine Antivirus-Losung die VM-Konfigurationsdateien scannt, wird ein
_InstanceModificationEvent angezeigt, das die Anderungen beschreibt. Wenn
SnapManager for Hyper-V diese Benachrichtigung erhdlt, wird eine
Aufzahlung von Storage und VMs mit SnapDrive fur Windows ausgeldst. In
einigen Fadllen konnen diese Ereignisse so schnell auftreten, dass sie von
SnapDrive fir Windows nicht verarbeitet werden koénnen, wodurch SnapManager
fir Hyper-V in eine Warteschlange gestellt wird.

* *KorrekturmaRnahmen*
+
SchlieRBen Sie die Scans von VM-Dateien der SnapManager fir Hyper-V von der

Virenschutzldsung aus.
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[[ID7341dbdf57¢c71f44419cd0b43al5b7£f11]]

= Der Speicherplatz, der beim Erstellen von zwei Snapshot Kopien flir jedes
Backup verbraucht wird
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* *Ausgabe*

+

Fir jedes Backup mit Hyper-V Objekten werden zweli Snapshot Kopien
erstellt, was zu Bedenken hinsichtlich des Speicherverbrauchs fihren kann.

NOTE: Dies gilt nur filir applikationskonsistente Backups.

* *Ursache*

+

Microsoft Hyper-V VSS Writer erstellt sowohl VM- als auch
applikationskonsistente Backup-Kopien innerhalb der VMs, wobei die
Applikationen auf VHDs residieren. Zur Erstellung von Software- und VM-
konsistenten Backup-Kopien verwendet VSS den nativen autorecovery-Prozess,
der die VM auf einen Zustand festlegt, der mit der Snapshot Kopie der
Software konsistent ist. Hyper-V VSS Writer kontaktiert jede VM im Backup
und erstellt eine Software-konsistente Snapshot Kopie.

+
Nach der Erstellung der Snapshot Kopien erstellt die Ubergeordnete
Partition eine VSS Snapshot-Kopie der gesamten Festplatte (LUN), die die
VMs beherbergt. Nachdem die Snapshot Kopie der libergeordneten Partition
erstellt wurde, muss VSS die zuvor erstellte Ubergeordnete Partition
mounten und jede der VMs zurlick in den Software-konsistenten Status
verschieben. Alle Anderungen, die nach der Erstellung der Snapshot
Software-Kopie auf den VMs vorgenommen wurden, werden entfernt. Diese
Anderungen an den VHDs missen dauerhaft vorgenommen werden. Da diese
Snapshot Kopien standardmdBig schreibgeschiitzt sind, muss eine neue
Snapshot Kopie angefertigt werden, um die aktualisierten Kopien der VHDs
aufzubewahren. Aus diesem Grund wird eine zweite Snapshot Kopie des Volume
erstellt. Diese Snapshot-Kopie wird mit dem Suffix * Backup*
gekennzeichnet und ist die Backup-Kopie, die bei Restore-Vorgidngen



verwendet wird.

* *KorrekturmaRnahmen*

+

Die beiden Snapshot Kopien werden als Paar betrachtet. Wenn der
Aufbewahrungszeitraum fliir das Backup endet, werden beide Snapshot Kopien
geldscht. Die erste Snapshot Kopie sollten Sie nicht manuell 1&schen, da
sie flir Wiederherstellungen erforderlich ist.

_.|_

Microsoft VSS unterstitzt die Sicherung von VMs nur auf dem Host, dem das
Cluster Shared Volume (CSV) gehort. Dadurch lassen sich die CSV-
Eigentumsrechte zwischen den Nodes verschieben, um Backups der VMs auf

jedem Host im Cluster zu erstellen.

+
Bei der Sicherung von CSV erstellt SnapManager fir Hyper-V pro Host im
Cluster zweil Snapshot Kopien, auf denen eine VM iber diesen CSV lauft. Das
heiBt, wenn Sie 15 VMs auf einem einzelnen CSV sichern und diese VMs
gleichméaBig auf drei Hyper-V Server aufgeteilt sind, gibt es insgesamt
sechs Snapshot-Kopien pro Backup.

[[IDa%9aceb2656c869026e5eabl726ebb5e5f] ]

= SnapDrive SDDiscoveryFileSystemListInfo die Antwort ist beim Backup Null
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* *Ausgabe*

+

Sie erhalten den Fehler "“SnapDrive SDDiscoveryFileSystemListInfo response
is null while backing up .

* *Ursache*

+

Diese Meldung tritt auf, wenn der SnapInfo-Standort, an den Sie sichern,
nicht verfligbar ist.

* *Korrekturmalnahmen*
_.|_

Uberpriifen Sie, ob der SnapInfo-Speicherort vorhanden ist und verfiigbar
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ist. Wenn sich der Speicherort gedndert hat, fihren Sie den
Konfigurationsmanager erneut aus, um den neuen Speicherort anzugeben.
Versuchen Sie es erneut.

*Verwandte Informationen*

xref:{relative path}task-set-up-a-snapinfo-lun.adoc[Einrichten einer
SnapInfo LUN]

[ [ID5b5ab29%9e26fc02c851cd49¢c94240£14d] ]

= Fehler: VSS Requestor - Sicherungskomponenten fehlgeschlagen
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* *Nachricht*

+

Die folgende Fehlermeldung wird im Bericht SnapManager for Hyper-V und im
Windows-Ereignisprotokoll angezeigt: “Error: Vss Requestor - Backup
Components failed. Writer Microsoft Hyper-V VSS Writer involved in backup
or restore encountered a retryable error. Writer returned failure code
0x800423f3. Writer state is XXX. For more information, see the Hyper-v-
VMMS event log in the Windows Event Viewer.

* *Beschreibung*

+

Wenn Sie einen VSS-Fehler erhalten, der dazu fihrt, dass Ihr
applikationskonsistentes Backup fehlschlédgt, versucht SnapManager fur
Hyper-V das Backup dreimal mit einer Wartezeit von einer Minute zwischen
jedem Versuch erneut.

* *KorrekturmaBnahmen*

+

Sie konnen die Anzahl der Wiederholungen (Anzahl der Wiederholversuche)
und die Wartezeit zwischen den Wiederholungen (Wiederholungsintervall) mit

dem folgenden Registrierungsschlissel konfigurieren:

_.|_

"Key: HKLM\System\CurrentControlSet\Services\OnCommandHyperV\Parameters
DWORD value in seconds: vss retry sleep (The time duration to wait between
retries) DWORD value: vss retry (Number of retries)"
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+
Diese Einstellungen befinden sich auf Hyper-V Hostebene, und die Tasten
und Werte sollten fir jede virtuelle Maschine auf dem Hyper-V Host
festgelegt werden. Wenn die Virtual Machine geclustert ist, sollten die
Schlissel fiir jeden Knoten im Cluster festgelegt werden.

+
Sie miissen SnapManager fiir Hyper-V neu starten, nachdem Sie Anderungen an
diesen Registrierungsschliisseln vorgenommen oder diese hinzugefiigt haben.

[[ID82a7aa%b8clcod43c2e2f5f7fa5delb8d] ]

= VSS Requestor - Sicherungskomponenten fehlgeschlagen. Eine erwartete
Festplatte ist nicht im System vorhanden
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* *Ursache*

+

Diese Meldung tritt auf, wenn Sie einen Datensatz mit SnapManager fur
Hyper-V sichern und die folgende Fehlermeldung im Windows-
Anwendungsereignisprotokoll auf dem Hyper-V-Host angezeigt wird.

+
[listing]

A Shadow Copy LUN was not detected in the system and did not

arrive.
LUN ID guid
Version 0x0000000000000001
Device Type 0x0000000000000000

Device TypeModifier 0x0000000000000000
Command Queueing 0x0000000000000001

Bus Type 0x0000000000000006

Vendor Id vendor

Product Id LUN

Product Revision number

Serial Number serial number
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Storage Identifiers
Version 0
Identifier Count 0

Operation:
Exposing Disks
Locating shadow-copy LUNs
PostSnapshot Event
Executing Asynchronous Operation

Context:
Execution Context: Provider
Provider Name: Data ONTAP VSS Hardware Provider
Provider Version: 6. 1. 0. 4289
Provider ID: {ddd3d232-a96f-4ac5-8f7b-250£d91fd102}
Current State: DoSnapshotSet
* *KorrekturmaBnahmen*
+

Datensatz-Backup erneut versuchen.

[[IDc5690f2ebfb8670618£22acd25326d381] 1]

= VSS Requestor - Sicherungskomponenten fehlgeschlagen mit partiellem

Schreibfehler
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* *Nachricht*

+

[listing]

Error: Vss Requestor - Backup Components failed with partial
writer error.

Writer Microsoft Hyper-V VSS Writer involved in backup or restore
operation reported partial failure. Writer returned failure code
0x80042336. Writer state is 5.

Application specific error information:



Application error code: 0xl1

Application error message: -

Failed component information:

Failed component: VM GUID XXX
Writer error code: 0x800423f3
Application error code: 0x8004230f
Application error message: Failed to revert to VSS snapshot on the
virtual hard disk 'volume guid' of the virtual machine 'vm name'.
(Virtual machine ID XXX)

+
Die folgenden Fehler werden im Windows-Anwendungsereignisprotokoll auf dem
Hyper-V-Host angezeigt:

+

[listing]

Volume Shadow Copy Service error: Unexpected error calling routine
GetOverlappedResult. hr = 0x80070057, The parameter is incorrect.

Operation:
Revert a Shadow Copy

Context:
Execution Context: System Provider

Volume Shadow Copy Service error: Error calling a routine on a Shadow
Copy Provider

{b5946137-7b9f-4925-af80-51abd60b20d5}. Routine details
RevertToSnapshot

[hr = 0x80042302, A Volume Shadow Copy Service component encountered
an unexpected

error.

Check the Application event log for more information.].

Operation:
Revert a Shadow Copy

Context:

Execution Context: Coordinator
* *Beschreibung*
+
Diese Meldung wird angezeigt, wenn ein applikationskonsistentes Backup
eines Datensatzes durchgefihrt wird. Dieser Fehler fihrt dazu, dass das
Backup fir einige der virtuellen Maschinen im Datensatz fehlschlagt.
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* *KorrekturmaRnahmen*

+

** Datensatz-Backup erneut versuchen.

** Wenn der Versuch einer Wiederholung fehlschlagt, teilen Sie den
Datensatz in zweli Datensadtze auf, sodass alle VMs, deren Backup
fehlgeschlagen ist, in einem einzelnen Datensatz abgelegt werden und alle
anderen VMs in einen anderen Datensatz eingefligt werden. Fihren Sie dann

die Sicherung erneut aus.

[[ID297d182782d586a6f12c52160d57ecbl]]

= VSS gibt wahrend der NAS-Sicherung Fehler gegen Microsoft iSCSI Target
VSS Hardware Provider aus
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* *Ausgabe*
+
Wahrend eines NAS-Backups konnen folgende Fehler auftreten:

+

"Vss Requestor - Backup Components failed. Failed to add volume [example]
to snapshot set. The shadow copy provider had an unexpected error while
trying to process the specified operation.

_I_
"Volume Shadow Copy Service error: Error creating the Shadow Copy Provider
COM class with CLSID [example]. Access 1is denied.’

* *Ursache*

+

Diese Fehler treten bei einem applikationskonsistenten NAS-Backup auf. NAS
Backup schlédgt nicht fehl, aber VSS protokolliert einige Fehler im
Zusammenhang mit Microsoft iSCSI Target VSS Hardware Provider.

* *KorrekturmaBnahmen¥*
_I_
Die Sicherung ist nicht fehlgeschlagen. Sie kénnen diese Fehler ohne

Bedenken ignorieren.
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[[ID92a71dd974c89461267c9cdef019flbe]]

= VSS Requestor - Sicherungskomponenten fehlgeschlagen. Fehler beim Aufruf
von ,Snapshot-Satz beibehalten™.
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* *Fehlerx*

+

"Vss Requestor - Backup Components failed. Failed to call keep snapshot
set. Reason Index and count must refer to a location within the string.

* *Beschreibung*

+

Dieser Fehler tritt auf, wenn sich VMs in einem Sicherungsauftrag auf
einer Storage Virtual Machine und auf einem CIFS-Server mit demselben
Namen befinden.

* *Korrekturmalnahmen*
+

Fir diese Version nicht verfiligbar.

* * Fehlerbeispiel*
+

Erstellen Sie eine Storage Virtual Machine und einen CIFS-Server mit
dem gleichen Namen, z. B. , testl ™.

Fligen Sie den testl-Namen mit beiden IP-Adressen zum DNS hinzu.

Installieren Sie auf einem Windows Server 2012 Host SnapManager fir
Hyper-V und erstellen Sie einige VMs unter Verwendung der CIFS Shares aus
testl.

Erstellen Sie eine Backup-Kopie, die diese VMs enthalt.

Beachten Sie, dass der Backupjob mit dem Fehler fehlschldgt: “Backup
Components failed. Failed to call keep snapshot set. Reason Index and
count must refer to a location within the string.’

[[ID33bc020£44b2£5981lecd27cbe618b940] ]
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= MBR LUNs werden in SnapManager fir Hyper-V nicht unterstiitzt
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* *Ausgabe*

+

SnapManager fir Hyper-V unterstitzt keine MBR LUNs fir Virtual Machines,
die auf gemeinsam genutzten Volumes oder Cluster Shared Volumes laufen.

* *Ursache*

+

Ein Microsoft API-Problem gibt verschiedene Volume-GUIDs zuriick, wenn sich
die Eigentimerschaft der Festplatten des Cluster-Volumes &andert. Die
Volume-GUID ist nicht mit der GUID in der Eigenschaft der Cluster-
Festplattenressource identisch. Dieses Problem gilt auch fir Virtual
Machines, die durch Microsoft Failover Clustering hochverfiigbar gemacht

werden.

* *KorrekturmaBnahmen¥*
+
Weitere Informationen finden Sie in der Microsoft Knowledge Base.

[[ID451e0362194697617e7482647£10070c] 1]

= Die Sicherung schldgt fehl, nachdem Sie eine virtuelle Maschine aus
Hyper-V Manager entfernt haben

rallow-uri-read:

:icons: font

:relative path: ./

:imagesdir: {root path}{relative path}./media/

* *Ausgabe*

+

Nachdem Sie eine Hyper-V Virtual Machine (VM) aus Hyper-V Manager entfernt
haben, schlagen Backup-Vorgédnge fehl, wenn Sie den mit der VM verknilpften

Datensatz nicht aktualisieren.
* *Ursache*

_.|_
Dieses Problem tritt auf, wenn Sie eine Hyper-V VM aus Hyper-V Manager

86



entfernen und einen Backup versuchen, ohne den Datensatz zu &dndern.
AuBerdem missen Sie, wenn Sie eine VM neu erstellen, den Datensatz &dndern.
SnapManager fur Hyper-V erstellt Datensatze auf der Grundlage der VM-ID
(GUID) . Die Sicherung schlagt fehl, wenn eine VM geldscht, entfernt oder
neu erstellt wird und eine neue GUID erstellt wird. Dies 10st zwar nicht
den Ausfall des gesamten Backup-Prozesses aus, wenn eine VM geldscht und
dann mit demselben Namen erneut erstellt wird, wird diese jedoch nicht
automatisch durch SnapManager fiir Hyper-V geschiitzt

* *KorrekturmaRnahmen*

+

Entfernen Sie die VM aus der Datensatzliste der VMs und figen Sie alle neu
erstellten VMs dem Datensatz hinzu.

*Verwandte Informationen*

xref:{relative path}concept-configure-datasets.adoc[Datensatze

konfigurieren]

xref:{relative_path}task—modify—a—dataset.adoc[Andern eines Datensatzes]

[[ID742fb4e5bb744770fbba39f3d0fac7c5]]

= Einige Arten von Backup-Fehlern fiihren nicht zu einem teilweisen Backup-
Fehler
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* *Ausgabe*

+

Wenn eine Virtual Machine in einem Datensatz einen Fehler hat, schlieBt
SnapManager fir Hyper-V das Datensatz-Backup nicht erfolgreich ab, und in
einigen Szenarien kommt es nicht zu einem teilweisen Ausfall. In diesen

Situationen f&llt das gesamte Datensatz-Backup aus.

* *Beispiel*

+

In einem Szenario, in dem ein Storage-System-Volume die maximal 255
Snapshot Kopien tUlberschreitet, erzeugt SnapManager fir Hyper-V einen
partiellen Ausfall, obwohl das Problem mit einer Untermenge an Virtual
Machines des Datensatzes verbunden ist.
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* *KorrekturmaBnahmen*

+

Um den Sicherungsvorgang erfolgreich abzuschlieBen, miissen Sie die
virtuelle Maschine, die das Problem hat, beheben. Ist dies nicht méglich,
kénnen Sie die virtuelle Maschine voribergehend aus dem Datensatz
entfernen oder einen Datensatz erstellen, der nur virtuelle Maschinen
enthdlt, die kein Problem haben.

[[ID8902d694d96d5145e3cedb776a4710261] 1]

= Fehler wiederherstellen nach dem Umbenennen des Storage-System-Volumes
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* *Nachricht*
+
"Some of the storage system snapshots required to restore the VM are

missing or inconsistent.’

* *Beschreibung*

+

Wenn Storage System-Volumes umbenannt werden, konnen Sie eine Virtual
Machine (VM) nicht aus seinem Backup wiederherstellen, das vor dem

Umbenennen von Volumes erstellt wurde.

* *KorrekturmalRnahmen*

+

Wenn Storage System-Volumes umbenannt werden und eine VM aus einem Backup
wiederhergestellt werden muss, das vor dem Umbenennen von Volumes erstellt
wurde, dann gehen Sie folgendermaBen vor:

+
** Stellen Sie beim Wiederherstellen einer VM aus MMC sicher, dass die
Option ,Snapshot-Uberpriifung aktivieren“ auf der Seite
*Wiederherstellungsoptionen* des Assistenten deaktiviert ist.

** Stellen Sie beim Wiederherstellen einer VM mit PowerShell sicher, dass

- 'DisableVerifySnapshot®™ Der Parameter wurde angegeben.
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[[IDB064ef5e93661d5aable96dadfobal87] ]

= Wiederherstellung aus einem Backup nach Failback
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[role="1lead"]

* *Ausgabe*

+

Wenn Sie ein Failover und ein Failback durchfihren, sind Sie vor dem
Failover moglicherweise nicht in der Lage, die VMs an Ihrem primdren
Standort aus einem Backup wiederherzustellen, das am selben priméren
Standort erstellt wurde.

* *Ursache*

+

Bei der Uberprifung von Snapshot Kopien werden Volume GUIDs verwendet.
Anderungen der GUIDs nach der Disaster Recovery.

* *KorrekturmaBnahmen*

+

Sie koénnen die Option Snapshots ilberprifen iber PowerShell oder den
Wiederherstellungsassistenten deaktivieren:

+
** Deaktivieren Sie die Option ,Snapshot-Uberpriifung aktivieren“ auf der

Seite *Wiederherstellungsoptionen* des Assistenten zur Wiederherstellung.

** Stellen Sie mithilfe von PowerShell sicher, dass -
‘DisableVerifySnapshot™ Der Parameter wurde angegeben.

*Verwandte Informationen*
xref:{relative path}task-restore-a-virtual-machine-from-a-backup-

copy.adoc[Wiederherstellen einer virtuellen Maschine aus einer Backup-
Kopie]

[[IDal357600b68cledae9f60a017047fbee] ]
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= Der Web Service Client-Kanal kann beim Aktualisieren des Datensatzes auf
den neuen Knoten keine Verbindung herstellen
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* *Ausgabe*
+
Wenn ein Webdienstclient nicht explizit gestartet wird, wird die

Verbindung zu SnapManager fir Hyper-V nicht hergestellt

* *Ursache*

+

SnapManager filr Hyper-V startet einen Client-Channel filir Webdienste nicht
mehr automatisch. Wenn der Web Service Client-Kanal beim Aktualisieren
eines Datensatzes auf einen neuen Knoten keine Verbindung herstellen kann,
kann dies aus einem der folgenden Griinde liegen:

+

** Webservices wurden nicht gestartet.

** SnapManager fir Hyper-V ist nicht installiert.
** Der Web Services-Host ist nicht verfigbar.

* *KorrekturmaBnahmen*

+

Um dieses Verhalten zu korrigieren, stellen Sie sicher, dass Sie die
folgenden Aufgaben ausgefihrt haben:

+

** Starten Sie Web Services.

** Installieren Sie SnapManager fir Hyper-V.
** Starten Sie den Web Services-Host neu.

[[IDal55c9ef4deefco8523caall396ffbef9] ]

= Datensdtze werden nicht automatisch auf neue Knoten in einem Windows
Failover Cluster repliziert
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* *Ausgabe*
+
Nach dem Hinzufligen neuer Knoten zu einem Windows Failover Cluster werden

Datensdtze nicht automatisch auf den neuen Knoten lbertragen.

* *Ursache*

+

Beim Hinzufigen neuer Knoten zu einem Windows Failover Cluster repliziert
SnapManager fir Hyper-V die vorhandenen Datensdtze nicht automatisch auf
die neuen Knoten im Cluster.

* *KorrekturmaBnahmen*

+

Fiihren Sie den Anderungsdatensatz-Assistenten aus und klicken Sie auf der
Seite ,Basisdetails™ auf *Terminierungsrichtlinien fir alle
Datensatzknoten aktualisieren*.

_.|_
Dieser Assistent muss fir jeden Datensatz mit Virtual Machines ausgefihrt

werden.

*Verwandte Informationen*

xref:{relative_path}task—modify—a—dataset.adoc[Andern eines Datensatzes]

[[ID4665f74ae9%9a7b8d72ccaccb6d88b91e5] ]

= Fehler 1935. Beil der Installation der Baugruppenkomponente ist ein
Fehler aufgetreten
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* *Nachricht*

+

"Error 1935. An error occurred during the installation of assembly
component \{2A030FEB-29B5-314B-97B5-ED38673CC885}. HRESULT: 0x80070BC9."

* *Beschreibung*
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+

Diese Meldung erscheint, wenn das Installationsprogramm fiir SnapManager
fir Hyper-V aufgrund eines nicht neu gestartet wird, nachdem Sie Microsoft
Hotfixes installiert oder deinstalliert haben.

* *KorrekturmaRnahmen*

+

Starten Sie Thren Computer neu, und fihren Sie das SnapManager fir Hyper-
V-Installationsprogramm erneut aus.

[[IDOafee69cl8fecfd20f8efeac0a87382a]]

= Backup-Jobs, die mehr als 15 CSVs aus demselben Storage-System
beinhalten, koénnten fehlschlagen
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* *Ausgabe*

+

SnapManager filir Hyper-V Backup-Jobs, die mehr als 15 Cluster Shared
Volumes (CSVs) aus dem gleichen Storage-System beinhalten, schlagen mit
dem folgenden Fehler fehl:

+
[listing]

Failed to rename the Snapshot copy of the LUN to the new Snapshot copy
name.

Error code: The attempt to get the named attribute for the LUN on the
storage system failed.

Error code: 13057.

Error description: An error occurred in the reception and processing of
the API reply from the appliance.

* *Ursache*

+

Dies ist eine Einschrankung, die durch Data ONTAP verursacht wird, um eine
Speicherung von Systemressourcen zu verhindern. Die Beschradnkung von 15
LUNs gilt nur, wenn alle LUNs zum selben Storage-System gehOren. Wenn ein
Backup Datensatz erstellt wird, so dass nicht mehr als 15 CSVs von einem



Speichersystem betroffen sind, dann tritt dieses Problem nicht auf.

* *KorrekturmaRnahmen*

+

Wenn Sie ein Backup mit mehr als 15 LUNs aus demselben Storage-System
durchfiihren méchten, erstellen Sie mehrere Datensdtze, um diesen Ausfall

zu vermeiden.

[[ID3871el0fcl4e7c8f590431£601921185]]

= Entweder sind die angegebenen VMs nicht vorhanden oder koénnen nicht
online gesichert werden
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* *Nachricht*
+
"Either the specified VM(s) are not present or they cannot be backed up

online’

* *Beschreibung*

+

Ein Grund daflir ist, dass diese Meldung auftritt, wenn
applikationskonsistente Backups fehlschlagen, wenn die GroBe der Pass-
Through-Festplatte auf der VM weniger als 300 MB betrdgt. Ihr
Fehlerprotokoll dhnelt dem folgenden Beispiel:

+
[listing]

Log Name: Application

Source: SnapMgrServiceHost
Date: 11/12/2012 12:24:28 PM
Event ID: 106

Task Category: Backup Event

Level: Error

Keywords: Classic

User: N/A

Computer: defiantl6.wak-ga.com
Description:

SnapManager for Hyper-V backup failed to complete
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Backup Failed for the following VM(s) since it cannot be backedup online
or No VM to be found for backup

VM Name: demovm-0
+
Es gibt keine anderen Fehlermeldungen filir Anwendungen oder Systeme, die
den Fehler anzeigen.

* *KorrekturmaBnahmen*

+

Sie konnen entweder die GroRe des Pass-Through-Laufwerks auf grdébBer als
300 MB oder die Sicherung mit der Option Speichern der VM-Sicherung
zulassen aktiviert ausfihren.

NOTE: Diese KorrekturmaBnahme steht sowohl in SAN- als auch in NAS-
Umgebungen zur Verfigung.

* *Nachricht*

+

"Either the specified VM(s) are not present or they cannot be backed up
online’

* *Beschreibung*

+

Ein zweiter Grund, warum diese Meldung auftritt, ist, dass Windows kein
Online-Backup dieses Systems durchfihren kann, da die Option ,Snapshot mit
dem Umfang von Hyper-V VMs"“ aktiviert ist. Im Umfang enthaltene Snapshots
werden hauptsdchlich von geschéaftskritischen Windows Updates verwendet.

* *KorrekturmaBnahmen*

+

Sie missen das deaktivieren "~ scoped snapshots’™ Option durch Erstellen
einer DWORD °ScopeSnapshots’™ Parameter mit Wert 0 in:

+
"HKEY LOCAL MACHINE\SOFTWARE\Microsoft\WindowsNT\CurrentVersion\SystemRest
ore\’

NOTE: Diese KorrekturmaBnahme steht sowohl in SAN- als auch in NAS-
Umgebungen zur Verfigung.



[[ID8fd2afeeelea72d2ee300d540958edbe] ]

= Der erforderliche Hotfix KB2263829 kann auf einigen Plattformen nicht
installiert werden

rallow-uri-read:
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* *Ausgabe*

+

Bei der Installation von SnapManager filir Hyper-V kann der Versuch, den
Hotfix KB2263829 zu installieren, bei Windows Server 2008 R2 SP1
fehlschlagen. Das Installationsprogramm gibt an, dass der Hotfix fir
diesen Server nicht anwendbar ist.

* *Ursache*
_.|_

Der Hotfix wird fir Ihre Plattform nicht unterstitzt.

* *KorrekturmaBnahmen¥*

+

Offnen Sie einen Support-Fall bei Microsoft und beheben Sie das Problem
mit Microsoft.

[[ID7c8fb851c5d6286093ace76fbb0314a6]]

= Backup-Fehler mit dem Fehler ,Shadow Copy Creation is already in
progress™“
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* *Nachricht*

_.|_

[listing]

SnapManager for Hyper-V backup failed to complete
Backup of the Dataset Name: example
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Backup id: clbb4b28-c76c-4001-85fd-ffdfdb5737c9 failed to execute

Error: Vss Requestor - Backup Components failed. Failed to add volume
\\CIFS USER SER\USER SHARE2\ to snapshot set. Another shadow copy creation
is already in progress. Wait a few moments and try again.

* *Beschreibung*

+

Dieses Problem tritt auf, weil ein vorheriges Backup nicht abgebrochen
wird und noch aktiv ist. Verwenden Sie den folgenden Befehl, um die
aufgefiihrten Eintrdge zu iberpriifen: “cifs share show -shadowcopy’

* *Korrekturmalnahmen*
+

Brechen Sie den vorherigen Backup-Job ab, und versuchen Sie den Vorgang
erneut.

:leveloffset: -1

[[ID860184d9ab9%e75e8803ec3edc20ccf771]]

= Rechtliche Hinweise
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[role="1lead"]
Rechtliche Hinweise ermdglichen den Zugriff auf Copyright-Erklarungen,
Marken, Patente und mehr.

== Urheberrecht

link:https://www.netapp.com/company/legal/copyright/["https://www.netapp.c
om/company/legal/copyright/""]

== Marken

NetApp, das NETAPP Logo und die auf der NetApp Markenseite aufgefiihrten



Marken sind Marken von NetApp Inc. Andere Firmen- und Produktnamen konnen
Marken der Jjeweiligen Eigentimer sein.

link:https://www.netapp.com/company/legal/trademarks/["https://www.netapp.
com/company/legal/trademarks/""]

== Patente
Eine aktuelle Liste der NetApp Patente finden Sie unter:

link:https://www.netapp.com/pdf.html?item=/media/11887-
patentspage.pdf ["https://www.netapp.com/pdf.html?item=/media/11887-
patentspage.pdf" "]

== Datenschutzrichtlinie

link:https://www.netapp.com/company/legal/privacy-
policy/["https://www.netapp.com/company/legal/privacy-policy/""]

== Open Source

In den Benachrichtigungsdateien finden Sie Informationen zu Urheberrechten
und Lizenzen von Drittanbietern, die in der NetApp Software verwendet
werden.

https://library.netapp.com/ecm/ecm download file/ECMLP2844899["Hinweis zu
SnapManager fir Hyper-V 2.1.4""]

:leveloffset: -1

<<

*Copyright-Informationen*

Copyright © 2025 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA.
Dieses urheberrechtlich geschiitzte Dokument darf ohne die vorherige
schriftliche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel - weder grafische noch elektronische oder mechanische,
einschlieBlich Fotokopieren, Aufnehmen oder Speichern in einem
elektronischen Abrufsystem - auch nicht in Teilen, vervielfdltigt werden.
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Software, die von urheberrechtlich geschiitztem NetApp Material abgeleitet
wird, unterliegt der folgenden Lizenz und dem folgenden
Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR
VERFUGUNG GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE
GEWAHRLEISTUNG, EINSCHLIESSLICH, JEDOCH NICHT BESCHRANKT AUF DIE
STILLSCHWEIGENDE GEWAHRLEISTUNG DER MARKTGANGIGKEIT UND EIGNUNG FUR EINEN
BESTIMMTEN ZWECK, DIE HIERMIT AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT
KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE, ZUFALLIGE, BESONDERE,
BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH, JEDOCH NICHT
BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER -DIENSTLEISTUNGEN,
NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF
WELCHER HAFTUNGSTHEORIE STIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER
HAFTUNG, VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG
(EINSCHLIESSLICH FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER
WEISE AUS DER NUTZUNG DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE
MOGLICHKEIT DERARTIGER SCHADEN HINGEWIESEN WURDE.

NetApp behdlt sich das Recht vor, die hierin beschriebenen Produkte
jederzeit und ohne Vorankiindigung zu adndern. NetApp Ubernimmt keine
Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdriicklich in
schriftlicher Form zugestimmt. Die Verwendung oder der Erwerb dieses
Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp
dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere
US-amerikanische Patente, auslandische Patente oder anhéngige
Patentanmeldungen geschitzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS“: Nutzung, Vervielfdltigung oder
Offenlegung durch die US-Regierung unterliegt den Einschradnkungen gemal
Unterabschnitt (b) (3) der Klausel ,Rights in Technical Data -
Noncommercial Items“ in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-
19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt
und/oder einen kommerziellen Service (wie in FAR 2.101 definiert) und sind
Eigentum von NetApp, Inc. Alle technischen Daten und die Computersoftware
von NetApp, die unter diesem Vertrag bereitgestellt werden, sind
gewerblicher Natur und wurden ausschlieRlich unter Verwendung privater
Mittel entwickelt. Die US-Regierung besitzt eine nicht ausschlieBliche,



nicht dbertragbare, nicht unterlizenzierbare, weltweite, limitierte
unwiderrufliche Lizenz zur Nutzung der Daten nur in Verbindung mit und zur
Unterstitzung des Vertrags der US-Regierung, unter dem die Daten
bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders
angegeben, dirfen die Daten ohne vorherige schriftliche Genehmigung von
NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt, gedndert,
aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung filr
das US-Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-
7015 (b) (Februar 2014) genannten Rechte beschrankt.

*Markeninformationen*

NETAPP, das NETAPP Logo und die unter

link:http://www.netapp.com/TM\ [http://www.netapp.com/TM"] aufgefihrten
Marken sind Marken von NetApp, Inc. Andere Firmen und Produktnamen konnen
Marken der jeweiligen Eigentimer sein.
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