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Durchfuhren des Upgrades

Die Seite Software-Upgrade fuhrt Sie durch den Prozess des Uploads der erforderlichen
Datei und des Upgrades aller Grid-Knoten in Inrem StorageGRID-System.

Was Sie benétigen
Sie kennen Folgendes:

+ Sie missen alle Grid-Nodes fir alle Datacenter-Standorte vom primaren Admin-Node mithilfe des Grid
Manager aktualisieren.

« Zur Erkennung und Behebung von Problemen kénnen Sie die Vorabprifungen manuell durchfiihren, bevor
Sie das tatsachliche Upgrade starten. Die gleichen Vorabprifungen werden durchgefihrt, wenn Sie das
Upgrade starten. Durch eine Vorabprifung der Fehler wird der Upgrade-Prozess gestoppt und es kann
erforderlich sein, dass der technische Support einbezogen wird, um das Problem zu I6sen.

* Wenn Sie das Upgrade starten, wird der primare Admin-Node automatisch aktualisiert.

* Nachdem der primare Admin-Node aktualisiert wurde, kénnen Sie auswahlen, welche Grid-Nodes als
Nachstes aktualisiert werden sollen.

+ Sie mussen alle Grid-Nodes in lhrem StorageGRID System aktualisieren, um das Upgrade abzuschlieRen.
Aber Sie kdnnen einzelne Grid-Nodes in beliebiger Reihenfolge aktualisieren. Sie kdnnen einzelne Grid-
Nodes, Gruppen von Grid-Nodes oder alle Grid-Nodes auswahlen. Sie kdnnen den Vorgang der Auswabhl
von Grid-Nodes so oft wie nétig wiederholen, bis alle Grid-Nodes an allen Standorten aktualisiert werden.

* Wenn das Upgrade auf einem Grid-Node startet, werden die Services auf diesem Node angehalten. Spater
wird der Grid-Node neu gebootet. Genehmigen Sie das Upgrade fir einen Grid-Node nicht, es sei denn,
Sie sind sicher, dass der Node bereit ist, angehalten und neu gebootet zu werden.

* Wenn alle Grid-Knoten aktualisiert wurden, sind neue Funktionen aktiviert und Sie konnen den Betrieb
wieder aufnehmen. Sie missen jedoch warten, bis der Hintergrund Upgrade Database Task und die
Aufgabe Final Upgrade Steps abgeschlossen sind.

» Sie miUssen das Upgrade auf derselben Hypervisor-Plattform, mit der Sie begonnen haben, durchfiihren.

Schritte
1. "Linux: Installieren des RPM- oder DEB-Pakets auf allen Hosts"

2. "Starten des Upgrades"
3. "Aktualisieren der Grid-Nodes und Abschliel3en des Upgrades"

4. "Erhdhen der Einstellung fur reservierten Speicherplatz fur Metadaten"

Verwandte Informationen

"StorageGRID verwalten"

"Schatzung der Zeit fir die Durchfihrung eines Upgrades"

Linux: Installieren des RPM- oder DEB-Pakets auf allen
Hosts

Wenn StorageGRID Nodes auf Linux-Hosts bereitgestellt werden, missen auf jedem
dieser Hosts ein zusatzliches RPM oder DEB-Paket installiert werden, bevor Sie das
Upgrade starten.


https://docs.netapp.com/de-de/storagegrid-115/admin/index.html
https://docs.netapp.com/de-de/storagegrid-115/upgrade/estimating-time-to-complete-upgrade.html

Was Sie bendtigen

Sie mussen eine der folgenden Komponenten heruntergeladen haben . tgz Oder . zip Dateien von der
NetApp Downloads Seite fur StorageGRID.

@ Verwenden Sie die . zip Datei, wenn Windows auf dem Service-Laptop ausgefihrt wird.

Linux Plattform Zusatzliche Datei (eine auswahlen)
Red hat Enterprise Linux oder * StorageGRID-Webscale-version-RPM-uniqueID.zip
CentOS

°* StorageGRID-Webscale-version-RPM-uniqueID.tgz

Ubuntu oder Debian * StorageGRID-Webscale-version-DEB-uniquelID.zip

* StorageGRID-Webscale-version-DEB-uniqueID.tgz

Schritte
1. Extrahieren Sie die RPM- oder DEB-Pakete aus der Installationsdatei.

2. Installieren Sie die RPM- oder DEB-Pakete auf allen Linux-Hosts.

Lesen Sie die Schritte zum Installieren von StorageGRID-Hostservices in den Installationsanweisungen flr
Ihre Linux-Plattform.

"Installieren Sie Red hat Enterprise Linux oder CentOS"
"Installieren Sie Ubuntu oder Debian"

Die neuen Pakete werden als zusatzliche Pakete installiert. Entfernen Sie die vorhandenen Pakete nicht.

Starten des Upgrades

Wenn Sie bereit sind, das Upgrade auszufuhren, wahlen Sie die heruntergeladene Datei
aus, und geben Sie die Provisionierungs-Passphrase ein. Als Option kdnnen Sie die
Upgrade-Vorabprifungen durchfuihren, bevor Sie das tatsachliche Upgrade durchflhren.

Was Sie bendtigen

Sie haben alle Uberlegungen gepriift und alle Schritte unter durchgefiihrt "Planung und Vorbereitung von
Upgrades".

Schritte
1. Melden Sie sich Uber einen unterstitzten Browser beim Grid Manager an.

2. Wahlen Sie Wartung System Software-Update.
Die Seite Software-Aktualisierung wird angezeigt.
3. Wahlen Sie StorageGRID-Upgrade.

Die Seite StorageGRID-Upgrade wird angezeigt und zeigt Datum und Uhrzeit des zuletzt abgeschlossenen
Upgrades an, es sei denn, der primare Admin-Node wurde neu gestartet oder die Management-AP| wurde
seit der Durchflihrung des Upgrades neu gestartet.


https://docs.netapp.com/de-de/storagegrid-115/rhel/index.html
https://docs.netapp.com/de-de/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/de-de/storagegrid-115/upgrade/upgrade-planning-and-preparation.html
https://docs.netapp.com/de-de/storagegrid-115/upgrade/upgrade-planning-and-preparation.html

4. Wahlen Sie die aus .upgrade Heruntergeladene Datei.

a. Wahlen Sie Durchsuchen.

b. Datei suchen und auswahlen: NetApp StorageGRID version Software uniquelD.upgrade
c. Wahlen Sie Offen.

Die Datei wird hochgeladen und validiert. Wenn der Validierungsprozess abgeschlossen ist, wird neben
dem Dateinamen der Aktualisierungsdatei ein griines Hakchen angezeigt.

5. Geben Sie die Provisionierungs-Passphrase in das Textfeld ein.

Die Schaltflachen Run Prechecks und Start Upgrade werden aktiviert.

StorageGRID Upgrade
Before starting the upgrade process, you must confirm that there are no active alerts and that all grid nodes are online and available.
Aifter uploading the upgrade file, click the Run Prechacks button to detect problems that will prevent the upgrade from starting. These prechecks

also run when you start the upgrade.

Upgrade file

Upgrade file Browse NetApp_StorageGRID_11.5.0_Software_20210407.2135.82126f1

Upgrade Version StorageGRID® 11.5.0

Passphrase

Provisioning Passphrase seeanad ‘

Run Prechecks | Start Upgrade:

6. Wenn Sie den Zustand lhres Systems vor dem eigentlichen Upgrade validieren méchten, wahlen Sie
Prechecks ausfiihren. Losen Sie dann alle Fehler, die vor der Prifung gemeldet werden.

Wenn Sie benutzerdefinierte Firewall-Ports gedffnet haben, werden Sie wahrend der
@ Vorabprifung-Validierung benachrichtigt. Bevor Sie das Upgrade durchflihren, missen Sie
sich an den technischen Support wenden.

Die gleichen Vorabprifungen werden durchgefiihrt, wenn Sie Upgrade starten auswahlen.
@ Durch die Auswahl von Vorpriifungen ausfiihren kénnen Sie Probleme erkennen und
beheben, bevor Sie das Upgrade starten.

7. Wenn Sie bereit sind, das Upgrade auszufiihren, wahlen Sie Upgrade starten.

Es wird eine Warnung angezeigt, die Sie daran erinnert, dass die Verbindung lhres Browsers beim
Neustart des primaren Admin-Knotens unterbrochen wird. Wenn der primare Admin-Node wieder verfigbar
ist, missen Sie den Cache lhres Webbrowsers I6schen und die Seite Software-Upgrade neu laden.



A Connection Will be Temporarily Lost

During the upgrade, your browser's connection to StorageGRID will be lost tempararily when the
primary Admin Mode is rebooted.

Attention: You must clear your cache and reload the page before starting to use the new
version. Otherwise, StorageGRID might not respond as expected.

Are you sure you want to start the upgrade process?

8. Wahlen Sie * OK*, um die Warnung zu bestatigen und den Aktualisierungsvorgang zu starten.
Wenn das Upgrade beginnt:

a. Die Upgrade-Vorabprifungen werden durchgefihrt.

CD Wenn Fehler bei der Vorpriifung gemeldet werden, beheben Sie diese und wahlen Sie
erneut Upgrade starten.

b. Der primare Admin-Node wird aktualisiert, was auch das Beenden von Diensten, das Aktualisieren der
Software und den Neustart von Diensten umfasst. Sie kdnnen nicht auf den Grid Manager zugreifen,
wahrend der primare Admin-Node aktualisiert wird. Auch Audit-Protokolle sind nicht verfligbar. Dieses
Upgrade kann bis zu 30 Minuten in Anspruch nehmen.

CD Wahrend der primare Admin-Node aktualisiert wird, werden mehrere Kopien der
folgenden Fehlermeldungen angezeigt, die Sie ignorieren kdnnen.

Problem connecting to the server

Unable to communicate with the server. Please reload the page and try again. Contact technical
support if the problem persists.

2 additional copies of this message are nof shown.



503: Service Unavailable
Service Unavailable

The StorageGRID AP service is not responding. Flease try again later. If the problem persists,
contact Technical Support.

4 additional copies of this message are not shown.

400: Bad Request

Clear your web browser's cache and reload the page to continue the upgrade.

2 additional copies of this message are not shown.

9. Nachdem der primare Admin-Node aktualisiert wurde, 16schen Sie den Cache Ihres Webbrowsers, melden
Sie sich wieder an und laden Sie die Seite Software-Upgrade neu.

Anweisungen hierzu finden Sie in der Dokumentation lhres Webbrowsers.

@ Sie missen den Cache des Webbrowsers I6schen, um veraltete Ressourcen zu entfernen,
die von der vorherigen Version der Software verwendet werden.

Verwandte Informationen
"Planung und Vorbereitung von Upgrades"

Aktualisieren der Grid-Nodes und AbschlieBRen des
Upgrades

Nach dem Upgrade des primaren Admin-Knotens mussen Sie alle anderen Grid-Knoten
in Inrem StorageGRID-System aktualisieren. Sie kdnnen die Upgrade-Sequenz
anpassen, indem Sie auswahlen, um einzelne Grid-Nodes, Gruppen von Grid-Nodes
oder alle Grid-Nodes zu aktualisieren.

Schritte

1. Lesen Sie den Abschnitt Aktualisierungsfortschritt auf der Seite Software-Upgrade, auf der Sie


https://docs.netapp.com/de-de/storagegrid-115/upgrade/upgrade-planning-and-preparation.html

Informationen zu allen wichtigen Aktualisierungsaufgaben erhalten.

a. Start Upgrade Service ist die erste Upgrade-Aufgabe. Wahrend dieser Aufgabe wird die
Softwaredatei auf die Grid-Nodes verteilt und der Upgrade-Service gestartet.

b. Wenn die Aufgabe Upgrade Service starten abgeschlossen ist, startet die Aufgabe Grid Nodes
aktualisieren.

c. Wahrend der Task Grid-Knoten aktualisieren ausgefiihrt wird, wird die Tabelle Status des Grid-
Knotens angezeigt und die Aktualisierungsstufe fir jeden Grid-Knoten in Ihrem System angezeigt.

2. Nachdem die Grid-Knoten in der Tabelle ,Grid Node Status” angezeigt wurden, laden Sie jedoch vor
Genehmigung von Grid-Knoten eine neue Kopie des Wiederherstellungspakets herunter.

Sie mussen eine neue Kopie der Wiederherstellungspaket-Datei herunterladen, nachdem

@ Sie die Softwareversion auf dem primaren Admin-Knoten aktualisiert haben. Die Recovery
Package-Datei ermoglicht es Ihnen, das System wiederherzustellen, wenn ein Fehler
auftritt.

3. Uberpriifen Sie die Informationen in der Tabelle Status des Grid-Knotens. Die Grid-Nodes sind in
Abschnitten nach Typ angeordnet: Admin Nodes, APIl-Gateway-Nodes, Storage-Nodes und Archiv-Nodes.



Upgrade Progress

Start Upgrade Service Completed

Upgrade Gnd Modes In Progress

Grid Node Status

You must approve all grid nodes to complete an upgrade, but you can update grid nodes in any order.

During the upgrade of a node. the senvices on that node are stopped. Later, the node is rebooted. Do not click Approve
for a node unless you are sure the node is ready to be stopped and rebooted.

When you are ready to add grid nodes to the upgrade gqueue, click one or mare Approve buttons to add individual nodes
to the gueue, click the Approve All button at the top of the nodes table to add all nodes of the same type, or click the
top-level Approve All button to add all nodes in the grid.

If necessary, you can remaove nodes from the upgrade queue before node services are stopped by clicking Remove or

Remove All.

# Admin Nodes

Search Q
Site 11 Name “  Progress 11 Stage IT Error 1T Action
Data Center 1 DC1-ADM1 B oo
4 b

Search Q
Site I Name V¥ Progress 11 stage I Error M Action
Data Center 1 DC1-51 E Waiting for you to approve
Diata Center 1 DCH-52 E Waiting for you to approve Approve
Ciata Center 1 0C1-53 E Waiting for you to approve Approve
1 b

Ein Rasterknoten kann sich in einer dieser Phasen befinden, wenn diese Seite zuerst angezeigt wird:

o Fertig (nur primarer Admin-Node)

o Upgrade wird vorbereitet



o Software-Download in Warteschlange
> Download
o Warten auf Genehmigung

4. Genehmigen Sie die Grid-Knoten, die Sie zur Upgrade-Warteschlange hinzufligen mochten. Genehmigte
Nodes desselben Typs werden nacheinander aktualisiert.

Wenn die Reihenfolge des Upgrades von Nodes wichtig ist, genehmigen Sie Knoten oder Gruppen von
Knoten jeweils eins und warten Sie, bis das Upgrade auf jedem Knoten abgeschlossen ist, bevor Sie den
nachsten Knoten oder die nachste Gruppe von Nodes genehmigen.

Wenn das Upgrade auf einem Grid-Node startet, werden die Services auf diesem Node
angehalten. Spater wird der Grid-Node neu gebootet. Diese Vorgange kénnen zu

@ Serviceunterbrechungen fir Clients flihren, die mit dem Node kommunizieren. Genehmigen
Sie das Upgrade fiir einen Node nicht, es sei denn, Sie sind sicher, dass der Node bereit ist,
angehalten und neu gebootet zu werden.

o Wahlen Sie eine oder mehrere Genehmigen-Schaltflachen, um einen oder mehrere einzelne Knoten
zur Upgrade-Warteschlange hinzuzufiigen.

o Wahlen Sie in jedem Abschnitt die Schaltflache Alle genehmigen aus, um alle Knoten desselben Typs
zur Upgrade-Warteschlange hinzuzufiigen.

o Wahlen Sie die oberste Ebene Alle genehmigen-Taste, um alle Knoten im Raster zur Upgrade-
Warteschlange hinzuzufiigen.

5. Wenn Sie einen Knoten oder alle Knoten aus der Upgrade-Warteschlange entfernen miissen, wahlen Sie
Entfernen oder Alle entfernen.

Wie im Beispiel gezeigt, wird die Stoppdienste-Schaltflache Entfernen ausgeblendet, und Sie kénnen den
Knoten nicht mehr entfernen.

6. Warten Sie, bis jeder Node die Upgrade-Phasen durchlaufen hat, einschlieRlich Queued, Stoppen von
Services, Stoppen von Containern, Reinigen von Docker-Images, Aktualisieren von Basis-BS-Paketen,
Neustarten und Starten von Services.

Wenn ein Appliance-Knoten die Phase der Upgrade-Base-BS-Pakete erreicht, wird die
@ Installationssoftware fiir die StorageGRID-Appliance auf der Appliance aktualisiert. Durch

diesen automatisierten Prozess wird sichergestellt, dass die Installationsversion der

StorageGRID Appliance mit der StorageGRID-Softwareversion synchronisiert bleibt.

Wenn alle Grid-Knoten aktualisiert wurden, wird die Aufgabe Grid-Knoten aktualisieren als
abgeschlossen angezeigt. Die verbleibenden Upgrade-Aufgaben werden automatisch und im Hintergrund
ausgefihrt.

7. Sobald die Aufgabe Features aktivieren abgeschlossen ist (die sich schnell abspielt), kdnnen Sie die
neuen Funktionen in der aktualisierten StorageGRID-Version nutzen.

Wenn Sie beispielsweise ein Upgrade auf StorageGRID 11.5 durchflihren, kénnen Sie jetzt die S3-
Objektsperre aktivieren, einen Schllisselverwaltungsserver konfigurieren oder die Einstellung flr
reservierten Metadatenspeicherplatz erhéhen.

"Erhéhen der Einstellung flr reservierten Speicherplatz fur Metadaten"



8. Uberwachen Sie regelmaRig den Fortschritt der Aufgabe * Upgrade Database*.

Wahrend dieser Aufgabe wird die Cassandra-Datenbank auf jedem Storage-Node aktualisiert.

Die Aufgabe Upgrade Database kann Tage dauern. Wenn diese Hintergrundaufgabe
@ ausgefuhrt wird, kdnnen Sie Hotfixes anwenden oder Knoten wiederherstellen. Sie missen
jedoch warten, bis die Aufgabe * Final Upgrade Steps* abgeschlossen ist, bevor Sie eine

Erweiterung durchfiihren oder den Vorgang stilllegen.

Sie kdnnen das Diagramm Uberprifen, um den Fortschritt fir jeden Speicherknoten zu tGberwachen.

Upgrade Progress

Start Upgrade Service

Upgrade Grid Nodes

Enable Features

Upgrade Database

Owverall Progress
Current Stage Upgrading database tables

Stage Progress 2 out of 3 Storage Nodes completed

Currently ALT-33-173
Upgrading
1 hour 1 day 1 week 1 manth
Cassandra Upgrade Progress

100.00%
75.00%
50.00%
25.00%

0%

11:20 11:30 11:40 11:50

== Completed (%)

Custom

Completed
Completed
Completed

In Progress 3.8

88 %

1210

9. Wenn der Task Upgrade Database abgeschlossen ist, warten Sie einige Minuten, bis die Aufgabe Final

Upgrade Steps abgeschlossen ist.



StorageGRID Upgrade

The new features are enabled and can now be used. While the upgrade background tasks are in progress (which might take an
extended time), you can apply hotfixes or recover nodes. You must wait for the upgrade to complete before performing an expansion
or decommiission.

Status In Progress

Upgrade Version 1150

Start Time 2021-04-08 09:01:48 MDT

Upgrade Progress

Start Upgrade Service Completed
Upgrade Grid Nodes Completed
Enable Features Completed
Upgrade Database Completed
Final Upgrade Steps In Progress E‘m:

Nach Abschluss der Aufgabe ,Letzte Upgrade-Schritte” wird das Upgrade durchgeftihrt.

10. Bestatigen Sie, dass das Upgrade erfolgreich abgeschlossen wurde.
a. Melden Sie sich Uber einen unterstitzten Browser beim Grid Manager an.
b. Wahlen Sie Hilfe > Info.
c. Vergewissern Sie sich, dass die angezeigte Version den Erwartungen entspricht.
d. Wahlen Sie Wartung > System > Software-Update. Wahlen Sie dann StorageGRID-Upgrade.

e. Vergewissern Sie sich, dass das griine Banner zeigt, dass das Software-Upgrade an dem erwarteten
Datum und der erwarteten Uhrzeit abgeschlossen wurde.

10



1.

12.

13.

StorageGRID Upgrade
Before starting the upgrade process, you must confirm that there are no active alerts and that all grid nodes are online and available.

After uploading the upgrade file, click the Run Prechecks button to detect problems that will prevent the upgrade from starting. These prechecks
also run when you start the upgrade.

Software upgrade completed at 2021-04-08 12:14:40 MDT.

Upgrade file

Upgrade file Browse

Upgrade Version No software upgrade file selected

Passphrase

Provisioning Passphrase

Uberpriifen Sie, ob die Grid-Vorgdnge wieder den normalen Status aufweisen:

a. Uberpriifen Sie, ob die Dienste normal funktionieren und keine unerwarteten Warnmeldungen
vorliegen.

b. Vergewissern Sie sich, dass die Client-Verbindungen zum StorageGRID-System wie erwartet
funktionieren.

Prufen Sie die StorageGRID-Seite zu NetApp Downloads, um zu sehen, ob Hotfixes fir die von lhnen
gerade installierte StorageGRID-Version verfligbar sind.
"NetApp Downloads: StorageGRID"

In der StorageGRID 11.5.x.y Versionsnummer:

> Die Hauptversion hat einen x-Wert von 0 (11.5.0).
o Eine kleine Version hat, falls verfugbar, einen anderen x-Wert als 0 (z. B. 11.5.1).
o Ein Hotfix, falls verflgbar, hat einen y-Wert (z. B. 11.5.0.1).
Falls verflgbar, laden Sie den neuesten Hotfix fir lhre StorageGRID-Version herunter und wenden Sie ihn

an.

Informationen zur Anwendung von Hotfixes finden Sie in der Recovery- und Wartungsanleitung.

Verwandte Informationen

"Herunterladen des Wiederherstellungspakets"

"Verwalten Sie erholen"

11
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Erhohen der Einstellung fur reservierten Speicherplatz fur
Metadaten

Nach dem Upgrade auf StorageGRID 11.5 kdnnen Sie die Einstellung fir das System
.Metadaten reserviert Speicherplatz” moglicherweise erhdhen, wenn lhre Speicherknoten
spezifische Anforderungen an RAM und verfligbaren Speicherplatz erflllen.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

+ Sie missen uber die Berechtigung Root Access oder die Rastertopologie-Seitenkonfiguration und andere
Grid-Konfigurationsberechtigungen verfligen.

 Sie haben das StorageGRID 11.5 Upgrade gestartet und die Upgrade-Aufgabe Neue Funktionen
aktivieren ist abgeschlossen.

Uber diese Aufgabe

Maoglicherweise konnen Sie den reservierten Speicherplatz flr systemweite Metadaten nach dem Upgrade auf
StorageGRID 11.5 manuell auf 8 TB erhéhen. Durch die Reservierung von zusatzlichem
Metadatenspeicherplatz nach dem Upgrade 11.5 werden zukilinftige Hardware- und Software-Upgrades
vereinfacht.

Sie kdnnen nur den Wert der Einstellung fir systemweiten reservierten Speicherplatz fiir Metadaten erhdhen,
wenn beide dieser Anweisungen wahr sind:
* Die Speicherknoten an einem beliebigen Standort in Ihrem System haben jeweils 128 GB oder mehr RAM.

* Die Speicherknoten an jedem Standort in lhrem System verfiigen jeweils tGber gentigend Platz auf dem
Speichervolumen 0.

Wenn Sie diese Einstellung erhdohen, reduzieren Sie gleichzeitig den fiir den Objektspeicher verfligbaren Platz
auf dem Speichervolumen 0 aller Storage-Nodes. Aus diesem Grund moéchten Sie moglicherweise den
reservierten Speicherplatz flir Metadaten auf einen Wert kleiner als 8 TB setzen, der auf den erwarteten
Anforderungen fur Objektmetadaten basiert.

Im Allgemeinen ist es besser, einen hoheren Wert anstelle eines niedrigeren Wertes zu
@ verwenden. Wenn die Einstellung fiir reservierten Speicherplatz fir Metadaten zu grol} ist,

koénnen Sie sie spater verkleinern. Wenn Sie den Wert spater erh6hen, muss das System

dagegen moglicherweise Objektdaten verschieben, um Speicherplatz freizugeben.

Eine detaillierte Erlauterung der Auswirkung der Einstellung ,Metadatenreservierter Speicherplatz® auf den
zulassigen Speicherplatz fir Objekt-Metadaten-Storage auf einem bestimmten Storage-Node finden Sie in den
Anweisungen zum Verwalten von StorageGRID und suchen nach ,managing-Objekt-Metadaten-
Storage®.

"StorageGRID verwalten"

Schritte
1. Melden Sie sich Uber einen unterstiitzten Browser beim Grid Manager an.

2. Legen Sie die aktuelle Einstellung fUr den reservierten Metadatenspeicherplatz fest.
a. Wahlen Sie Konfiguration > Systemeinstellungen > Speicheroptionen.

b. Notieren Sie im Abschnitt SpeicherWatermarks den Wert von Metadaten Reserved Space.

12
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3. Stellen Sie sicher, dass auf dem Speicher-Volume 0 jedes Speicherknoten geniigend Speicherplatz zur
Verfligung steht, um diesen Wert zu erhéhen.

a.
b.

C.

Wahlen Sie Knoten.

Wahlen Sie den ersten Storage-Node im Raster aus.

Wahlen Sie die Registerkarte Storage aus.

Suchen Sie im Abschnitt Volumes den Eintrag /var/local/rangedb/0.

Vergewissern Sie sich, dass der verfiigbare Wert gleich oder groRer ist als der Unterschied zwischen
dem neuen Wert, den Sie verwenden mdchten, und dem aktuellen Wert fiir reservierten
Metadatenspeicherplatz.

Wenn die Einstellung fir reservierten Speicherplatz fir Metadaten beispielsweise aktuell 4 TB betragt
und Sie diesen auf 6 TB erhéhen mdchten, muss der verfigbare Wert 2 TB oder mehr sein.

Wiederholen Sie diese Schritte fiir alle Speicherknoten.

= Wenn ein oder mehrere Speicherknoten nicht Giber genligend Speicherplatz verfiigen, kann der
Wert fir den reservierten Metadatenspeicherplatz nicht erhdht werden. Fahren Sie mit diesem
Verfahren nicht fort.

= Wenn jeder Speicherknoten gentigend Platz auf Volume 0 hat, fahren Sie mit dem nachsten Schritt
fort.

4. Stellen Sie sicher, dass Sie mindestens 128 GB RAM auf jedem Speicherknoten haben.

. Wahlen Sie Knoten.

Wahlen Sie den ersten Storage-Node im Raster aus.
Wahlen Sie die Registerkarte Hardware aus.

Bewegen Sie den Mauszeiger Uber das Diagramm ,Speicherauslastung®. Vergewissern Sie sich, dass
Total Memory mindestens 128 GB betragt.

Wiederholen Sie diese Schritte fiir alle Speicherknoten.

= Wenn mindestens ein Speicherknoten nicht tGiber geniigend Gesamtspeicher verflgt, kann der Wert
fur den reservierten Metadatenspeicherplatz nicht erhéht werden. Fahren Sie mit diesem Verfahren
nicht fort.

= Wenn jeder Speicherknoten mindestens 128 GB Gesamtspeicher hat, fahren Sie mit dem nachsten
Schritt fort.

5. Aktualisieren Sie die Einstellung fiir reservierten Metadatenspeicherplatz.

a. Wahlen Sie Konfiguration > Systemeinstellungen > Speicheroptionen.

b. Wahlen Sie die Registerkarte Konfiguration aus.

c. Wahlen Sie im Abschnitt SpeicherWatermarks die Option Metadatenreservierter Speicherplatz aus.

d.

Geben Sie den neuen Wert ein.

Um beispielsweise 8 TB einzugeben, geben Sie 8000000000000 (8, gefolgt von 12 Nullen) ein.

13
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| storage Options

Overview

Configure Storage Options
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‘ Object Segmentation

Segmentati g ion
Maximum Segment Size
Storage Watermarks

[Enabled v

1000000000 |

Storage Volume Read-Write
Watermark.

Storage Volume Soft Read-Only
Watermark

Storage Volume Hard Read-Only
Dt ek 2

|3mmﬁm:uoc |
10000000000 |
5000000000 |

I Metadata Reserved Space

8000000000000 | |

a. Wahlen Sie Anderungen Anwenden.
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