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Erstellen einer ILM-Regel

ILM-Regeln ermoglichen es Ihnen, die Platzierung von Objektdaten im Laufe der Zeit zu
managen. Zum Erstellen einer ILM-Regel verwenden Sie den Assistenten zur Erstellung
von ILM-Regeln.

Bevor Sie beginnen
« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

» Wenn Sie angeben mdchten, flir welche Mandantenkonten diese Regel gilt, miissen Sie Uber die
Berechtigung fir Mandantenkonten verfligen, oder Sie missen die Konto-ID fiir jedes Konto kennen.

» Wenn die Regel Objekte nach Metadaten der letzten Zugriffszeit filtern soll, missen Updates der letzten
Zugriffszeit fur S3 oder flr Swift nach Container aktiviert werden.

* Falls Sie replizierte Kopien erstellen, missen Sie alle Storage-Pools oder Cloud-Storage-Pools konfiguriert
haben, die Sie verwenden mdchten.

» Wenn Sie Kopien mit Erasure Coding erstellen, miissen Sie ein Erasure Coding-Profil konfiguriert haben.
» Sie mussen mit dem vertraut sein "Datensicherungsoptionen fir die Aufnahme".

* Wenn Sie eine konforme Regel fiir die Verwendung mit S3 Object Lock erstellen missen, missen Sie mit
dem vertraut sein "Anforderungen fir die S3-Objektsperre".

@ Verwenden Sie stattdessen dieses Verfahren, um die ILM-Standardregel fir eine Richtlinie zu
erstellen: "Erstellen einer Standard-ILM-Regel".

Uber diese Aufgabe
Wenn ILM-Regeln erstellt werden:

» Dabei sind die Topologie und Storage-Konfigurationen des StorageGRID Systems zu berlicksichtigen.

* Es sollte berticksichtigt werden, welche Arten von Objektkopien Sie erstellen méchten (replizierte oder
Erasure Coding) und wie viele Kopien der einzelnen Objekte erforderlich sind.

» Legen Sie fest, welche Typen von Objekt-Metadaten in den Applikationen verwendet werden, die sich mit
dem StorageGRID System verbinden. ILM-Regeln filtern Objekte auf Basis ihrer Metadaten.

» Dabei sollten Sie berticksichtigen, wo Sie Objektkopien Uber einen langeren Zeitraum ablegen mochten.
» Entscheiden, welche Option fir die Datensicherungsoption bei Aufnahme verwendet werden soll
(ausgewogen, streng oder Dual-Commit)

Schritte
1. Wahlen Sie ILM > Regeln.

Die Seite ILM-Regeln wird angezeigt, wobei die Bestandsregel 2 Kopien erstellen soll, ausgewahlt.


https://docs.netapp.com/de-de/storagegrid-115/ilm/data-protection-options-for-ingest.html
https://docs.netapp.com/de-de/storagegrid-115/ilm/requirements-for-s3-object-lock.html

ILM Rules

Information fifecycle management (ILM) rules determine how and where object dala is stored over ime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You
cannot edit or remove an ILM rule that is used by an active or proposed ILM policy.

ﬁCIuna‘ # Edil || % Remove
Name Used In Active Policy Used In Proposed Policy
® Make 2 Coples L

Make 2 Copies

Ingest Behavior: Dual commit
Reference Time: Ingest Time

Filtering Criteria: Retention Diagram:

Matches all objects. Trigger Day 0
All Storage Nodes tj —
0
araver

Die Seite ILM-Regeln sieht etwas anders aus, wenn die globale S3-Objektsperre flir das
@ StorageGRID System aktiviert wurde. Die Ubersichtstabelle enthalt eine Compliant-Spalte,
und die Details fur die ausgewahlte Regel enthalten ein Compliant-Feld.

2. Wahlen Sie Erstellen.

Schritt 1 (Grundlagen definieren) des Assistenten ,ILM-Regel erstellen“ wird angezeigt. Auf der Seite
Grundlagen definieren kénnen Sie definieren, fur welche Objekte die Regel gilt.

Verwandte Informationen
"S3 verwenden"

"Verwenden Sie Swift"

"Konfigurieren von Erasure Coding-Profilen"
"Konfigurieren von Speicherpools"
"Verwendung Von Cloud Storage Pools"
"Datensicherungsoptionen fiir die Aufnahme"

"Verwalten von Objekten mit S3 Object Lock"

Schritt 1 von 3: Grundlagen definieren

Schritt 1 (Grundlagen definieren) des Assistenten ,ILM-Regel erstellen® ermdglicht es
Ihnen, die grundlegenden und erweiterten Filter der Regel zu definieren.

Uber diese Aufgabe

Bei der Bewertung eines Objekts mit einer ILM-Regel vergleicht StorageGRID die Objekt-Metadaten mit den
Filtern der Regel. Wenn die Objektmetadaten mit allen Filtern Ubereinstimmen, verwendet StorageGRID die
Regel, um das Objekt abzulegen. Sie kdnnen eine Regel fir alle Objekte entwerfen oder grundlegende Filter
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angeben, z. B. ein oder mehrere Mandantenkonten und Bucket-Namen oder erweiterte Filter, wie z. B. Grolie
des Objekts oder Benutzermetadaten.

Create ILM Rule step 1 of 3: Define Basics

MName
Description
Tenant Accounts {optional) Selecttenant accounts ar enter tenant |Ds

Bucket Name matches all v | Value

/ Advanced filtering. . (0 defined)

Schritte
1. Geben Sie im Feld Name einen eindeutigen Namen fir die Regel ein.

Sie mussen 1 bis 64 Zeichen eingeben.
2. Geben Sie optional im Feld Beschreibung eine kurze Beschreibung fir die Regel ein.

Sie sollten den Zweck oder die Funktion der Regel beschreiben, damit Sie die Regel spater erkennen

kdénnen.
Mame Make 3 Copies
Drescription Save 1 copy at 3 sites for 1 year. Then, save EC copy farever

3. Wahlen Sie optional ein oder mehrere S3- oder Swift-Mandantenkonten aus, fur die diese Regel gilt. Wenn
diese Regel fir alle Mandanten gilt, lassen Sie dieses Feld leer.

Wenn Sie nicht tber die Berechtigung Stammzugriff oder Mandantenkonten verfligen, kénnen Sie keine
Mandanten aus der Liste auswahlen. Geben Sie stattdessen die Mandanten-ID ein, oder geben Sie
mehrere IDs als durch Komma getrennte Zeichenfolge ein.

4. Geben Sie optional die S3-Buckets oder Swift-Container an, fir die diese Regel gilt.
Wenn entspricht allen ausgewahlt ist (Standard), gilt die Regel fir alle S3-Buckets oder Swift-Container.

5. Wahlen Sie optional Erweiterte Filterung, um zusatzliche Filter festzulegen.

Wenn Sie keine erweiterte Filterung konfigurieren, gilt die Regel fir alle Objekte, die den grundlegenden
Filtern entsprechen.

Wenn diese Regel mit dem Ldschen kodierte Kopien erstellt, wahlen Sie Erweiterte

@ Filterung. Flgen Sie dann den erweiterten Filter ObjektgroBe (MB) hinzu und setzen Sie
ihn auf groBer als 0.2. Der GroRenfilter stellt sicher, dass Objekte, die 2 MB oder kleiner
sind, nicht geléscht werden.



6. Wahlen Sie Weiter.

Schritt 2 (Platzierungen definieren) wird angezeigt.

Verwandte Informationen
"Was ist die ILM-Regelfilterung"

"Verwendung erweiterter Filter in ILM-Regeln"

"Schritt 2 von 3: Definieren von Platzierungen"

Verwendung erweiterter Filter in ILM-Regeln

Mit der erweiterten Filterung konnen Sie ILM-Regeln erstellen, die sich nur auf bestimmte
Objekte anwenden lassen, basierend auf ihren Metadaten. Wenn Sie die erweiterte
Filterung fur eine Regel einrichten, wahlen Sie den Metadatentyp aus, der
Ubereinstimmen soll, wahlen Sie einen Operator aus und geben einen Metadatenwert an.
Wenn Objekte ausgewertet werden, wird die ILM-Regel nur auf Objekte angewendet, die
Metadaten enthalten, die dem erweiterten Filter entsprechen.

Die Tabelle zeigt die Metadatentypen, die Sie in den erweiterten Filtern angeben kénnen, die Operatoren, die
Sie fur jeden Metadatentyp verwenden kdnnen, und die erwarteten Metadaten.

Metadatentyp Unterstiitzte Operatoren Metadatenwert
Aufnahmezeit * Gleich Uhrzeit und Datum, an dem das Objekt aufgenommen
(Mikrosekunden) wurde.

* Ist nicht gleich

* Kleiner als Hinweis: um Ressourcenprobleme bei der
Aktivierung einer neuen ILM-Richtlinie zu vermeiden,
kdnnen Sie den erweiterten Filter fur die
Aufnahmezeit in jeder Regel verwenden, die den

* GroRer als Speicherort einer groBen Anzahl vorhandener
Objekte andern kdnnte. Legen Sie die Aufnahmezeit
auf grolRer oder gleich der ungefahren Zeit fest, zu
der die neue Richtlinie in Kraft tritt, um
sicherzustellen, dass vorhandene Objekte nicht
unnotig verschoben werden.

* Weniger als oder
gleich

» GrolRer als oder gleich

Taste * Gleich Der gesamte Objektschliissel oder Teil eines
eindeutigen S3- oder Swift-Objektschlissels.

Ist nicht gleich

Enthalt Beispielsweise konnen Sie Objekte, die mit enden,
Enthalt nicht aufeinander abstimmen . txt Oder beginnen Sie mit
test-object/.

Beginnt mit
Startet nicht mit
* Endet mit
Endet nicht mit


https://docs.netapp.com/de-de/storagegrid-115/ilm/what-ilm-rule-filtering-is.html

Metadatentyp

Zeitpunkt des letzten
Zugriffs (Mikrosekunden)

Speicherortbeschrankung
(nur S3)

ObjektgroRe (MB)

Unterstiitzte Operatoren
* Gleich
* Ist nicht gleich
* Kleiner als

* Weniger als oder
gleich

» Groler als
» GrolRer als oder gleich
* Vorhanden

* Nicht vorhanden

* Gleich
* Ist nicht gleich

* Gleich
* Nicht gleich
» Kleiner als

* Weniger als oder
gleich

» Groler als

» GroRer als oder gleich

Metadatenwert

Uhrzeit und Datum, an dem das Objekt zuletzt
abgerufen wurde (gelesen oder angezeigt).

Hinweis: Wenn Sie die letzte Zugriffszeit als
erweiterten Filter verwenden mochten, missen
Updates der letzten Zugriffszeit fir den S3-Bucket
oder Swift-Container aktiviert sein.

"Verwenden der Zeit fur den letzten Zugriff in ILM-
Regeln"

Die Region, in der ein S3-Bucket erstellt wurde.
Verwenden Sie ILM > Regionen, um die angezeigten
Regionen zu definieren.

Hinweis: Ein Wert von US-East-1 entspricht Objekten
in Eimern, die in der Region US-East-1 erstellt
wurden, sowie Objekten in Buckets, die keine Region
angegeben haben.

"Regionen konfigurieren (nur optional und S3)"

Die GrofRe des Objekts in MB.

Um nach Objektgrofien kleiner als 1 MB zu filtern,
geben Sie einen Dezimalwert ein. Stellen Sie
beispielsweise den erweiterten Filter ObjektgroBe
(MB) auf groBer als 0.2 fUr jede Regel ein, die eine
Loschkopie erstellt. Mit dieser Einstellung wird
sichergestellt, dass das Erasure Coding nicht flir
Objekte mit einer Grolke von 200 KB verwendet wird.

Hinweis: Ihr Browsertyp und die
Gebietseinstellungen steuern, ob Sie einen Punkt
oder ein Komma als Dezimaltrennzeichen verwenden
mussen.


https://docs.netapp.com/de-de/storagegrid-115/ilm/configuring-regions-optional-and-s3-only.html

Metadatentyp
Benutzermetadaten .
Objekt-Tag (nur S3) .

Angeben mehrerer Metadatentypen und -Werte

Enthalt

Endet mit
Gleich
Vorhanden
Enthalt nicht
Endet nicht mit
Ist nicht gleich
Nicht vorhanden
Startet nicht mit

Beginnt mit

Enthalt

Endet mit
Gleich
Vorhanden
Enthalt nicht
Endet nicht mit
Ist nicht gleich
Nicht vorhanden
Startet nicht mit

Beginnt mit

Unterstiitzte Operatoren Metadatenwert

Schlissel-Wert-Paar, wobei User Metadata Name
der Schlissel ist und User Metadata Value der Wert
ist.

Zum Beispiel nach Objekten mit Benutzer-Metadaten
von filtern color=blue, Spezifizieren color Fur
User Metadata Name, equals Fur den Bediener,
und blue Fir User Metadata Value.

Hinweis: Benutzer-Metadaten Namen sind nicht
Grol3-/Kleinschreibung; Benutzer-Metadaten-Werte
sind GroR-/Kleinschreibung.

Schlussel-Wert-Paar, wobei Objekt-Tag-Name der
Schlissel und Objekt-Tag-Wert der Wert ist.

Zum Beispiel, um nach Objekten zu filtern, die ein
Objekt-Tag von haben Image=True, Spezifizieren
Image FUr Objekt-Tag-Name, equals Fir den
Bediener, und True Fur Objekt-Tag-Wert.

Hinweis: Objekt-Tag-Namen und Objekt-Tag-Werte
sind Grof3- und Kleinschreibung. Sie miissen diese
Elemente genau so eingeben, wie sie fur das Objekt
definiert wurden.

Wenn Sie die erweiterte Filterung definieren, kdnnen Sie mehrere Metadatentypen und mehrere
Metadatenwerte angeben. Wenn Sie beispielsweise eine Regel fir Objekte zwischen 10 MB und 100 MB
Grolie festlegen mochten, wahlen Sie den Metadatentyp ObjektgroRe aus und geben zwei Metadaten an.

* Der erste Metadatenwert gibt Objekte an, die groRer oder gleich 10 MB sind.

» Der zweite Metadatenwert gibt Objekte an, die kleiner als oder gleich 100 MB sind.



Advanced Filtering

Use advanced filtering if you want a rule to apply anly to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

Objects between 10 and 100 MB

Matches all of the following metadata:

Object Size (MB) j greater than or equals j 10 :I
+ %

Object Size (MB) j less than or equals j 100 :I

[+]

Cancel Remove Filters

Durch die Verwendung mehrerer Eintradge kdnnen Sie genau steuern, welche Objekte abgeglichen werden. Im
folgenden Beispiel gilt die Regel fur Objekte, die einen Brand A oder eine Marke B als Wert der Camera_type-
Benutzermetadaten haben. Die Regel gilt jedoch nur fiir Objekte der Marke B, die kleiner als 10 MB sind.



Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

Multiple filters

Matches all of the following metadata:

User Metadata j camera_type equals j Brand A =+ M

+ x|

Or matches all of the following metadata:

User Metadata j camera_type equals j Brand B n
Object Size (MB) j less than or equals j 10 =]

+ x|

Remove Filters Sawve

Verwandte Informationen

"Verwenden der Zeit fir den letzten Zugriff in ILM-Regeln"

"Regionen konfigurieren (nur optional und S3)"

Schritt 2 von 3: Definieren von Platzierungen

Schritt 2 (Platzierungen definieren) des Assistenten zur Erstellung von ILM-Regeln
konnen Sie die Anweisungen zur Platzierung festlegen, um festzulegen, wie lange
Objekte gespeichert werden, wie viel Kopien (repliziert oder Erasure Coding), den
Storage-Standort und die Anzahl der Kopien erstellt werden.

Uber diese Aufgabe

Eine ILM-Regel kann eine oder mehrere Anweisungen zur Platzierung enthalten. Jede Einstufungsanweisung
gilt fur einen einzelnen Zeitraum. Wenn Sie mehrere Befehle verwenden, muissen die Zeitrdume
zusammenhangend sein, und mindestens eine Anweisung muss am Tag 0 beginnen. Die Anweisungen
kénnen entweder fur immer fortgesetzt werden oder bis Sie keine Objektkopien mehr bendtigen.

Jede Anweisung fur die Platzierung kann mehrere Zeilen haben, wenn Sie verschiedene Arten von Kopien
erstellen oder verschiedene Standorte wahrend dieses Zeitraums verwenden moéchten.

Diese Beispiel-ILM-Regel erstellt zwei replizierte Kopien fiir das erste Jahr. Jede Kopie wird in einem
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Speicherpool an einem anderen Standort gespeichert. Nach einem Jahr wird eine 2+1-Kopie mit Erasure-
Coding-Verfahren an nur einem Standort erstellt und gespeichert.

Create ILM Rule step 2 of 3: Define Piacemenis

Configure placement instructions to specify how you want chjects matched by this rule to be stored,

Example rule
Two copies for one year, then EC forever

Reference Time Ingest Time v

Placements @ 1 Sort by start day
Fromday | 0 store | for v 365 days m
Type | replicated v Location | Add Pool Copies | 2 El x |
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

From day 365 store | forever v m
Type | erasure coded v Location | DC1(2plus 1) v Copies | 1 -+ |'x |
Retention Diagram & o Refrech

Trigger Day 0 Wear 1
= U
‘Dcz2 q B
OCcl i
Duration 1 years Forawver
Ea
Schritte

1. Wahlen Sie fiir Referenzzeit den Zeittyp aus, der bei der Berechnung der Startzeit flr eine
Platzierungsanweisung verwendet werden soll.

Option Beschreibung
Aufnahmezeit Die Zeit, zu der das Objekt aufgenommen wurde.
Zeitpunkt Des Letzten Zugriffs Die Zeit, zu der das Objekt zuletzt abgerufen (gelesen oder

angezeigt) wurde.

Hinweis: um diese Option zu nutzen, missen Updates zur letzten
Zugriffszeit fir den S3-Bucket oder Swift-Container aktiviert sein.

"Verwenden der Zeit fur den letzten Zugriff in ILM-Regeln"



Option Beschreibung
Nicht Aktuelle Zeit Die Zeit, in der eine Objektversion nicht mehr aktuell wurde, weil eine
neue Version aufgenommen und als aktuelle Version ersetzt wurde.

Hinweis: die nicht aktuelle Zeit gilt nur fiir S3-Objekte in
Versionierungsfahigen Buckets.

Mit dieser Option kénnen Sie die Auswirkungen versionierter Objekte
auf den Speicher reduzieren, indem Sie nach nicht aktuellen
Objektversionen filtern. Siehe ,Beispiel 4: ILM-Regeln und
Richtlinie fiir versionierte S3-Objekte.”

Benutzerdefinierte Erstellungszeit Eine in benutzerdefinierten Metadaten angegebene Zeit.

@ Wenn Sie eine konforme Regel erstellen mdchten, missen Sie Aufnahmezeit auswahlen.

2. Wahlen Sie im Abschnitt Platzierungen eine Startzeit und eine Dauer fiir den ersten Zeitraum aus.

Sie kdnnen beispielsweise festlegen, wo Objekte flir das erste Jahr gespeichert werden sollen (,day 0
fir 365 Tage®). Mindestens eine Anweisung muss am Tag 0 beginnen.

3. So erstellen Sie replizierte Kopien:
a. Wahlen Sie aus der Dropdown-Liste Typ die Option repliziert aus.
b. Wahlen Sie im Feld Standort fiir jeden Speicherpool, den Sie hinzufiigen méchten, Pool hinzufiigen
aus.

Wenn Sie nur einen Speicherpool angeben, beachten Sie, dass StorageGRID nur eine replizierte
Kopie eines Objekts auf einem beliebigen Speicherknoten speichern kann. Wenn lhr Grid drei Storage-
Nodes enthalt und Sie 4 als Anzahl der Kopien auswahlen, werden nur drei Kopien erstellt: Eine Kopie
fur jeden Storage-Node.

@ Die Warnung ILM-Platzierung unerreichbar wird ausgel6st, um anzuzeigen, dass die
ILM-Regel nicht vollstandig angewendet werden konnte.

Wenn Sie mehr als einen Speicherpool angeben, beachten Sie folgende Regeln:

= Die Anzahl der Kopien darf nicht groRer sein als die Anzahl der Speicherpools.

= Wenn die Anzahl der Kopien der Anzahl der Storage-Pools entspricht, wird in jedem Storage-Pool
eine Kopie des Objekts gespeichert.

= Wenn die Anzahl der Kopien kleiner als die Anzahl der Storage-Pools ist, verteilt das System die
Kopien, damit die Festplattennutzung zwischen den Pools ausgeglichen bleibt. Gleichzeitig wird
sichergestellt, dass an keinem Standort mehr als eine Kopie eines Objekts gespeichert wird.

= Wenn sich die Speicherpools tiberschneiden (die gleichen Storage-Nodes enthalten), werden
moglicherweise alle Kopien des Objekts an nur einem Standort gespeichert. Geben Sie aus diesem
Grund nicht den Standardpool Alle Speicherknoten und einen anderen Speicherpool an.
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Placements @ It Sort by start day

Fromday | 0 store | forever ¥ m

Type replicated v Location |\DCi HAII Storage Nodes iA:lchoa'. Copies | 2 |+ =

Specifying multiple storage pools might cause data to be stered at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

c. Wahlen Sie die Anzahl der Kopien aus, die Sie erstellen mochten.

Wenn Sie die Anzahl der Kopien in 1 andern, wird eine Warnung angezeigt. Eine ILM-
Regel, die immer nur eine replizierte Kopie erstellt, gefahrdet Daten permanent. Wenn
nur eine replizierte Kopie eines Objekts wahrend eines Zeitraums vorhanden ist, geht
dieses Objekt verloren, wenn ein Storage Node ausfallt oder einen betrachtlichen Fehler
aufweist. Wahrend Wartungsarbeiten wie Upgrades verlieren Sie auch voriibergehend
den Zugriff auf das Objekt.

Placements & AT sort by start day
Fromday | 0 store | forever v m
Type  replicated v Location | Data Center 1 Add Pool Copies 1 Temporary location | — Optional - v +
@ An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent loss. View additional details

Um diese Risiken zu vermeiden, fihren Sie einen oder mehrere der folgenden Schritte
aus:
= Erhéhen Sie die Anzahl der Kopien flr den Zeitraum.

= Klicken Sie auf das Pluszeichen-Symbol 4= Um wahrend des Zeitraums zusatzliche
Kopien zu erstellen. Wahlen Sie dann einen anderen Speicherpool oder einen
Cloud-Speicherpool aus.

= Wahlen Sie Erasure Coded flr Typ, statt repliziert. Sie konnen diese Warnung
ohne Bedenken ignorieren, wenn diese Regel bereits mehrere Kopien fir alle
Zeitraume erstellt.

d. Wenn Sie nur einen Speicherpool angegeben haben, ignorieren Sie das Feld temporarer Standort.
@ Temporare Speicherorte sind veraltet und werden in einer zuklnftigen Version entfernt.

4. Wenn Sie Objekte in einem Cloud-Speicherpool speichern méchten:
a. Wahlen Sie aus der Dropdown-Liste Typ die Option repliziert aus.

b. Wahlen Sie im Feld Ort die Option Pool hinzufiigen aus. Wahlen Sie dann einen Cloud-Speicherpool

aus.
From day = 265 = | store | forever j m
| Example Cloud Storage Pool (& | .
Type | replicated j Location Copies | 1 =

Beachten Sie bei der Verwendung von Cloud-Storage-Pools folgende Regeln:
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= Sie kénnen nicht mehr als einen Cloud-Storage-Pool in einer einzelnen Speicheranweisung
auswahlen. Auf ahnliche Weise kdnnen Sie keinen Cloud-Storage-Pool und einen Storage-Pool in
derselben Speicheranweisung auswahlen.

Type | replicated v Lacation “testpooIE o ”testpooIB o |.-‘-“.EI{|FDO| Copies

If you want to use a Cloud Storage Pool, you must remove any other storage pools or Cloud Storage Pools from this placement instruction.

= Sie kdnnen nur eine Kopie eines Objekts in einem beliebigen Cloud Storage Pool speichern. Wenn
Sie Copies auf 2 oder mehr setzen, wird eine Fehlermeldung angezeigt.

= Sie kénnen nicht mehr als eine Objektkopie in einem Cloud-Speicherpool gleichzeitig speichern.
Eine Fehlermeldung wird angezeigt, wenn mehrere Platzierungen, die einen Cloud-Speicher-Pool
verwenden, sich Uberschneidende Daten aufweisen oder wenn mehrere Zeilen derselben
Platzierung einen Cloud-Storage-Pool verwenden.

Placements © It Sort by start day
From day [} store | for v 10 days I Ve
Type | replicated v Location || €5p1 £ * | Add Pol Copies | 1 |i| x
Type | replicated A Location || c5p2 OO | Add Fool Copies | 1 + %

A rule cannot store mare than one object copy in any Cloud Storage Pool at the same time. You must remove one of the Cloud Storage Pools (csp1, csp2) or use multiple
placement instructions with dates that do not overlap. Overlapping days: 0-10.

To see the overlapping days on the Retention Diagram, click Refresh.

Retention Diagram © £ Refresh
Trigger Day 0 Day 10
s ay |
She (&
Duration 10 days Forever

= Ein Objekt kann in einem Cloud-Storage-Pool gleichzeitig gespeichert werden, als replizierte oder
als Erasure Coding-Kopie in StorageGRID. Wie in diesem Beispiel gezeigt wird, missen Sie fur
den Zeitraum jedoch mehr als eine Zeile in die Platzierungsanweisung aufnehmen, damit Sie die
Anzahl und die Art der Kopien fir jeden Standort angeben kdénnen.

Placements ©

Fromday @0 store | for v 355 days
Type | fepicated v Location ||DE1 * || DC2 * | Add Pool Copies | 2
Type | replicated v Lacatian |testp|:|{:l2 £33 |_=‘«cd Pool Copies | |

5. Wenn Sie eine Kopie mit Verfahren zur Einhaltung von Datenkonsistenz (Erasure Coding) erstellen
mochten:
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a. Wahlen Sie aus der Dropdown-Liste Typ die Option Léschvorgang codiert aus.

Die Anzahl der Kopien andert sich in 1. Es wird eine Warnung angezeigt, wenn die Regel keinen
erweiterten Filter besitzt, um Objekte zu ignorieren, die 200 KB oder kleiner sind.

Do not use erasure coding for objects that are 200 KB or smaller. Select Back to return to Step 1. Then, use Advanced filtering to set the Object Size (MB) filter to "greater
than 0.2"

Verwenden Sie kein Erasure Coding flr Objekte mit einer GréRe von mehr als 200 KB,
@ um den Overhead zu vermeiden, der bei dem Management sehr kleiner, mit Erasure
Coding codierter Fragmente verbunden ist.

b. Wenn die Warnung ObjektgréRe angezeigt wurde, fihren Sie die folgenden Schritte aus, um sie zu
I6schen:

i. Wahlen Sie Zuriick, um zu Schritt 1 zuriickzukehren.
i. Wahlen Sie Erweiterte Filterung.
ii. Setzen Sie den Filter ObjektgroRe (MB) auf ,groBer als 0.2

c. Wahlen Sie den Speicherort aus.

Der Speicherort fir eine Kopie mit Erasure-Coding-Verfahren umfasst den Namen des Speicherpools,
gefolgt vom Namen des Erasure Coding-Profils.

From da 365 store | forever v :
/ Erasure Coding profile name

Type | Erasure coded v Location | Al 3sites {6 plus 3} v Copies | 1 |—+_ »
Storage pool name
6. Optional kdnnen Sie verschiedene Zeitrdume hinzufligen oder zusatzliche Kopien an verschiedenen
Standorten erstellen:

o Klicken Sie auf das Plus-Symbol, um wahrend des gleichen Zeitraums zusatzliche Kopien an einem
anderen Ort zu erstellen.

o Klicken Sie auf Hinzufiigen, um den Anweisungen zur Platzierung einen anderen Zeitraum
hinzuzufigen.

@ Objekte werden am Ende des Endzeitzeitraums automatisch geldscht, es sei denn, der
Endzeitraum endet mit forever.

7. Klicken Sie auf Aktualisieren, um das Aufbewahrungsdiagramm zu aktualisieren und die Anweisungen
zur Platzierung zu bestatigen.

Jede Zeile im Diagramm zeigt an, wo und wann Objektkopien platziert werden. Der Kopiertyp wird durch
eines der folgenden Symbole dargestellt:

j Replizierte Kopie

[}ﬁ Kopie mit Erasure Coding — eine Kopie
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Yy Cloud-Storage-Pool-Kopie

In diesem Beispiel werden zwei replizierte Kopien fiir ein Jahr in zwei Speicherpools (DC1 und DC2)
gespeichert. AnschlieRend wird eine Kopie mit Erasure Coding fiir weitere 10 Jahre gespeichert. Dabei
wird ein 6+3 Erasure Coding-Schema an drei Standorten verwendet. Nach 11 Jahren werden die Objekte
aus StorageGRID geldscht.

Trigger Day 0 Tear 1 Vear 11
pet S
ocz2 ;.:1
All 3 Sites e
(5 plus 3) = -
Duration 1 years 10 years Farewer

8. Klicken Sie Auf Weiter.

Schritt 3 (Ingest Behavior definieren) wird angezeigt.

Verwandte Informationen

"Welche Anweisungen zur Platzierung der ILM-Regeln gibt es”
"Beispiel 4: ILM-Regeln und -Richtlinie fur versionierte Objekte mit S3"
"Warum sollten Sie keine Replizierung mit nur einer Kopie verwenden"
"Verwalten von Objekten mit S3 Object Lock"

"Verwenden eines Speicherpools als temporarer Speicherort (veraltet)"

"Schritt 3 von 3: Definieren des Aufnahmeverhaltens"

Verwenden der Zeit fir den letzten Zugriff in ILM-Regeln

Sie konnen den Zeitpunkt des letzten Zugriffs als Referenzzeit in einer ILM-Regel
verwenden. Sie mochten beispielsweise Objekte, die in den letzten drei Monaten auf
lokalen Speicherknoten angezeigt wurden, wahrend Sie Objekte verschieben, die noch
nicht in letzter Zeit an einen externen Standort betrachtet wurden. Sie kdnnen den
Zeitpunkt des letzten Zugriffs auch als erweiterten Filter verwenden, wenn eine ILM-
Regel nur fur Objekte gelten soll, auf die zuletzt an einem bestimmten Datum zugegriffen
wurde.

Uber diese Aufgabe
Bevor Sie den Zeitpunkt des letzten Zugriffs in einer ILM-Regel verwenden, prifen Sie die folgenden Aspekte:

* Wenn Sie den Zeitpunkt des letzten Zugriffs als Referenzzeit verwenden, beachten Sie, dass durch das
Andern der Uhrzeit fiir den letzten Zugriff fur ein Objekt keine sofortige ILM-Evaluierung ausgeldst wird.
Stattdessen werden die Platzierungen des Objekts bewertet und das Objekt nach Bedarf verschoben,
wenn im Hintergrund ILM das Objekt bewertet wird. Dies kann zwei Wochen oder langer dauern, nachdem
auf das Objekt zugegriffen wurde.
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Berucksichtigen Sie diese Latenz bei der Erstellung von ILM-Regeln, die auf Last Access Time basieren,
und vermeiden Sie Platzierungen, die kurze Zeitrdume (weniger als einen Monat) nutzen.

* Wenn Sie den Zeitpunkt des letzten Zugriffs als erweiterten Filter oder als Referenzzeit verwenden,
mussen Sie die Updates der letzten Zugriffszeit fir S3-Buckets aktivieren. Sie kdnnen den Tenant Manager
oder die Mandantenmanagement-API verwenden.

@ Updates der letzten Zugriffszeit sind immer fir Swift Container aktiviert. Fiir S3 Buckets sind
sie jedoch standardmaRig deaktiviert.

Beachten Sie, dass eine Aktualisierung der letzten Zugriffszeit die Performance

@ beeintrachtigen kann, insbesondere bei Systemen mit kleinen Objekten. Die Auswirkungen
auf die Performance werden dadurch erzielt, dass StorageGRID die Objekte bei jedem
Abruf mit neuen Zeitstempel aktualisieren muss.

Die folgende Tabelle fasst zusammen, ob die letzte Zugriffszeit flr alle Objekte im Bucket flr unterschiedliche
Antragen aktualisiert wird.

Art der Anfrage Gibt an, ob die letzte Zugriffszeit Ob die letzte Zugriffszeit
aktualisiert wird, wenn Updates aktualisiert wird, wenn Updates
der letzten Zugriffszeit der letzten Zugriffszeit aktiviert
deaktiviert sind sind

Anforderung zum Abrufen eines Nein Ja.

Objekts, seiner
Zugriffssteuerungsliste oder seiner
Metadaten

Anforderung zum Aktualisieren der Ja. Ja.
Metadaten eines Objekts

Anforderung zum Kopieren eines * Nein, fur die Quellkopie * Ja, fur die Quellkopie
Objekts von einem Bucketin einen . 1, fir gie Zielkopie - Ja, fiir die Zielkopie
anderen

Anforderung zum AbschlieRen Ja, fir das zusammengesetzte Ja, fir das zusammengesetzte
eines mehrteiligen Uploads Objekt Objekt

Verwandte Informationen

"S3 verwenden"

"Verwenden Sie ein Mandantenkonto"

Schritt 3 von 3: Definieren des Aufnahmeverhaltens

Schritt 3 (Ingest Behavior definieren) des Assistenten Create ILM Rule ermdglicht es
Ihnen, festzulegen, wie die Objekte, die von dieser Regel gefiltert werden, beim
Einnehmen geschutzt werden.
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Uber diese Aufgabe

StorageGRID erstellt Zwischenkopien und stellt die Objekte spater zur ILM-Evaluierung in einen Warteschleife.
AuRerdem kann es Kopien erstellen, um sofort die Anweisungen zur Platzierung der Regel zu erfillen.

Create ILM Rule step 3 of 3: Define ingest behavior
Select the data protection option to use when objects are ingested:

Strict

Always uses this rule's placements on ingest. Ingest fails when this rule's placements are not possible.

* Balanced

Optimum ILM efficiency. Attempts this rule’s placements on ingest. Creates interim copies when that is not possible

Dual commit

Creates interim copies on ingest and applies this rule's placements later.

cors [ o | oo |

Schritte
1. Wahlen Sie die Datenschutzoption aus, die verwendet werden soll, wenn Objekte aufgenommen werden:

Option Beschreibung

Streng Verwendet bei der Aufnahme immer die Platzierungen dieser Regel.
Einspeisung scheitert, wenn die Platzierungen dieser Regel nicht
mdglich sind.

Ausgeglichen Optimale ILM-Effizienz: Versucht die Platzierungen dieser Regel bei
der Aufnahme. Erstellt zwischenzeitliche Kopien, wenn dies nicht
maoglich ist.

Doppelte Provisionierung Erstellt vorlaufige Kopien bei der Aufnahme und wendet die

Platzierung dieser Regel spater an.

Balance bietet eine Kombination aus Datensicherheit und Effizienz, die in den meisten Fallen geeignet ist.
Zur Erflllung spezifischer Anforderungen wird in der Regel eine strenge oder doppelte Provisionierung
verwendet.

Weitere Informationen finden Sie unter ,welche Datensicherungsoptionen fiir die Aufnahme”
und ,vor- und Nachteile jeder Datensicherungsoption®.

Wenn Sie die Option streng oder ausgewogen auswahlen und die Regel eine der folgenden
Platzierungen verwendet, wird eine Fehlermeldung angezeigt:

@ o Ein Cloud-Storage-Pool am Tag 0
o Ein Archiv-Node am Tag 0

o Ein Cloud-Speicherpool oder ein Archiv-Node, wenn die Regel eine benutzerdefinierte
Erstellungszeit als Referenzzeit verwendet

2. Klicken Sie Auf Speichern.

Die ILM-Regel wird gespeichert. Die Regel bleibt erst aktiv, wenn sie zu einer ILM-Richtlinie hinzugeflgt
und diese Richtlinie aktiviert wird.
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Verwandte Informationen

"Datensicherungsoptionen fur die Aufnahme”
"Vor- und Nachteile sowie Einschrankungen der Datensicherungsoptionen”
"Beispiel 5: ILM-Regeln und Richtlinie fir striktes Ingest-Verhalten"

"[LM-Richtlinie erstellen"

Erstellen einer Standard-ILM-Regel

Jede ILM-Richtlinie muss Uber eine Standardregel verfligen, die keine Objekte filtert. Vor
dem Erstellen einer ILM-Richtlinie missen Sie mindestens eine ILM-Regel erstellen, die
als Standardregel fur die Richtlinie verwendet werden kann.

Was Sie benotigen

+ Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mUssen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Die Standardregel ist die letzte Regel, die in einer ILM-Richtlinie ausgewertet werden muss. Daher kann sie
keine Filter verwenden. Die Anweisungen zur Platzierung der Standardregel werden auf alle Objekte
angewendet, die nicht mit einer anderen Regel in der Richtlinie abgeglichen werden.

In dieser Beispielrichtlinie gilt die erste Regel nur fir Objekte, die zu Mandant A gehdren Die letzte
Standardregel gilt fir Objekte, die zu allen anderen Mandantenkonten gehéren.

|+ Select Rules |

Default Rule Name Tenant Account Actions
Erasure Coding for Tenant A Tenant A (94793396288150002349) »
4 2 Copies 2 Data Centers & lgnora x

Beachten Sie beim Erstellen der Standardregel die folgenden Anforderungen:

» Die Standardregel wird automatisch als letzte Regel in der Richtlinie gesetzt.
» Die Standardregel kann keine einfachen oder erweiterten Filter verwenden.

» Die Standardregel sollte replizierte Kopien erstellen.

Verwenden Sie keine Regel, die Kopien, die zur Fehlerkorrektur codiert wurden, als

@ Standardregel fur eine Richtlinie erstellt. Fir Verfahren zur Einhaltung von Datenkonsistenz
(Erasure Coding) sollte ein erweiterter Filter verwendet werden, um zu verhindern, dass bei
kleineren Objekten die Codierung von Datenkonsistenz erfolgt.

* Im Allgemeinen sollte die Standardregel Objekte flir immer aufbewahren.

* Wenn Sie die globale S3-Objektsperre verwenden (oder diese aktivieren mochten), muss die
Standardregel fur die aktive oder vorgeschlagene Richtlinie konform sein.

Schritte
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1. Wahlen Sie ILM > Regeln.
Die Seite ILM-Regeln wird angezeigt.
2. Wahlen Sie Erstellen.
Schritt 1 (Grundlagen definieren) des Assistenten ,ILM-Regel erstellen“ wird angezeigt.

3. Geben Sie im Feld Name einen eindeutigen Namen fir die Regel ein.
4. Geben Sie optional im Feld Beschreibung eine kurze Beschreibung fir die Regel ein.

5. Lassen Sie das Feld Mandantenkonten leer.
Die Standardregel muss auf alle Mandantenkonten angewendet werden.
6. Lassen Sie das Feld Bucket Name leer.
Die Standardregel muss auf alle S3-Buckets und Swift-Container angewendet werden.
7. Wahlen Sie nicht Advanced Filtering aus
Die Standardregel kann keine Filter angeben.
8. Wahlen Sie Weiter.
Schritt 2 (Platzierungen definieren) wird angezeigt.

9. Legen Sie die Anweisungen fir die Platzierung der Standardregel fest.

> Die Standardregel sollte Objekte fur immer aufbewahren. Wenn die Standardregel Objekte nicht
dauerhaft enthalt, wird eine Warnung angezeigt, wenn Sie eine neue Richtlinie aktivieren. Sie miissen
bestatigen, dass dies das Verhalten ist, das Sie erwarten.

> Die Standardregel sollte replizierte Kopien erstellen.

Verwenden Sie keine Regel, die Kopien, die zur Fehlerkorrektur codiert wurden, als

@ Standardregel fur eine Richtlinie erstellt. Erasure-Coding-Regeln sollten den erweiterten
Filter ObjektgroRe (MB) von mehr als 0.2 enthalten, um zu verhindern, dass kleinere
Objekte geldscht werden.

> Wenn Sie die globale S3-Objektsperre verwenden (oder diese aktivieren mdchten), muss die
Standardregel konform sein:

= Die IT muss mindestens zwei replizierte Objektkopien oder eine Kopie mit Verfahren zur
Fehlerkorrektur erstellen.

= Diese Kopien mussen auf Storage-Nodes wahrend der gesamten Dauer jeder Zeile in der
Plazierung vorhanden sein.

= Objektkopien kdnnen nicht in einem Cloud-Storage-Pool gespeichert werden.
= Objektkopien kénnen nicht auf Archiv-Knoten gespeichert werden.

= Mindestens eine Zeile der Anweisungen fir die Platzierung muss am Tag 0 beginnen, wobei die
Aufnahmezeit als Referenzzeit verwendet wird.

* Mindestens eine Zeile der Platzierungsanweisungen muss ,Forever" sein.

10. Klicken Sie auf Aktualisieren, um das Aufbewahrungsdiagramm zu aktualisieren und die Anweisungen
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zur Platzierung zu bestatigen.
11. Klicken Sie Auf Weiter.

Schritt 3 (Ingest Behavior definieren) wird angezeigt.

12. Wahlen Sie die Datenschutzoption aus, die verwendet werden soll, wenn Objekte aufgenommen werden,
und wahlen Sie Speichern.
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