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Erweiterung der Storage-Kapazitat

Wenn vorhandene Storage-Nodes voll werden, mussen Sie die Storage-Kapazitat Ihres
StorageGRID Systems erhohen.

Um die Storage-Kapazitat zu erhéhen, missen Kunden zunachst verstehen, wo die Daten aktuell gespeichert
sind, und dann alle erforderlichen Kapazitaten erweitern. Wenn Sie beispielsweise derzeit Kopien von
Objektdaten an mehreren Standorten speichern, muss die Storage-Kapazitat jedes Standorts erhéht werden.

+ "Richtlinien zum Hinzufligen von Objektkapazitat"
* "Hinzufigen von Speicherkapazitat fur replizierte Objekte"

* "Hinzufigen von Storage-Kapazitat fur Objekte mit Erasure-Coding-Verfahren"

« "Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

Richtlinien zum Hinzufugen von Objektkapazitat

Sie kdonnen die Objekt-Storage-Kapazitat Ihres StorageGRID Systems erweitern, indem
Sie vorhandenen Storage-Nodes Storage-Volumes hinzufligen oder vorhandenen
Standorten neue Storage-Nodes hinzufugen. Storage-Kapazitat muss so hinzugefugt
werden, dass sie den Anforderungen lhrer Information Lifecycle Management (ILM)-
Richtlinie entspricht.

Richtlinien fiir das Hinzufiigen von Storage Volumes

Lesen Sie vor dem Hinzufligen von Storage-Volumes zu vorhandenen Storage-Nodes die folgenden
Richtlinien und Einschréankungen:

» Sie missen |hre aktuellen ILM-Regeln prifen, um festzustellen, wo und wann Storage-Volumes
hinzugefligt werden missen, um die Storage-Kapazitat flr replizierte oder Erasure-codierte Objekte zu
erhohen. Weitere Informationen finden Sie in den Anweisungen zum Verwalten von Objekten mit
Information Lifecycle Management.

» Die Metadatenkapazitat des Systems kann nicht durch Hinzufligen von Storage-Volumes erhdht werden,
da Objektmetadaten nur auf Volume 0 gespeichert werden.

 Jeder softwarebasierte Storage Node kann maximal 16 Storage Volumes unterstiitzen. Wenn Sie darliber
hinaus Kapazitat hinzufiigen mochten, missen Sie neue Storage-Nodes hinzufiigen.

+ Sie kénnen jeder SG6060 Appliance ein oder zwei Erweiterungs-Shelfs hinzufigen. Mit jedem
Erweiterungs-Shelf werden 16 Storage-Volumes hinzugefligt. Mit beiden installierten Erweiterungs-Shelfs
kann das SG6060 insgesamt 48 Storage Volumes unterstiitzen.

+ Sie kdnnen keine Speicher-Volumes zu einer anderen Speicher-Appliance hinzufluigen.

 Sie kénnen die GroRe eines vorhandenen Speichervolumens nicht erhéhen.

« Sie kbnnen Storage-Volumes nicht gleichzeitig einem Storage-Node hinzufligen, wenn Sie ein System-
Upgrade, Recovery-Vorgang oder eine andere Erweiterung durchflhren.

Nachdem Sie sich entschieden haben, Storage Volumes hinzuzufligen und festgestellt haben, welche Storage
Nodes Sie erweitern missen, um lhre ILM-Richtlinie zu erflllen, befolgen Sie die Anweisungen fir Ihren
Storage Node-Typ:



* Informationen zum Hinzufligen von Erweiterungs-Shelfs zu einer SG6060-Speicher-Appliance finden Sie in
den Anweisungen zur Installation und Wartung der SG6000-Appliance.

"SG6000 Storage-Appliances"

» Befolgen Sie die Anweisungen zum Hinzufligen von Storage-Volumes zu Storage-Nodes, um einen
softwarebasierten Node zu erhalten.

"Hinzufligen von Storage-Volumes zu Storage-Nodes"

Richtlinien zum Hinzufligen von Speicherknoten

Lesen Sie vor dem Hinzufligen von Speicherknoten zu vorhandenen Standorten die folgenden Richtlinien und
Einschrankungen durch:

« Sie missen |hre aktuellen ILM-Regeln prifen, um festzustellen, wo und wann Storage-Nodes hinzugefligt
werden mussen, um den Storage fUr replizierte oder Erasure-codierte Objekte zu erhéhen.

« Sie sollten nicht mehr als 10 Speicherknoten in einem einzigen Erweiterungsverfahren hinzufiigen.

+ Sie kdnnen Speicherknoten zu mehr als einem Standort in einem einzigen Erweiterungsverfahren
hinzufiigen.

« Sie kénnen Storage-Nodes und andere Node-Typen in einem einzigen Erweiterungsverfahren hinzuftigen.

* Bevor Sie mit dem Erweiterungsvorgang beginnen, missen Sie bestatigen, dass alle
Datenreparaturvorgange, die im Rahmen einer Wiederherstellung durchgeflihrt werden, abgeschlossen
sind. Siehe die Schritte zum Uberpriifen von Datenreparaturjobs in den Anweisungen fiir
Wiederherstellung und Wartung.

* Wenn Sie Storage-Nodes vor oder nach einer Erweiterung entfernen mussen, sollten Sie nicht mehr als 10
Storage-Nodes in einem einzigen Dekommissions-Node-Verfahren aufl3er Betrieb nehmen.

Richtlinien fiir den ADC-Service auf Speicherknoten

Beim Konfigurieren der Erweiterung missen Sie festlegen, ob der Dienst Administrative Domain Controller
(ADC) auf jedem neuen Speicherknoten enthalten soll. Der ADC-Dienst verfolgt den Standort und die
Verflgbarkeit von Grid-Services.

* Das StorageGRID System erfordert, dass an jedem Standort und zu jeder Zeit ein Quorum von ADC-
Services verflgbar ist.

@ Erfahren Sie mehr tiber das ADC-Quorum in den Anweisungen zur Wiederherstellung und
Wartung.

» Mindestens drei Storage-Nodes an jedem Standort miissen den ADC-Service enthalten.

» Es wird nicht empfohlen, jedem Speicherknoten den ADC-Dienst hinzuzufiigen. Die Einbeziehung von zu
vielen ADC-Services kann zu Verlangsamungen fihren, da die Kommunikation zwischen den Knoten
groler ist.

* Ein einzelnes Grid sollte nicht mehr als 48 Storage-Nodes mit dem ADC-Dienst aufweisen. Dies entspricht
16 Standorten mit drei ADC-Diensten an jedem Standort.

* Wenn Sie im Allgemeinen die Einstellung ADC-Dienst flr einen neuen Knoten auswahlen, sollten Sie
automatisch wahlen. Wahlen Sie Ja nur aus, wenn der neue Knoten einen anderen Speicherknoten
ersetzt, der den ADC-Dienst enthalt. Da ein Storage-Node nicht stillgelegt werden kann, wenn zu wenige
ADC-Dienste verbleiben, wird sichergestellt, dass ein neuer ADC-Service verflugbar ist, bevor der alte
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Service entfernt wird.

* Der ADC-Dienst kann nicht einem Node hinzugeflugt werden, nachdem er bereitgestellt wurde.
Verwandte Informationen
"Objektmanagement mit ILM"
"SG6000 Storage-Appliances"
"Hinzufligen von Storage-Volumes zu Storage-Nodes"
"Verwalten Sie erholen"

"Durchfluhrung der Erweiterung"

Hinzufugen von Speicherkapazitat fur replizierte Objekte

Wenn die Information Lifecycle Management-Richtlinie (ILM) fGr lhre Implementierung
eine Regel umfasst, die replizierte Kopien von Objekten erstellt, missen Sie
bericksichtigen, wie viel Storage hinzugefiigt werden muss und wo die neuen Storage
Volumes oder Storage-Nodes hinzugefugt werden mussen.

Anweisungen zum Hinzufugen von zusatzlichem Storage finden Sie in den ILM-Regeln, die replizierte Kopien
erstellen. Wenn ILM-Regeln zwei oder mehr Objektkopien erstellen, planen Sie das Hinzufligen von Storage
an jedem Speicherort, an dem Objektkopien erstellt werden. Wenn Sie ein Grid mit zwei Standorten und eine
ILM-Regel haben, die an jedem Standort eine Objektkopie erstellt, missen Sie jedem Standort Storage
hinzufiigen, um die allgemeine Objektkapazitat des Grids zu erhdéhen.

Aus Performance-Griinden sollten Sie versuchen, die Storage-Kapazitat und die Rechenleistung Gber die
Standorte hinweg gleichmafig zu verteilen. In diesem Beispiel sollten Sie also jedem Standort die gleiche
Anzahl an Storage-Nodes oder an jedem Standort zusatzliche Storage-Volumes hinzufligen.

Falls Sie eine komplexere ILM-Richtlinie haben, die Regeln enthalt, die Objekte basierend auf Kriterien wie
Bucket-Name oder Regeln, die Objektorte im Laufe der Zeit andern, wird lhre Analyse, wo Storage fir die
Erweiterung erforderlich ist, ahnlich, aber komplexer.

Wenn Sie verstehen, wie schnell die insgesamt genutzte Storage-Kapazitat verbraucht wird, kénnen Sie
verstehen, wie viel Storage in der Erweiterung hinzugefiigt werden muss und wann der zusatzliche
Speicherplatz erforderlich ist. Mit dem Grid Manager kdnnen Sie die Storage-Kapazitat iberwachen und
Diagramm verwenden, wie in den Anweisungen zum Monitoring und zur Fehlerbehebung von StorageGRID
beschrieben.

Denken Sie bei der Planung des Zeitpunkts einer Erweiterung daran, wie lange die Beschaffung und
Installation von zusatzlichem Storage dauern kénnte.

Verwandte Informationen
"Objektmanagement mit ILM"

"Monitor Fehlerbehebung"


https://docs.netapp.com/de-de/storagegrid-115/ilm/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg6000/index.html
https://docs.netapp.com/de-de/storagegrid-115/expand/adding-storage-volumes-to-storage-nodes.html
https://docs.netapp.com/de-de/storagegrid-115/maintain/index.html
https://docs.netapp.com/de-de/storagegrid-115/expand/performing-expansion.html
https://docs.netapp.com/de-de/storagegrid-115/ilm/index.html
https://docs.netapp.com/de-de/storagegrid-115/monitor/index.html

Hinzufugen von Storage-Kapazitat fur Objekte mit Erasure-
Coding-Verfahren

Wenn lhre ILM-Richtlinie eine Regel zur Erstellung von Kopien zur Fehlerkorrektur
enthalt, mussen Sie planen, wo neuer Storage hinzugeflugt werden muss und wann neuer
Storage hinzugeflgt werden muss. Die Menge des Hinzufligen von Speicherplatz und
der Zeitpunkt der HinzuflUgung konnen die nutzbare Speicherkapazitat des Grid
beeinflussen.

Der erste Schritt bei der Planung einer Storage-Erweiterung ist das untersuchen der Regeln in Ihrer ILM-
Richtlinie, die Objekte mit Erasure-Coding-Verfahren erstellt. Da StorageGRID fir jedes Objekt, das mit
Erasure-Coding-Verfahren codiert wurde, k+m Fragmente erstellt und jedes Fragment auf einem anderen
Storage-Node speichert, missen Sie sicherstellen, dass mindestens k+m Storage-Nodes nach der
Erweiterung Uber Platz fir neue Daten mit Erasure-Code verfigen. Wenn das Erasure Coding-Profil einen
Site-Loss-Schutz bietet, missen Sie jedem Standort Storage hinzufiigen.

Die Anzahl der Nodes, die Sie hinzufiigen mussen, hangt auch davon ab, wie voll die vorhandenen Nodes
sind, wenn Sie die Erweiterung durchfihren.

Allgemeine Empfehlung fur die Erweiterung der Storage-Kapazitat fur Objekte mit
Erasure-Coding-Verfahren

Wenn detaillierte Berechnungen vermieden werden sollen, kbnnen Sie zwei Storage-Nodes pro Standort
hinzufigen, wenn vorhandene Storage-Nodes eine Kapazitat von 70 % erreichen.

Diese allgemeine Empfehlung liefert angemessene Ergebnisse fir eine Vielzahl von Erasure Coding-
Schemata fir Grids an einem Standort und fiir Grids, bei denen ein Erasure Coding-Verfahren einen Site-Loss-
Schutz bietet.

Um die Faktoren, die zu dieser Empfehlung fiihren, besser zu verstehen oder einen genaueren Plan fiir lhren
Standort zu entwickeln, Gberprifen Sie den nachsten Abschnitt. Wenden Sie sich an lhren NetApp
Ansprechpartner, um eine fir Ihre Situation optimierte Empfehlung zu erhalten.

Berechnung der Anzahl der zu addierenden Erweiterungs-Speicherknoten fur
Objekte mit Loschungscode

Um die Erweiterung einer Implementierung zur Speicherung von Objekten, die mit Erasure-Coding-Verfahren
codiert wurden, zu optimieren, missen Sie viele Faktoren berlcksichtigen:

* Verwendung eines Schemas zur Einhaltung von Datenkonsistenz (Erasure Coding)

* Merkmale des fur das Verfahren zur Einhaltung von Datenkonsistenz verwendeten Storage Pools,
einschliel3lich der Anzahl der Nodes an jedem Standort und der Menge an freiem Speicherplatz auf jedem
Node

» Gibt an, ob das Grid zuvor erweitert wurde (da sich der freie Speicherplatz pro Storage-Node
moglicherweise nicht in etwa auf allen Nodes identisch befindet)

* Die genaue Natur der ILM-Richtlinie, beispielsweise dartber, ob ILM-Regeln replizierte und Erasure-
Coding-Objekte erstellen

Die folgenden Beispiele zeigen, welche Auswirkungen das Erasure Coding-Schema hat, die Anzahl der Nodes
im Storage-Pool und die Menge an freiem Speicherplatz auf jedem Node.



Ahnliche Uberlegungen wirken sich auf die Berechnungen fiir eine ILM-Richtlinie aus, die sowohl replizierte
Daten als auch Daten mit Erasure-Coding-Verfahren speichert und die Berechnungen fir ein zuvor erweitertes
Grid enthalt.

Die Beispiele in diesem Abschnitt stellen die Best Practices fir das Hinzufligen von

Speicherkapazitat zu einem StorageGRID System dar. Wenn Sie die empfohlene Anzahl an
@ Nodes nicht hinzufiigen kénnen, missen Sie moglicherweise das EC-Ausgleichverfahren

durchflihren, um zusatzliche, mit Erasure Coding versehenen Objekte zu speichern.

"Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

Beispiel 1: Erweiterung eines Grid mit einem Standort, das 2+1 Erasure Coding
verwendet

Dieses Beispiel zeigt, wie ein einfaches Raster erweitert wird, das nur drei Storage-Nodes enthalt.

Dieses Beispiel verwendet nur drei Storage-Nodes zur Vereinfachung. Es wird jedoch nicht

@ empfohlen, nur drei Speicherknoten zu verwenden: Ein tatsachliches Produktionsnetz sollte
mindestens k+m + 1 Speicherknoten verwenden, um Redundanz zu erhalten, was vier
Speicherknoten (2+1+1) entspricht.

Gehen Sie folgendermalien vor:

 Alle Daten werden mithilfe des 2+1-Schemas zur Einhaltung von Datenkonsistenz gespeichert. Mit dem
Erasure Coding-Schema 2+1 wird jedes Objekt als drei Fragmente gespeichert und jedes Fragment auf
einem anderen Storage Node gespeichert.

* Es gibt einen Standort mit drei Storage-Nodes. Jeder Storage-Node hat eine Gesamtkapazitat von 100 TB.
» Sie mochten erweitern, indem Sie neue 100-TB-Storage-Nodes hinzufiigen.
« Ziel ist es, mithilfe von Erasure Coding Daten auf die alten und neuen Nodes einen Ausgleich zu finden.

Je nachdem, wie voll die Speicherknoten sind, wenn Sie die Erweiterung durchflhren, stehen verschiedene
Optionen zur Verfiigung.

* Fiigen Sie drei 100 TB Storage Nodes hinzu, wenn die vorhandenen Knoten zu 100% voll sind

In diesem Beispiel sind die vorhandenen Nodes zu 100 % ausgelastet. Da keine freie Kapazitat vorhanden
ist, missen Sie sofort drei Nodes hinzufligen, um mit dem Erasure Coding von 2+1 fortzufahren.

Nach Abschluss der Erweiterung werden bei Erasure-Coding von Objekten alle Fragmente auf die neuen
Nodes platziert.

- Before expansion - After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC




Durch diese Erweiterung werden Nodes k+m hinzugefligt. Das Hinzufligen von vier Nodes
wird aus Redundanzgriinden empfohlen. Wenn Sie Storage-Nodes mit k+m-Erweiterung

@ hinzufligen, wenn vorhandene Nodes zu 100 % voll sind, missen alle neuen Objekte auf
den Erweiterungs-Nodes gespeichert werden. Wenn einer der neuen Nodes nicht verflgbar
ist, kann StorageGRID die ILM-Anforderungen selbst voriibergehend nicht erflllen.

* Fligen Sie zwei 100 TB Storage-Nodes hinzu, wenn die vorhandenen Storage-Nodes zu 67 % voll
sind

In diesem Beispiel sind die vorhandenen Nodes zu 67 % ausgelastet. Da auf den vorhandenen Nodes 100
TB an freier Kapazitat verfligbar sind (33 TB pro Node), missen Sie nur noch zwei Nodes hinzufiigen,
wenn Sie die Erweiterung jetzt durchfiihren.

Wenn Sie 200 TB zusatzliche Kapazitat hinzufiigen, kdonnen Sie das 2+1 Erasure Coding fortsetzen und
die Daten, die mit Erasure Coding versehen sind, auf allen Nodes einen Ausgleich finden.

- Before expansion - ——— After adding 2 nodes

3 nodes are 67% full All nodes can be used for 2+1 EC

Fugen Sie einen 100 TB Storage Node hinzu, wenn die vorhandenen Speicherknoten zu 33% voll
sind

In diesem Beispiel sind die vorhandenen Nodes zu 33 % ausgelastet. Da auf den vorhandenen Nodes 200
TB an freier Kapazitat verfiigbar sind (67 TB pro Node), missen Sie nur noch einen Node hinzufligen,
wenn Sie die Erweiterung jetzt durchflhren.

Wenn Sie 100 TB zusatzliche Kapazitat hinzufigen, kdnnen Sie das 2+1 Erasure Coding fortsetzen und
die Daten, die mit Erasure Coding versehen sind, auf allen Nodes einen Ausgleich finden.

- Before expansion = —— After adding 1 node —

3 nodes are 33% full All nodes can be used for 2+1 EC

Beispiel 2: Erweiterung eines Grids fur drei Standorte, das Erasure Coding fur 6+3
verwendet

Dieses Beispiel zeigt, wie ein Erweiterungsplan fir ein Grid mit mehreren Standorten entwickelt wird, das tber



ein Erasure Coding-Schema mit einer groReren Anzahl von Fragmenten verfligt. Trotz der Unterschiede
zwischen diesen Beispielen ist der empfohlene Erweiterungsplan sehr ahnlich.

Gehen Sie folgendermalien vor:

+ Alle Daten werden mithilfe des Erasure Coding-Schemas von 6+3 gespeichert. Mit dem Erasure Coding-
Schema 6+3 wird jedes Objekt als 9 Fragmente gespeichert und jedes Fragment wird auf einem anderen
Storage Node gespeichert.

« Sie verfugen uber drei Standorte und jeder Standort hat vier Storage-Nodes (insgesamt 12 Nodes). Jeder
Node hat eine Gesamtkapazitat von 100 TB.

» Sie mochten erweitern, indem Sie neue 100-TB-Storage-Nodes hinzuftgen.

* Ziel ist es, mithilfe von Erasure Coding Daten auf die alten und neuen Nodes einen Ausgleich zu finden.

Je nachdem, wie voll die Speicherknoten sind, wenn Sie die Erweiterung durchfihren, stehen verschiedene
Optionen zur Verfligung.

* Fiigen Sie neun 100 TB Storage-Nodes (drei pro Standort) hinzu, wenn vorhandene Knoten zu 100
% voll sind

In diesem Beispiel sind die 12 vorhandenen Nodes zu 100 % ausgelastet. Da keine freie Kapazitat zur
Verfligung steht, missen Sie sofort neun Nodes (900 TB zusétzliche Kapazitat) hinzufiigen, um mit dem
Erasure Coding flir 6+3 fortzufahren.

Nach Abschluss der Erweiterung werden bei Erasure-Coding von Objekten alle Fragmente auf die neuen
Nodes platziert.

Durch diese Erweiterung werden Nodes k+m hinzugefligt. Das Hinzufligen von 12 Nodes
(vier pro Standort) wird aus Redundanzgriinden empfohlen. Wenn Sie Storage-Nodes mit

@ k+m-Erweiterung hinzufiigen, wenn vorhandene Nodes zu 100 % voll sind, mussen alle
neuen Objekte auf den Erweiterungs-Nodes gespeichert werden. Wenn einer der neuen
Nodes nicht verfugbar ist, kann StorageGRID die ILM-Anforderungen selbst voribergehend
nicht erflllen.

» Hinzufiigen von sechs 100 TB Storage-Nodes (zwei pro Standort), wenn vorhandene Knoten zu 75
% voll sind

In diesem Beispiel sind die 12 vorhandenen Nodes zu 75 % ausgelastet. Da 300 TB freie Kapazitat (25 TB
pro Node) zur Verfligung stehen, missen Sie nur sechs Nodes hinzufligen, wenn Sie die Erweiterung jetzt
durchflhren. Sie wirden jedem der drei Standorte zwei Nodes hinzufigen.

Wenn Sie 600 TB Storage-Kapazitat hinzufligen, kdnnen Sie das Erasure Coding von 6 und 3 fortsetzen
und einen Ausgleich fiir Daten mit Erasure Coding auf allen Nodes erzielen.

* Fiigen Sie drei 100 TB Storage-Nodes (einer pro Standort) hinzu, wenn vorhandene Knoten zu 50 %
voll sind

In diesem Beispiel sind die 12 vorhandenen Nodes zu 50 % ausgelastet. Da 600 TB freie Kapazitat (50 TB
pro Node) zur Verfugung stehen, mussen Sie nur drei Nodes hinzufiigen, wenn Sie die Erweiterung jetzt
durchfiihren. Sie wirden jedem der drei Standorte einen Node hinzufiigen.

Wenn Sie 300 TB Storage-Kapazitat hinzufligen, konnen Sie das Erasure Coding von 6 und 3 fortsetzen
und einen Ausgleich fiir Daten mit Erasure Coding auf allen Nodes erzielen.



Verwandte Informationen
"Objektmanagement mit ILM"
"Monitor Fehlerbehebung"

"Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

Uberlegungen zur Lastverteilung bei Daten, die mit Erasure
Coding versehen sind

Wenn Sie eine Erweiterung zum Hinzufugen von Storage-Nodes durchfuhren und lhre
ILM-Richtlinie eine oder mehrere ILM-Regeln zum Léschen von Code-Daten enthalt,
mussen Sie nach Abschluss der Erweiterung moglicherweise das EC-Ausgleichverfahren
durchflhren.

Wenn Sie beispielsweise nicht die empfohlene Anzahl von Speicherknoten in einer Erweiterung hinzufigen
kdénnen, missen Sie moglicherweise das EC-Ausgleichverfahren ausfiihren, damit zusatzliche Objekte mit
Ldschungscode gespeichert werden kdnnen.

Was ist die Neuausrichtung der EG?

Bei der EC-Ausbalancierung handelt es sich um ein StorageGRID-Verfahren, das nach einer Erweiterung des
Storage-Nodes erforderlich sein kann. Das Verfahren wird als Kommandozeilenskript vom primaren Admin-
Knoten ausgefuhrt. Bei Ausfiihrung des EC-Ausgleichs verteilt StorageGRID Fragmente, die mit Erasure
Coding codiert wurden, auf die vorhandenen und neu erweiterten Storage-Nodes an einem Standort.

Wenn das EC-Ausgleichverfahren ausgefiihrt wird:
* Es werden nur Objektdaten verschoben, die mit Erasure-Coding-Verfahren codiert wurden. Es werden

keine replizierten Objektdaten verschoben.

» Die Daten werden an einem Standort neu verteilt. Es werden keine Daten zwischen Standorten
verschoben.

» Die Daten werden auf alle Storage-Nodes an einem Standort verteilt. Daten werden nicht innerhalb von
Storage Volumes neu verteilt.
Wenn das EC-Ausgleichverfahren abgeschlossen ist:
* Die Daten, die mithilfe von Erasure-Coding-Verfahren codiert wurden, werden von Storage-Nodes mit
weniger verfligbarem Speicherplatz zu Storage-Nodes mit mehr verfligbarem Speicherplatz verschoben.

» Verwendete (%) Werte kénnen sich zwischen Storage Nodes unterscheiden, da der EC-Ausgleichvorgang
keine replizierten Objektkopien verschiebt.

» Die Datensicherung von Objekten, die mit Erasure Coding versehen sind, wird unverandert beibehalten.
Wenn das EC-Ausgleichverfahren ausgefiihrt wird, ist die Performance von ILM-Vorgangen sowie S3- und

Swift-Client-Operationen wahrscheinlich beeintrachtigt. Aus diesem Grund sollten Sie dieses Verfahren nur in
begrenzten Fallen durchfihren.
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Wann sollte ein EC-Ausgleich nicht durchgefiihrt werden

Als Beispiel fiir den Fall, dass Sie keinen EC-Ausgleich durchfiihren missen, sollten Sie Folgendes
berucksichtigen:
» StorageGRID wird an einem Standort ausgefiihrt, der drei Storage-Nodes enthalt.

* Die ILM-Richtlinie verwendet eine 2+1-Regel zur Einhaltung von Datenkonsistenz fiir alle Objekte, die
groler als 0.2 MB sind, und eine Replizierungsregel mit 2 Kopien fir kleinere Objekte.

« Alle Speicherknoten sind voll geworden, und die Warnung Low Object Storage wurde auf dem
Hauptschweregrade ausgelost. Die empfohlene Aktion ist, eine Erweiterungsmaflnahme zum Hinzufligen
von Speicherknoten durchzufihren.

~ Before expansion =

3 nodes are 100% full

Um den Standort in diesem Beispiel zu erweitern, wird empfohlen, drei oder mehr neue Speicherknoten
hinzuzufiigen. StorageGRID bendétigt drei Storage-Nodes fir das Erasure Coding von 2+1, damit die zwei
Datenfragmente und das ein Paritatsfragment auf verschiedenen Nodes platziert werden kénnen.

Nachdem Sie die drei Storage-Nodes hinzugefiigt haben, bleiben die urspriinglichen Storage-Nodes voll, die
Objekte kénnen jedoch weiterhin in das Erasure Coding-Schema 2+1 auf den neuen Nodes aufgenommen
werden. Das Ausflihren des EC-Ausgleichs-Verfahrens wird in diesem Fall nicht empfohlen: Durch das
Ausflhren des Verfahrens wird die Performance vortbergehend verringert, was sich auf den Client-Betrieb
auswirken koénnte.

- Before expansion - ——— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC

Wann muss ein EC-Ausgleich durchgefiihrt werden

Als Beispiel fur den Fall, dass Sie den EC-Ausgleichvorgang durchfiihren sollten, betrachten Sie das gleiche
Beispiel, gehen Sie aber davon aus, dass Sie nur zwei Storage-Nodes hinzufligen kénnen. Da fir das
Verfahren zur Einhaltung von Datenkonsistenz (Erasure Coding) 2+1 mindestens drei Storage-Nodes
erforderlich sind, kdnnen die neuen Nodes nicht fur Daten mit Erasure Coding verwendet werden.



- Before expansion - —— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC

Um dieses Problem zu I6sen und die neuen Speicherknoten zu nutzen, kénnen Sie das EC-
Ausgleichverfahren ausfuhren. Im Rahmen dieses Verfahrens StorageGRID werden Daten und
Paritatsfragmente, die mit Datenkonsistenz (Erasure Coding) versehen werden, auf alle Storage-Nodes am
Standort neu verteilt. Wenn in diesem Beispiel der EC-Ausgleichvorgang abgeschlossen ist, sind alle flinf
Nodes nun nur zu 60 % voll und die Objekte kdnnen auf allen Storage-Nodes weiterhin in das Erasure Coding-
Schema 2+1 aufgenommen werden.

- Before expansion A —— After adding 2 nodes —— After EC rebalance

3 nodes are 100% full 2 new nodes cannot be used for EC 5 nodes are 60% full, EC can continue

Uberlegungen zur Neuausrichtung der EG

Im Allgemeinen sollten Sie nur in begrenzten Fallen das EC-Ausgleichverfahren durchfiihren. Insbesondere
sollten Sie eine Neuausrichtung der EG nur durchfihren, wenn alle folgenden Aussagen wahr sind:

« Sie verwenden das Erasure Coding fur lhre Objektdaten.

» Die Warnung Low Object Storage wurde flr einen oder mehrere Storage Nodes an einem Standort
ausgeldst, was darauf hinweist, dass die Knoten zu mindestens 80 % voll sind.

« Sie kénnen die empfohlene Anzahl neuer Speicherknoten fir das verwendete Erasure-Coding-Schema
nicht hinzuflgen.

"Hinzufligen von Storage-Kapazitat fur Objekte mit Erasure-Coding-Verfahren"

» Wahrend das EC-Ausgleichverfahren lauft, tolerieren lhre S3- und Swift-Clients eine niedrigere
Performance bei Schreib- und Leseoperationen.

Wie das EC-Ausgleichungsverfahren mit anderen Wartungsaufgaben interagiert

Sie kdnnen bestimmte Wartungsverfahren nicht gleichzeitig durchfihren, wahrend Sie das EC-
Ausgleichverfahren ausfiihren.
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Verfahren

Weitere EC-Ausgleichverfahren

Verfahren zur Deaktivierung

EC-Datenreparaturauftrag

Expansionsverfahren

Upgrade-Verfahren

Klonvorgang fur Appliance-Node

Hotfix-Verfahren

Andere Wartungsarbeiten

Wahrend des EC-Ausgleichs erlaubt?

Nein

Sie kénnen nur ein EC-Ausgleichverfahren gleichzeitig ausfihren.

Nein

* Wahrend des EC-Ausgleichs werden Sie daran gehindert, eine
Stilllegung oder eine EC-Datenreparatur zu starten.

» Sie kdnnen den EC-Ausgleichvorgang nicht starten, wahrend ein
Ausmustern von Storage Nodes oder eine EC-Datenreparatur
ausgefluhrt wird.

Nein

Wenn Sie neue Storage-Nodes zu einer Erweiterung hinzufligen
mussen, sollten Sie warten, bis Sie alle neuen Nodes hinzugefugt
haben. Wenn wahrend des Hinzufligens eines neuen Storage-Nodes ein
Verfahren zur Ausgleich der EC ausgeflhrt wird, werden die Daten nicht
zu diesen Nodes verschoben.

Nein

Wenn Sie ein Upgrade der StorageGRID-Software durchfihren mussen,
sollten Sie das Upgrade-Verfahren vor oder nach dem Ausflihren des
EC-Ausgleichs durchfiihren. Bei Bedarf kénnen Sie den EC-
Ausgleichvorgang beenden, um ein Software-Upgrade durchzufiihren.

Nein

Wenn Sie einen Appliance-Storage-Node klonen missen, sollten Sie
warten, bis der EC-Ausgleichvorgang ausgeflihrt wurde, nachdem Sie
den neuen Node hinzugefiligt haben. Wenn wahrend des Hinzufiigens
eines neuen Storage-Nodes ein Verfahren zur Ausgleich der EC
ausgefuhrt wird, werden die Daten nicht zu diesen Nodes verschoben.

Ja.

Sie kdnnen einen StorageGRID-Hotfix anwenden, wahrend der EC-
Ausgleichvorgang ausgefuhrt wird.

Nein

Sie mussen das EC-Ausgleichverfahren beenden, bevor Sie andere
Wartungsverfahren durchfiihren.

Wie das EC-Ausgleichverfahren mit ILM interagiert

Wahrend des EC-Ausgleichs ausgefiihrt wird, vermeiden Sie ILM-Anderungen, die den Standort vorhandener
Objekte, die mit Erasure-Coding-Verfahren codiert wurden, andern kénnten. Beginnen Sie beispielsweise nicht
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mit der Verwendung einer ILM-Regel, die ein anderes Erasure Coding-Profil hat. Wenn Sie solche ILM-
Anderungen vornehmen miissen, sollten Sie den EC-Ausgleichvorgang abbrechen.

Verwandte Informationen
"Balancieren Sie Daten aus, die im Erasure-Coding-Verfahren codiert wurden, nach dem Hinzufligen von
Storage"
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