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Grid-Nodes werden vorbereitet

Sie mussen die Uberlegungen zum Entfernen von Grid-Nodes priifen und bestéatigen,
dass keine Reparaturauftrage fur Daten mit Erasure-Coding-Verfahren aktiv sind.

Schritte
« "Uberlegungen fir die Deaktivierung von Storage-Nodes"

+ "Datenreparaturauftrage werden Gberprift"

Uberlegungen fiir die Deaktivierung von Grid-Nodes

Bevor Sie dieses Verfahren zur Deaktivierung von einem oder mehreren Nodes starten,
mussen Sie die Auswirkungen des Entfernens der einzelnen Node verstehen. Bei der
erfolgreichen Ausmusterung eines Node werden seine Services deaktiviert und der Node
wird automatisch heruntergefahren.

Sie kénnen einen Node nicht stilllegen, wenn Sie dies tun, bleibt die StorageGRID in einem ungdiltigen Status.
Folgende Regeln werden durchgesetzt:

* Sie kénnen den primaren Admin-Node nicht stilllegen.

+ Sie kdnnen Archiv-Knoten nicht stilllegen.

+ Sie kdnnen einen Admin-Node oder einen Gateway-Node nicht stilllegen, wenn eine seiner
Netzwerkschnittstellen Teil einer HA-Gruppe (High Availability, Hochverflgbarkeit) ist.

« Sie kénnen einen Speicherknoten nicht stilllegen, wenn sich dessen Entfernung auf das ADC-Quorum
auswirkt.

+ Sie kdnnen einen Storage-Node nicht stilllegen, wenn er fiir die aktive ILM-Richtlinie erforderlich ist.

Sie sollten nicht mehr als 10 Storage-Nodes in einem einzigen Decommission-Node-Verfahren aul3er
Betrieb nehmen.

« Sie kénnen einen verbundenen Knoten nicht stilllegen, wenn in lhrem Grid keine getrennten Knoten
enthalten sind (Knoten, deren Zustand unbekannt oder administrativ ausgefallen ist). Sie missen zunachst
die getrennten Nodes aul3er Betrieb nehmen oder wiederherstellen.

* Wenn |hr Grid mehrere getrennte Nodes enthalt, muss die Software gleichzeitig auf3er Betrieb genommen
werden. Dadurch steigt das Risiko unerwarteter Ergebnisse.

* Wenn ein nicht getrennter Knoten nicht entfernt werden kann (z. B. ein Speicherknoten, der fir das ADC-
Quorum benétigt wird), kann kein anderer nicht getrennter Knoten entfernt werden.

» Wenn Sie eine altere Appliance durch eine neuere Appliance ersetzen mdchten, sollten Sie eventuell das
Klonverfahren fir den Appliance-Node verwenden, anstatt den alten Node abzubauen und den neuen
Node zu einer Erweiterung hinzuzuftigen.

"Klonen von Appliance-Nodes"

@ Entfernen Sie die virtuelle Maschine oder andere Ressourcen eines Grid-Node erst, wenn Sie
dazu aufgefordert werden, dies in Stilllegen-Verfahren zu tun.
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Uberlegungen fiir die Deaktivierung von Admin-Nodes oder Gateway-Nodes

Priifen Sie die folgenden Uberlegungen, bevor Sie einen Admin-Node oder einen
Gateway-Node auler Betrieb setzen.

* FUr das Verfahren zur Deaktivierung ist ein exklusiver Zugriff auf einige Systemressourcen erforderlich. Sie
mussen also bestatigen, dass keine weiteren Wartungsverfahren ausgefihrt werden.

+ Sie kdnnen den primaren Admin-Node nicht stilllegen.

 Sie kdnnen einen Admin-Node oder einen Gateway-Node nicht stilllegen, wenn eine seiner
Netzwerkschnittstellen Teil einer HA-Gruppe (High Availability, Hochverfligbarkeit) ist. Sie missen zuerst
die Netzwerkschnittstellen aus der HA-Gruppe entfernen. Lesen Sie die Anweisungen zum Verwalten von
StorageGRID.

» Bei Bedarf konnen Sie die ILM-Richtlinie sicher andern und gleichzeitig einen Gateway-Node oder einen
Admin-Node aulder Betrieb nehmen.

* Wenn Sie einen Admin-Node deaktivieren und Single Sign-On (SSO) fir Ihr StorageGRID-System aktiviert
ist, missen Sie daran denken, das Vertrauen des Knotens zu entfernen, das auf die Grundlage von Active
Directory Federation Services (AD FS) basiert.

Verwandte Informationen

"StorageGRID verwalten"

Uberlegungen fiir die Deaktivierung von Storage-Nodes

Wenn Sie einen Storage Node aulder Betrieb nehmen moéchten, missen Sie wissen, wie
StorageGRID die Objektdaten und Metadaten dieses Node managt.

Bei der Ausmusterung von Storage-Nodes gelten die folgenden Uberlegungen und Einschrénkungen:

» Das System muss zu jeder Zeit gentigend Storage Nodes enthalten, um den betrieblichen Anforderungen
gerecht zu werden, einschlief3lich des ADC-Quorums und der aktiven ILM-Richtlinie. Um diese
Einschrankung zu erfillen, missen Sie mdglicherweise einen neuen Storage-Node zu einem
Erweiterungsvorgang hinzufiigen, bevor Sie einen vorhandenen Storage-Node stilllegen konnen.

» Wenn der Storage-Node getrennt wird, wenn Sie ihn ausmustern, muss das System die Daten mithilfe der
Daten der verbundenen Storage-Nodes rekonstruieren. Dies kann zu Datenverlusten fihren.

* Wenn Sie einen Storage-Node entfernen, missen grol’e Mengen von Objektdaten Gber das Netzwerk
Ubertragen werden. Obwohl diese Transfers den normalen Systembetrieb nicht beeintrachtigen sollten,
koénnen sie sich auf die gesamte vom StorageGRID System bendtigte Netzwerkbandbreite auswirken.

» Aufgaben fur die Deaktivierung von Storage-Nodes haben eine niedrigere Prioritat als Aufgaben, die mit
normalen Systemvorgangen verbunden sind. Dadurch wird die Ausmusterung normale StorageGRID
Systemvorgange nicht beeintrachtigt und es muss keine Zeit fir die Inaktivitat des Systems eingeplant
werden. Da die Ausmusterung im Hintergrund erfolgt, ist es schwierig zu schatzen, wie lange der Vorgang
dauert. Im Allgemeinen erfolgt die Ausmusterung von Storage-Nodes schneller, wenn das System still ist
oder nur ein Storage-Node gleichzeitig entfernt wird.

» Es kann Tage oder Wochen dauern, bis ein Storage-Node aulRer Betrieb gesetzt wurde. Planen Sie dieses
Verfahren entsprechend. Der Prozess zur Deaktivierung sorgt zwar daflr, dass der Betrieb des Systems
nicht beeintrachtigt wird, aber weitere Verfahren werden moglicherweise eingeschrankt. Im Allgemeinen
sollten geplante System-Upgrades oder -Erweiterungen durchgefiihrt werden, bevor Grid-Nodes entfernt
werden.

» Wahrend bestimmter Phasen kdnnen Verfahren zur Deaktivierung von Speicherknoten angehalten werden,
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damit andere Wartungsvorgange bei Bedarf ausgefiihrt und nach Abschluss wieder aufgenommen werden
kdnnen.

* Wenn eine Aufgabe zur Ausmusterung ausgefuhrt wird, kdnnen auf keinem Grid-Node Reparaturvorgange
ausgefuhrt werden.

+ Wahrend der Deaktivierung eines Storage Node sollten Sie keine Anderungen an der ILM-Richtlinie
vornehmen.

* Wenn Sie einen Storage-Node entfernen, werden die Daten des Node zu anderen Grid-Nodes migriert.
Diese Daten werden jedoch nicht vollstandig aus dem ausgemusterten Grid-Node entfernt. Zum
endgultigen und sicheren Entfernen von Daten missen die Laufwerke des ausgemusterten Grid-Nodes
nach Abschluss des Stilllegen-Vorgangs geloscht werden.

* Wenn Sie einen Storage-Node aul3er Betrieb nehmen, werden moglicherweise die folgenden
Warnmeldungen und Alarme ausgelOst. Dartber hinaus erhalten Sie moglicherweise entsprechende E-
Mail- und SNMP-Benachrichtigungen:

o Kommunikation mit Knoten Warnung nicht méglich. Diese Warnmeldung wird ausgeldst, wenn Sie
einen Speicherknoten aufler Betrieb setzen, der den ADC-Dienst enthalt. Die Meldung wird nach
Abschluss des Stilllegen-Vorgangs behoben.

o VSTU-Alarm (Object Verification Status). Dieser Alarm auf Benachrichtigungsebene zeigt an, dass der
Speicherknoten wahrend der Stilllegung in den Wartungsmodus wechselt.

o CASA (Data Store Status) Alarm. Dieser GroRalarm zeigt an, dass die Cassandra-Datenbank ausfallt,
da die Dienste angehalten wurden.

Verwandte Informationen

"Wiederherstellen von Objektdaten in einem Storage Volume, falls erforderlich"
"Allgemeines zum ADC-Quorum"

"Uberpriifung der ILM-Richtlinie und Storage-Konfiguration"

"Getrennte Storage-Nodes werden deaktiviert"

"Konsolidieren Von Storage-Nodes"

"Ausmusterung mehrerer Storage-Nodes"

Allgemeines zum ADC-Quorum

Bestimmte Storage-Nodes konnen an einem Datacenter-Standort moglicherweise nicht
auller Betrieb gesetzt werden, falls nach der Ausmusterung zu wenige Dienste des
Administrative Domain Controller (ADC) verbleiben wirden. Dieser Service, der auf
einigen Storage-Nodes enthalten ist, pflegt Grid-Topologiedaten und stellt
Konfigurationsdienste fur das Grid bereit. Das StorageGRID System erfordert, dass an
jedem Standort und zu jeder Zeit ein Quorum von ADC-Services verfugbar ist.

Ein Speicherknoten kann nicht stillgelegt werden, wenn das Entfernen des Knotens dazu fiihrt, dass das ADC-
Quorum nicht mehr erflllt wird. Um das ADC-Quorum wahrend eines Stilllegungsvorgangs zu erfiillen, muss
an jedem Datacenter mindestens drei Storage-Nodes Uber den ADC-Service verfliigen. Bei mehr als drei
Storage-Nodes an einem Datacenter mit dem ADC-Service muss ein einfacher Grofteil dieser Nodes nach der
Ausmusterung verfligbar sein ((0.5 * Storage Nodes with ADC)+ 1).

Nehmen Sie beispielsweise an, ein Datacenter-Standort umfasst derzeit sechs Storage-Nodes mit ADC-
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Services, und Sie moéchten drei Storage-Nodes auller Betrieb nehmen. Aufgrund der Quorum-Anforderung des
ADC missen Sie zwei Verfahren zur Deaktivierung durchfihren:

« Beim ersten Stilllegen missen Sie sicherstellen, dass vier Speicherknoten mit ADC-Diensten verfigbar
bleiben ((0.5 * 6) +1) . Das bedeutet, dass Sie zunachst nur zwei Storage-Nodes aulder Betrieb nehmen
konnen.

* Im zweiten Verfahren kénnen Sie den dritten Speicherknoten entfernen, da das ADC-Quorum jetzt nur
noch drei ADC-Dienste benétigt ((0.5 * 4) + 1).

Wenn ein Speicherknoten aulier Betrieb gesetzt werden muss, aber aufgrund der ADC-Quorum-Anforderung
nicht in der Lage ist, missen Sie einen neuen Speicherknoten in einer Erweiterung hinzufligen und angeben,
dass er Uber einen ADC-Dienst verfiigen soll. AnschlieRend kénnen Sie den vorhandenen Storage-Node
ausmustern.

Verwandte Informationen

"Erweitern Sie lhr Raster"

Uberpriifung der ILM-Richtlinie und Storage-Konfiguration

Wenn Sie einen Storage-Node aul3er Betrieb nehmen mdchten, sollten Sie die ILM-
Richtlinie Ihres StorageGRID Systems Uberprufen, bevor Sie den Ausmusterungsprozess
starten.

Bei der Ausmusterung werden alle Objektdaten vom ausgemusterten Storage Node zu anderen Storage-
Nodes migriert.

Die ILM-Richtlinie, die Sie wahrend der Stilllegung haben, wird nach der Deaktivierung
verwendet. Sie missen sicherstellen, dass diese Richtlinie sowohl vor Beginn der Stilllegung als
auch nach Abschluss der Stilllegung Ihre Daten erfullt.

Sie sollten die Regeln in der aktiven ILM-Richtlinie Uberprifen, um sicherzustellen, dass das StorageGRID
System weiterhin Uber ausreichende Kapazitat des richtigen Typs und an den richtigen Standorten verflgt, um
die Ausmusterung eines Storage-Nodes bewaltigen zu kénnen.

Bedenken Sie Folgendes:

» Werden ILM-Evaluierungsservices moglich sein, Objektdaten so zu kopieren, dass ILM-Regeln erfillt sind?

» Was passiert, wenn ein Standort wahrend der Stilllegung voribergehend nicht mehr verfiigbar ist? Kénnen
zusatzliche Kopien an einem alternativen Speicherort erstellt werden?

» Wie wird sich der Ausmusterungsprozess auf die finale Verteilung der Inhalte auswirken? Wie unter
,Consolidating Storage Nodes, “ beschrieben, sollten Sie neue Storage-Nodes hinzufligen, bevor
alte entfernt werden. Wenn Sie nach der Stilllegung eines kleineren Storage-Nodes einen gréRReren Ersatz-
Storage-Node hinzufligen, kdnnten die alten Storage-Nodes nahezu an Kapazitat arbeiten und der neue
Storage-Node konnte fast keinen Inhalt haben. Die meisten Schreibvorgange fiir neue Objektdaten wiirden
dann auf den neuen Storage-Node geleitet, wodurch die allgemeine Effizienz der Systemvorgange
verringert wird.

» Wird das System jederzeit geniigend Storage-Nodes enthalten, um die aktive ILM-Richtlinie zu erfiillen?

@ Eine ILM-Richtlinie, die nicht zufriedenstellend ist, fihrt zu Rickprotokollen und Alarmen
und kann den Betrieb des StorageGRID Systems unterbrechen.
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Uberpriifen Sie, ob die vorgeschlagene Topologie, die sich aus dem Stilllegungsvorgang ergibt, die ILM-
Richtlinie erfullt, indem Sie die in der Tabelle aufgefiihrten Faktoren bewerten.

Einzuschatzen

Verfugbare Kapazitat

Speicherort

Storage-Typ

Verwandte Informationen
"Konsolidieren Von Storage-Nodes"

"Objektmanagement mit ILM"

"Erweitern Sie Ihr Raster"

Hinweise

Werden gentigend Storage-Kapazitaten fur alle im StorageGRID System
gespeicherten Objektdaten vorhanden sein, Sollen die permanenten
Kopien der aktuell auf dem Storage Node gespeicherten Objektdaten
stillgelegt werden?gibt es genligend Kapazitat, um das erwartete
Wachstum gespeicherter Objektdaten fir ein verniinftiges Zeitintervall
nach der Stilllegung zu verarbeiten?

Wenn genligend Kapazitat im gesamten StorageGRID System verbleibt,
sind die Kapazitaten an den richtigen Standorten, um den
Geschaftsregeln des StorageGRID Systems gerecht zu werden?

Wird es gentigend Storage des entsprechenden Typs geben, nachdem
die Ausmusterung abgeschlossen ist? So kann es beispielsweise
aufgrund von ILM-Regeln geben, dass Inhalte je nach Alter von einem
Storage-Typ auf einen anderen verschoben werden. Wenn dies der Fall
ist, missen Sie sicherstellen, dass in der endgultigen Konfiguration des
StorageGRID Systems genligend Storage des entsprechenden Typs
verfugbar ist.

Getrennte Storage-Nodes werden deaktiviert

Sie mussen wissen, was passieren kann, wenn Sie einen Storage-Knoten aul3er Betrieb
setzen, wahrend er nicht verbunden ist (Zustand ist unbekannt oder administrativ

ausgefallen).

Wenn Sie einen Storage-Node, der vom Raster getrennt wird, auf3er Betrieb nehmen, verwendet StorageGRID
Daten von anderen Storage-Nodes, um die Objektdaten und Metadaten des getrennten Node zu
rekonstruieren. Dazu werden am Ende des Stilllegungsvorgangs automatisch Datenreparaturaufgaben

gestartet.

Bevor Sie einen getrennten Storage-Node stilllegen, missen Sie Folgendes beachten:

 Ein getrennter Node sollte niemals aulRer Betrieb genommen werden, es sei denn, Sie kdnnen ihn nicht
online oder wiederhergestellt werden.

FUhren Sie dieses Verfahren nicht aus, wenn Sie glauben, dass mdglicherweise
@ Objektdaten vom Node wiederhergestellt werden kdnnen. Wenden Sie sich stattdessen an
den technischen Support, um zu ermitteln, ob das Recovery von Nodes mdglich ist.

* Wenn ein getrennter Storage-Node die einzige Kopie eines Objekts enthalt, geht dieses Objekt verloren,
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wenn Sie den Node ausmustern. Die Datenrekonstruktionsaufgaben kdnnen Objekte nur rekonstruieren
und wiederherstellen, wenn mindestens eine replizierte Kopie oder genug Fragmente mit Loschungscode
auf aktuell verbundenen Storage-Nodes vorhanden sind.

» Wenn Sie einen getrennten Storage-Node ausmustern, wird der Vorgang der Ausmusterung relativ schnell
abgeschlossen. Die Ausflihrung der Reparatur von Daten kann jedoch Tage oder Wochen dauern und wird
nicht durch den AulRerbetriebnahme Gberwacht. Sie missen diese Jobs manuell Gberwachen und nach
Bedarf neu starten. Siehe Anweisungen zur Datenreparatur-Uberwachung.

"Datenreparaturauftrage werden tberprift"

» Wenn Sie mehrere getrennte Storage-Nodes gleichzeitig aul3er Betrieb nehmen, kann es zu
Datenverlusten kommen. Das System ist moglicherweise nicht in der Lage, Daten zu rekonstruieren, wenn
zu wenige Kopien von Objektdaten, Metadaten oder Erasure-Coding-Fragmenten verfiigbar sind.

Wenn mehr als ein getrennter Speicherknoten vorhanden ist, den Sie nicht wiederherstellen
kénnen, wenden Sie sich an den technischen Support, um die beste Vorgehensweise zu
ermitteln.

Konsolidieren Von Storage-Nodes

Sie kdnnen Storage-Nodes konsolidieren, um die Anzahl der Storage-Nodes fir einen
Standort oder eine Bereitstellung zu verringern und gleichzeitig die Storage-Kapazitat zu
erhohen.

Wenn Sie Storage-Nodes konsolidieren, erweitern Sie das StorageGRID System, um neue Storage-Nodes mit
grolerer Kapazitat hinzuzufigen, und Mustern die alten Storage-Nodes mit geringerer Kapazitat aus. Wahrend
der Deaktivierung werden Objekte von den alten Storage Nodes zu den neuen Storage Nodes migriert.

Beispielsweise kdnnen Sie zwei neue Storage-Nodes mit grolkerer Kapazitat hinzufligen, um drei altere
Storage-Nodes zu ersetzen. Sie wiirden zuerst das Erweiterungsverfahren verwenden, um die beiden neuen,
grolkeren Storage-Nodes hinzuzufiigen, und anschliel®end die drei alten Storage-Nodes mit geringerer
Kapazitat entfernen.

Durch Hinzufiigen neuer Kapazitat vor dem Entfernen vorhandener Storage-Nodes wird eine ausgewogenere
Datenverteilung im gesamten StorageGRID System sichergestellt. Sie reduzieren auch die Mdglichkeit, dass
ein vorhandener Storage-Node Uber die Storage-Grenzmarke hinaus geschoben werden kann.

Verwandte Informationen

"Erweitern Sie |hr Raster"

Ausmusterung mehrerer Storage-Nodes

Wenn mehr als ein Storage-Node entfernt werden muss, kdnnen Sie sie nacheinander
oder parallel absetzen.

» Wenn Sie Storage-Nodes nacheinander ausmustern, mussen Sie warten, bis der erste Storage-Node
heruntergefahren wurde, bevor Sie den nachsten Storage-Node aulier Betrieb nehmen.

» Wenn Sie Storage-Nodes parallel ausmustern, verarbeiten die Storage-Nodes zugleich Aufgaben zur
Deaktivierung aller Storage-Nodes. Dies kann dazu flihren, dass alle permanenten Kopien einer Datei als
“read-only,” markiert werden, wenn das Léschen in Gittern, in denen diese Funktion aktiviert ist,
vorubergehend deaktiviert wird.
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Datenreparaturauftrage werden uberpruft

Bevor Sie einen Grid-Node auler Betrieb nehmen, missen Sie bestatigen, dass keine
Datenreparatur-Jobs aktiv sind. Wenn Reparaturen fehlgeschlagen sind, missen Sie sie
neu starten und vor der AulRerbetriebnahme abschlieRen lassen.

Wenn Sie einen getrennten Speicherknoten stilllegen missen, fihren Sie diese Schritte auch aus, nachdem
der Vorgang abgeschlossen wurde, um sicherzustellen, dass der Reparaturauftrag erfolgreich abgeschlossen
wurde. Sie missen sicherstellen, dass alle Fragmente, die mit Erasure-Coding-Verfahren codiert wurden, die
sich auf dem entfernten Node befanden, erfolgreich wiederhergestellt wurden.

Die Schritte gelten nur fir Systeme mit Erasure-Coding-Objekten.

1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

2. Auf laufende Reparaturen prifen: repair-data show-ec-repair-status

° Wenn Sie noch nie einen Datenreparaturauftrag ausgefihrt haben, wird die Ausgabe angezeigt No
job found. Sie mussen keine Reparaturauftrage neu starten.

> Wenn der Datenreparaturauftrag zuvor ausgefiihrt wurde oder derzeit ausgefuhrt wird, listet die
Ausgabe Informationen fiir die Reparatur auf. Jede Reparatur hat eine eindeutige Reparatur-ID.
Fahren Sie mit dem nachsten Schritt fort.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected Bytes Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359 0
Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359 0
Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359 0
Yes

3. Wenn der Zustand flr alle Reparaturen ist Success, Sie miissen keine Reparaturauftradge neu starten.

4. Wenn der Status fiir eine Reparatur ist Failure, Sie missen diese Reparatur neu starten.



a. Beziehen Sie die Reparatur-ID fir die fehlerhafte Reparatur von der Ausgabe.

b. Flhren Sie die aus repair-data start-ec-node-repair Befehl.

Verwenden Sie die --repair-id Option zum Festlegen der Reparatur-ID. Wenn Sie beispielsweise
eine Reparatur mit der Reparatur-ID 949292 erneut versuchen mdchten, flihren Sie den folgenden
Befehl aus: repair-data start-ec-node-repair --repair-id 949292

c. Verfolgen Sie den Status der EC-Datenreparaturen weiter, bis der Zustand fir alle Reparaturen vorliegt
success.
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