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Konfiguration des erweiterten StorageGRID-
Systems

Nach Abschluss einer Erweiterung missen Sie weitere Integrations- und
Konfigurationsschritte durchfuhren.

Uber diese Aufgabe

Sie mussen die unten aufgefihrten Konfigurationsaufgaben fir die Grid-Nodes ausflihren, die Sie in |hrer
Erweiterung hinzufligen. Einige Aufgaben kénnen optional sein, je nachdem, welche Optionen bei der
Installation und Verwaltung des Systems ausgewahlt wurden, und wie Sie die wahrend der Erweiterung
hinzugefligten Grid-Nodes konfigurieren méchten.

Schritte

1. Wenn Sie einen Speicherknoten hinzugefiigt haben, fihren Sie die folgenden Konfigurationsaufgaben aus.

Konfigurationsaufgaben fiir Storage-Nodes Zur Information

Uberprifen Sie die in Ihren ILM-Regeln verwendeten Speicherpools, "Objektmanagement mit ILM"
um sicherzustellen, dass der neue Speicher verwendet wird.

* Wenn Sie einen Standort hinzufligen, erstellen Sie einen
Speicherpool fir den Standort und aktualisieren Sie ILM-Regeln,
um den neuen Speicherpool zu verwenden.

* Wenn Sie einem vorhandenen Standort einen Speicherknoten
hinzugefugt haben, bestatigen Sie, dass der neue Node die
richtige Speicherklasse verwendet.

Hinweis: standardmaRig wird ein neuer Speicherknoten der
Speicherklasse Alle Speicherknoten zugewiesen und zu
Speicherpools hinzugeflgt, die diese Klasse flr den Standort
verwenden. Wenn ein neuer Knoten eine benutzerdefinierte
Speicherklasse verwenden soll, missen Sie ihn der
benutzerdefinierten Klasse manuell zuweisen (ILM > Storage-

Klasse).
Vergewissern Sie sich, dass der Speicherknoten Objekte erfasst. "Uberpriifen, ob der
Speicherknoten aktiv ist"
Ausgleich von Daten mit Verfahren zur Einhaltung von "Balancieren Sie Daten aus, die
Datenkonsistenz (nur wenn die empfohlene Anzahl von Storage- im Erasure-Coding-Verfahren
Nodes nicht hinzugefiigt werden konnte) codiert wurden, nach dem

Hinzuftigen von Storage"

2. Wenn Sie einen Gateway-Node hinzugefiigt haben, fliihren Sie die folgenden Konfigurationsaufgaben aus.


https://docs.netapp.com/de-de/storagegrid-115/ilm/index.html

Konfigurationsaufgaben fiir Gateway Node Zur Information

Wenn Hochverfligbarkeitsgruppen fur Client-Verbindungen verwendet "StorageGRID verwalten”
werden, fligen Sie die Gateway-Nodes einer HA-Gruppe hinzu.

Wahlen Sie Konfiguration > Netzwerkeinstellungen >

Hochverfiigbarkeitsgruppen aus, um die Liste der vorhandenen

HA-Gruppen zu Uberprifen und die neuen Nodes hinzuzufiigen.

3. Wenn Sie einen Admin-Node hinzugefligt haben, fiihren Sie die folgenden Konfigurationsaufgaben aus.

Konfigurationsaufgaben fiir Admin-Node Zur Information

Wenn Single Sign-On fir Ihr StorageGRID-System aktiviert ist, "Konfigurieren der Single Sign-
mussen Sie fir den neuen Admin-Knoten ein Vertrauensverhaltnis der On-Konfiguration”
Vertrauensbasis in Active Directory Federation Services (AD FS)

erstellen. Sie konnen sich erst beim Knoten anmelden, wenn Sie

dieses Vertrauen der Vertrauensbasis erstellen.

Wenn Sie den Load Balancer-Service auf Admin-Nodes verwenden "StorageGRID verwalten"
mochten, missen Sie die Admin-Nodes mdglicherweise den Gruppen

fur hohe Verfugbarkeit hinzufiigen. Wahlen Sie Konfiguration >

Netzwerkeinstellungen > Hochverfiigbarkeitsgruppen aus, um die

Liste der vorhandenen HA-Gruppen zu uberprifen und die neuen

Nodes hinzuzufiigen.

Kopieren Sie optional die Admin-Node-Datenbank vom primaren "Die Admin-Knoten-Datenbank
Admin-Node zum ErweiterungAdmin-Node, wenn Sie das Attribut und wird kopiert"

die Audit-Informationen auf jedem Admin-Knoten konsistent halten

maochten.

Kopieren Sie optional die Prometheus-Datenbank vom primaren "Kopieren von Prometheus-
Admin-Node zum ErweiterungAdmin-Node, wenn Sie die historischen Kennzahlen"
Metriken auf jedem Admin-Knoten konsistent halten méchten.

Kopieren Sie optional die vorhandenen Audit-Protokolle vom primaren "Prufprotokolle werden kopiert"
Admin-Node zum ErweiterungAdmin-Node, wenn Sie die historischen

Protokollinformationen auf jedem Admin-Knoten konsistent halten

mdchten.

Konfigurieren Sie optional den Zugriff auf das System flr Audit- "StorageGRID verwalten"
Zwecke Uber eine NFS- oder CIFS-Dateifreigabe.

Hinweis: der Audit-Export Gber CIFS/Samba ist veraltet und wird in
einer zukunftigen StorageGRID-Version entfernt.
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Konfigurationsaufgaben fiir Admin-Node Zur Information

Andern Sie optional den bevorzugten Absender fiir "StorageGRID verwalten"
Benachrichtigungen. Sie konnen den Erweiterungs-Admin-Knoten

zum bevorzugten Absender machen. Andernfalls sendet ein

vorhandener als bevorzugter Absender konfigurierter Admin-Node

weiterhin Benachrichtigungen, einschliellich AutoSupport-

Nachrichten, SNMP-Benachrichtigungen, Alarm-E-Mails und Alarm-E-

Mails (Legacy-System).

4. Wenn Sie einen Archivknoten hinzugeflgt haben, fihren Sie die folgenden Konfigurationsaufgaben aus.

Konfigurationsaufgaben fiir Archivierungs-Knoten Zur Information

Konfigurieren Sie die Verbindung des Archiv-Knotens mit dem "StorageGRID verwalten"
angestrebten externen Archiv-Storage-System. Wenn Sie die

Erweiterung abgeschlossen haben, befinden sich Archiv-Knoten in

einem Alarmzustand, bis Sie die Verbindungsinformationen Uber die

Komponente ARC > Ziel konfigurieren.

Aktualisieren Sie die ILM-Richtlinie, um Objektdaten Gber den neuen  "Objektmanagement mit ILM"
Archivierungs-Node zu archivieren.

Konfigurieren Sie benutzerdefinierte Alarme fir die Attribute, die zur ~ "StorageGRID verwalten"
Uberwachung der Geschwindigkeit und Effizienz des Datenabrufs von
Objektdaten von Archiv-Nodes verwendet werden.

5. Um zu Uberprifen, ob Erweiterungsknoten mit einem nicht vertrauenswirdigen Client-Netzwerk
hinzugeflgt wurden oder um zu andern, ob das Client-Netzwerk eines Knotens nicht vertrauenswurdig
oder vertrauenswdrdig ist, gehen Sie zu Konfiguration > Netzwerkeinstellungen > nicht
vertrauenswiirdiges Client-Netzwerk.

Wenn das Client-Netzwerk auf dem Erweiterungsknoten nicht vertrauenswirdig ist, miissen Verbindungen
zum Knoten im Client-Netzwerk Uber einen Load Balancer-Endpunkt hergestellt werden. Weitere
Informationen finden Sie in den Anweisungen zum Verwalten von StorageGRID.

6. Konfigurieren Sie das Domain Name System (DNS).

Wenn Sie fir jeden Grid-Node DNS-Einstellungen separat angegeben haben, missen Sie fiir die neuen
Nodes benutzerdefinierte DNS-Einstellungen pro Node hinzufiigen. Weitere Informationen zum Andern der
DNS-Konfiguration fir einen einzelnen Grid-Node finden Sie in den Anweisungen zur Recovery und

Wartung.

Eine Best Practice besteht in der netzweiten DNS-Server-Liste, die einige DNS-Server enthalt, auf die von
jedem Standort aus lokal zugegriffen werden kann. Wenn Sie gerade einen neuen Standort hinzugefugt
haben, fiigen Sie der Grid-weiten DNS-Konfiguration neue DNS-Server fiir den Standort hinzu.
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Geben Sie zwei bis sechs IPv4-Adressen fir DNS-Server an. Wahlen Sie DNS-Server aus,
auf die jeder Standort lokal zugreifen kann, wenn das Netzwerk landet. Damit soll
sichergestellt werden, dass ein islanded-Standort weiterhin Zugriff auf den DNS-Dienst hat.

@ Nach der Konfiguration der DNS-Serverliste fir das gesamte Grid kdnnen Sie die DNS-
Serverliste fiur jeden Knoten weiter anpassen. Weitere Informationen finden Sie in den
Informationen zum Andern der DNS-Konfiguration in den Wiederherstellungsanleitungen
und Wartungsanweisungen.

7. Wenn Sie einen neuen Standort hinzugeflgt haben, vergewissern Sie sich, dass auf die NTP-Server
(Network Time Protocol) von diesem Standort aus zugegriffen werden kann.

Vergewissern Sie sich, dass mindestens zwei Nodes an jedem Standort auf mindestens vier
externe NTP-Quellen zugreifen kénnen. Wenn nur ein Node an einem Standort die NTP-

@ Quellen erreichen kann, treten Probleme mit dem Timing auf, wenn dieser Node ausfallt.
Durch die Festlegung von zwei Nodes pro Standort als primare NTP-Quellen ist zudem ein
genaues Timing gewahrleistet, wenn ein Standort vom Rest des Grid isoliert ist.

Weitere Informationen finden Sie in den Anweisungen zur Wiederherstellung und Wartung.

Verwandte Informationen

"Objektmanagement mit ILM"

"Uberpriifen, ob der Speicherknoten aktiv ist"
"Die Admin-Knoten-Datenbank wird kopiert"
"Kopieren von Prometheus-Kennzahlen"
"Prufprotokolle werden kopiert"
"Software-Upgrade"

"Verwalten Sie erholen"

Uberpriifen, ob der Speicherknoten aktiv ist

Nachdem ein Erweiterungsvorgang abgeschlossen ist, der neue Speicherknoten
hinzugeflgt hat, sollte das StorageGRID-System automatisch mit den neuen
Speicherknoten beginnen. Sie mussen das StorageGRID-System verwenden, um
sicherzustellen, dass der neue Speicherknoten aktiv ist.

Schritte
1. Melden Sie sich Uber einen unterstiitzten Browser beim Grid Manager an.
2. Wahlen Sie Nodes > Erweiterungs-Speicherknoten > Storage Aus.

3. Bewegen Sie den Cursor Uber das Diagramm verwendete Speicherung - Objektdaten, um den Wert fiir
verwendet anzuzeigen. Dies ist die Menge des insgesamt nutzbaren Speicherplatzes, der flir Objektdaten
verwendet wurde.

4. Vergewissern Sie sich, dass der Wert von verwendet erhoht wird, wenn Sie den Cursor nach rechts auf
dem Diagramm bewegen.
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Die Admin-Knoten-Datenbank wird kopiert

Beim Hinzufligen von Admin-Nodes durch ein Erweiterungsverfahren kdnnen Sie optional
die Datenbank vom primaren Admin-Node zum neuen Admin-Node kopieren. Durch das
Kopieren der Datenbank konnen Sie historische Informationen Uber Attribute,
Warnmeldungen und Warnmeldungen aufbewahren.

Was Sie bendtigen

+ Sie mussen die erforderlichen Erweiterungsschritte abgeschlossen haben, um einen Admin-Node
hinzuzufligen.

* Sie mlssen die haben Passwords. txt Datei:
» Sie miUssen Uber eine Passphrase fir die Bereitstellung verfligen.

Uber diese Aufgabe

Der StorageGRID-Softwareaktivierungsprozess erstellt eine leere Datenbank flir den NMS-Dienst auf dem
Erweiterungs-Admin-Knoten. Wenn der NMS-Dienst auf dem Erweiterungs-Admin-Knoten startet, zeichnet er
Informationen fiir Server und Dienste auf, die derzeit Teil des Systems sind oder spater hinzugefiigt werden.
Diese Admin-Knoten-Datenbank enthalt die folgenden Informationen:

» Meldungsverlauf
e Alarmverlauf

* Historische Attributdaten, die in den Diagrammen und Textberichten verwendet werden, die auf der Seite
Support > Tools > Grid Topology verfligbar sind

Um sicherzustellen, dass die Admin-Node-Datenbank zwischen den Knoten konsistent ist, kbnnen Sie die
Datenbank vom primaren Admin-Node auf den Erweiterungs-Admin-Node kopieren.

Das Kopieren der Datenbank vom primaren Admin-Node (der__Source Admin-Node_) zu einem
@ Erweiterungs-Admin-Node kann bis zu mehrere Stunden dauern. In diesem Zeitraum ist der
Grid Manager nicht zuganglich.

FUhren Sie diese Schritte aus, um den MI-Dienst und den Management-API-Dienst sowohl auf dem primaren
Admin-Node als auch auf dem Erweiterungs-Admin-Node zu beenden, bevor Sie die Datenbank kopieren.

Schritte
1. Fuhren Sie die folgenden Schritte auf dem primaren Admin-Knoten aus:

a. Melden Sie sich beim Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
b. Fuhren Sie den folgenden Befehl aus: recover-access-points
c. Geben Sie die Provisionierungs-Passphrase ein.
d. Beenden SIE DEN MI-Dienst: service mi stop

€. Beenden Sie den Management Application Program Interface (Management API) Service: service



mgmt-api stop
2. Fuhren Sie die folgenden Schritte auf dem Erweiterungs-Admin-Knoten aus:
a. Melden Sie sich beim Erweiterungs-Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
b. Beenden SIE DEN MI-Dienst: service mi stop
C. Beenden Sie den Management API-Service: service mgmt-api stop
d. Fuigen Sie den SSH-privaten Schliissel zum SSH-Agenten hinzu. Geben Sie Ein:ssh-add
€. Geben Sie das SSH-Zugriffspasswort ein, das im aufgefiihrt ist Passwords. txt Datei:

f. Kopieren Sie die Datenbank vom Quell-Admin-Knoten auf den Erweiterungs-Admin-Knoten:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Wenn Sie dazu aufgefordert werden, bestatigen Sie, dass Sie die MI-Datenbank auf dem
Erweiterungs-Admin-Node Uberschreiben mdchten.

Die Datenbank und ihre historischen Daten werden auf den Erweiterungs-Admin-Knoten kopiert. Wenn
der Kopiervorgang abgeschlossen ist, startet das Skript den Erweiterungs-Admin-Knoten.

h. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten
Schlissel vom SSH-Agent. Geben Sie Ein:ssh-add -D

3. Starten Sie die Dienste auf dem primaren Admin-Knoten neu: service servermanager start

Kopieren von Prometheus-Kennzahlen

Nach dem Hinzufugen eines neuen Admin-Knotens konnen Sie optional die historischen
Metriken kopieren, die von Prometheus vom primaren Admin-Node erhalten wurden, zum
neuen Admin-Node. Durch das Kopieren der Metriken wird sichergestellt, dass
historische Metriken zwischen Admin-Nodes konsistent sind.

Was Sie bendtigen
* Der neue Admin-Node muss installiert und ausgefuhrt werden.

* Sie mussen die haben Passwords. txt Datei:

« Sie mlssen Uber eine Passphrase fir die Bereitstellung verfigen.

Uber diese Aufgabe

Wenn Sie einen Admin-Knoten hinzufligen, erstellt der Software-Installationsprozess eine neue Prometheus-
Datenbank. Sie kdnnen die historischen Kennzahlen zwischen den Knoten konsistent halten, indem Sie die
Prometheus-Datenbank vom primaren Admin-Node (den_Source Admin-Node_) auf den neuen Admin-Node
kopieren.



Das Kopieren der Prometheus-Datenbank dauert moglicherweise ein Stunde oder langer. Einige
Grid Manager-Funktionen sind nicht verfligbar, wahrend Dienste auf dem Quell-Admin-Node
angehalten werden.

Schritte
1. Melden Sie sich beim Quell-Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

2. Beenden Sie vom Quell-Admin-Node den Prometheus-Service: service prometheus stop

3. Fuhren Sie auf dem neuen Admin-Knoten die folgenden Schritte aus:

a. Melden Sie sich beim neuen Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
b. Stoppen Sie den Prometheus Service: service prometheus stop
C. Flugen Sie den SSH-privaten Schlissel zum SSH-Agenten hinzu. Geben Sie Ein:ssh-add
d. Geben Sie das SSH-Zugriffspasswort ein, das im aufgefiihrt ist Passwords . txt Datei:

e. Kopieren Sie die Prometheus-Datenbank vom Quell-Admin-Node auf den neuen Admin-Node:
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. Wenn Sie dazu aufgefordert werden, driicken Sie Enter, um zu bestatigen, dass Sie die neue
Prometheus-Datenbank auf dem neuen Admin-Knoten zerstéren mochten.

Die urspriingliche Prometheus-Datenbank und ihre historischen Daten werden auf den neuen Admin-
Knoten kopiert. Wenn der Kopiervorgang abgeschlossen ist, startet das Skript den neuen Admin-
Knoten. Der folgende Status wird angezeigt:

Database cloned, starting services

a. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten
Schlissel vom SSH-Agent. Geben Sie Ein:

ssh-add -D
4. Starten Sie den Prometheus-Service auf dem Quell-Admin-Node neu.

service prometheus start



Prufprotokolle werden kopiert

Wenn Sie einen neuen Admin-Node durch ein Erweiterungsverfahren hinzufligen,
protokolliert sein AMS-Service nur Ereignisse und Aktionen, die nach dem Beitritt zum
System auftreten. Sie konnen Prufprotokolle von einem zuvor installierten Admin-Knoten
auf den neuen ErweiterungAdmin-Knoten kopieren, so dass er mit dem Rest des
StorageGRID-Systems synchronisiert ist.

Was Sie bendtigen

» Sie missen die erforderlichen Erweiterungsschritte abgeschlossen haben, um einen Admin-Node
hinzuzufiigen.

* Sie mussen die haben Passwords. txt Datei:

Uber diese Aufgabe

Um die historischen Audit-Meldungen von anderen Admin-Knoten auf dem Erweiterungs-Admin-Knoten
verfugbar zu machen, missen Sie die Audit-Log-Dateien manuell vom primaren Admin-Node oder einem
anderen vorhandenen Admin-Node auf den Erweiterungs-Admin-Node kopieren.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@ primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Stoppen Sie den AMS-Dienst, um zu verhindern, dass eine neue Datei erstellt wird: service ams stop

3. Benennen Sie den um audit.log Datei um sicherzustellen, dass die Datei auf dem Erweiterungs-Admin-
Knoten nicht Gberschrieben wird, in den Sie sie kopieren:

cd /var/local/audit/export
1s -1
mv audit.log new name.txt
4. Kopieren Sie alle Audit-Log-Dateien in den Erweiterungs-Admin-Node:

scp -p * IP address:/var/local/audit/export

3. Wenn Sie zur Eingabe der Passphrase fir aufgefordert werden /root/.ssh/id rsa Geben Sie das
SSH-Zugriffskennwort flir den primdren Admin-Node ein, der im aufgefthrt ist
‘Passwords. txt Datei:

6. Stellen Sie das Original wieder her audit . log Datei:

mv new name.txt audit.log

7. AMS-Dienst starten:



service ams start
8. Melden Sie sich vom Server ab:
exit

9. Melden Sie sich beim Erweiterungs-Admin-Knoten an:
a. Geben Sie den folgenden Befehl ein: ssh admin@expansion Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
10. Benutzer- und Gruppeneinstellungen fir die Audit-Log-Dateien aktualisieren:

cd /var/local/audit/export
chown ams-user:bycast *

11. Melden Sie sich vom Server ab:

exit

Balancieren Sie Daten aus, die im Erasure-Coding-
Verfahren codiert wurden, nach dem Hinzufugen von
Storage

In einigen Fallen mussen Sie moglicherweise nach dem Hinzufligen neuer Storage-
Nodes einen Ausgleich fur Daten schaffen, die mit Erasure Coding versehen sind.

Was Sie bendtigen
» Sie mussen die Erweiterungsschritte abgeschlossen haben, um die neuen Speicherknoten hinzuzufiigen.

+ Sie mussen die Uberlegungen fiir eine Ausbalancierung, wenn Daten zur Fehlerkorrektur codiert wurden,
Uberprift haben.

"Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

Flhren Sie diesen Vorgang nur aus, wenn die Warnung Low Object Storage fiir einen oder
@ mehrere Speicherknoten an einem Standort ausgeldst wurde und Sie die empfohlene
Anzahl neuer Speicherknoten nicht hinzufigen konnten.

* Sie mussen die haben Passwords. txt Datei:

Uber diese Aufgabe

Wenn das EC-Ausgleichverfahren ausgefiihrt wird, ist die Performance von ILM-Vorgangen sowie S3- und
Swift-Client-Operationen wahrscheinlich beeintrachtigt. Aus diesem Grund sollten Sie dieses Verfahren nur in
begrenzten Fallen durchflhren.
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Das EG-Ausgleichverfahren reserviert voriibergehend einen grofden Speicher. Storage-
Warnmeldungen werden moglicherweise ausgeldst, aber nach Abschluss des Ausgleichs

@ werden sie geldst. Wenn nicht genligend Speicherplatz fiir die Reservierung vorhanden ist,
schlagt das EC-Ausgleichverfahren fehl. Speicherreservierungen werden freigegeben, wenn der
EC-Ausgleichvorgang abgeschlossen ist, unabhangig davon, ob der Vorgang fehlgeschlagen
oder erfolgreich war.

S3- und Swift-API-Operationen zum Hochladen von Objekten (oder Objektteilen) kénnen
wahrend des EC-Ausgleichs fehlschlagen, wenn sie mehr als 24 Stunden bendtigen.
Langfristige PUT-Vorgange funktionieren nicht, wenn die anwendbare ILM-Regel eine strenge

@ oder ausgewogene Platzierung bei der Aufnahme verwendet. Der folgende Fehler wird
gemeldet:

500 Internal Server Error

Schritte

1.

2.

3.

4.
5.

10

Uberpriifen Sie die aktuellen Objekt-Storage-Details fiir den Standort, den Sie ausgleichen mdchten.
Wahlen Sie Knoten.

a.
b. Wahlen Sie den ersten Speicherknoten am Standort aus.

o

Wahlen Sie die Registerkarte Storage aus.

d. Halten Sie den Mauszeiger Uber das Diagramm ,verwendete Daten — Objektdaten®, um die aktuelle
Menge der replizierten Daten und mit Erasure Coding versehenen Daten auf dem Storage-Node
anzuzeigen.

e. Wiederholen Sie diese Schritte, um die anderen Speicherknoten am Standort anzuzeigen.

Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
Geben Sie den folgenden Befehl ein:
rebalance-data start --site "site-name"

Flr "site-name" Geben Sie den ersten Standort an, an dem Sie neue Speicherknoten
oder Knoten hinzugefiigt haben. UmschlieRen "site-name In Angeboten.

Der EC-Ausgleichvorgang startet, und eine Job-ID wird zuriickgegeben.

Kopieren Sie die Job-ID.

Uberwachen Sie den Status des EC-Ausgleichs.
> So zeigen Sie den Status eines einzelnen EC-Ausgleichs an:

rebalance-data status --job-id job-id



Fir “job-id" Geben Sie die ID an, die beim Start des Verfahrens zurlickgegeben wurde.

> So zeigen Sie den Status des aktuellen EC-Ausgleichs und aller zuvor abgeschlossenen Verfahren an:

rebalance-data status

Hilfe zum Befehl zum Ausgleich von Daten erhalten:

rebalance-data --help

6. Flhren Sie weitere Schritte aus, basierend auf dem zurtickgegebenen Status:

° Wenn der Status lautet In progress, Der EC-Ausgleichsoperation lauft noch. Sie sollten das
Verfahren regelmafig Uberwachen, bis es abgeschlossen ist.

° Wenn der Status lautet Failure, Fihren Sie die Fehlerschritte.
° Wenn der Status lautet Success, Fuhren Sie die Erfolg.
7. Wenn das EC-Ausgleichverfahren zu viel Last generiert (beispielsweise sind Ingest-Operationen betroffen),
unterbrechen Sie den Vorgang.

rebalance-data pause --job-id job-id

8. Wenn Sie das EC-Ausgleichverfahren beenden missen (z. B. um ein StorageGRID-Software-Upgrade
durchzuflihren), geben Sie Folgendes ein:

rebalance-data abort --job-id job-id

Wenn Sie ein EC-Ausgleichverfahren beenden, verbleiben alle bereits verschobenen
Datenfragmente am neuen Standort. Daten werden nicht zurtick an den urspriinglichen
Speicherort verschoben.

9. Wenn der Status des EC-Ausgleichs lautet Failure, Folgen Sie folgenden Schritten:
a. Vergewissern Sie sich, dass alle Speicherknoten am Standort mit dem Raster verbunden sind.

b. Uberpriifen Sie, ob Warnmeldungen vorliegen, die sich auf diese Speicherknoten auswirken kénnten,
und beheben Sie sie.

Informationen zu bestimmten Warnmeldungen finden Sie in den Anweisungen zum Monitoring und zur
Fehlerbehebung.

C. Starten Sie das EC-Ausgleichverfahren neu:
rebalance-data start —--job-id job-id

d. Wenn der Status des EC-Ausgleichs noch immer ist Failure, Wenden Sie sich an den technischen
Support.

10.  Wenn der Status des EC-Ausgleichs-Verfahrens lautet Success, Optional Priifen von Objekt-Storage
Um die aktualisierten Details fiir die Site anzuzeigen.

Daten mit Erasure-Coding-Verfahren sollten nun besser auf die Storage-Nodes am Standort abgestimmt
sein.

@ Replizierte Objektdaten werden nicht durch das EC-Ausgleichverfahren verschoben.
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11. Wenn Sie Erasure Coding an mehreren Standorten verwenden, fihren Sie dieses Verfahren fur alle
anderen betroffenen Standorte aus.

Verwandte Informationen
"Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

"Monitor Fehlerbehebung”
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