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Konfigurieren der Hardware

Nachdem Sie das Gerat mit Strom versorgt haben, mussen Sie SANtricity Storage
Manager konfigurieren. Dies ist die Software, mit der Sie die Hardware Uberwachen. Sie
mussen auch die Netzwerkverbindungen konfigurieren, die von StorageGRID verwendet
werden.

Schritte
+ "Konfigurieren von StorageGRID-Verbindungen"

* "SANTtricity Storage Manager wird konfiguriert"
+ "Optional: Aktivieren der Node-Verschlisselung"
+ "Optional: Wechseln in den RAID-6-Modus (nur SG5660)"

* "Optional: Neu zuordnen von Netzwerkports fir die Appliance"

Konfigurieren von StorageGRID-Verbindungen

Bevor Sie eine StorageGRID Appliance als Storage Node in einem StorageGRID-Grid
bereitstellen kdnnen, mussen Sie die Verbindungen zwischen der Appliance und den zu
verwendenden Netzwerken konfigurieren. Sie konnen das Netzwerk konfigurieren, indem
Sie im StorageGRID Appliance Installer navigieren, der im E5600SG Controller (dem
Computing-Controller in der Appliance) enthalten ist.

Schritte
« "Zugriff auf das Installationsprogramm der StorageGRID-Appliance"

+ "Uberpriifen und Aktualisieren der Installationsversion der StorageGRID Appliance"
 "Konfigurieren von Netzwerkverbindungen (SG5600)"

 "Einstellen der IP-Konfiguration"

* "Netzwerkverbindungen werden Uberprift"

» "Uberpriifen von Netzwerkverbindungen auf Portebene"

Zugriff auf das Installationsprogramm der StorageGRID-Appliance

Sie mussen auf das Installationsprogramm der StorageGRID Appliance zugreifen, um die
Verbindungen zwischen der Appliance und den drei StorageGRID-Netzwerken zu
konfigurieren: Das Grid-Netzwerk, das Admin-Netzwerk (optional) und das Client-
Netzwerk (optional).

Was Sie bendétigen
» Sie verwenden einen unterstitzten Webbrowser.

* Die Appliance ist mit allen von lhnen geplanten StorageGRID-Netzwerken verbunden.
* In diesen Netzwerken kennen Sie die IP-Adresse, das Gateway und das Subnetz fiir die Appliance.

« Sie haben die geplanten Netzwerk-Switches konfiguriert.

Uber diese Aufgabe



Wenn Sie zum ersten Mal auf das Installationsprogramm der StorageGRID-Appliance zugreifen, kdnnen Sie
die vom DHCP zugewiesene IP-Adresse fir das Admin-Netzwerk verwenden (vorausgesetzt, die Appliance ist
mit dem Admin-Netzwerk verbunden) oder die durch DHCP zugewiesene IP-Adresse flr das Grid-Netzwerk.
Die Verwendung der IP-Adresse fiir das Admin-Netzwerk ist vorzuziehen. Wenn Sie andernfalls Uber die
DHCP-Adresse fur das Grid-Netzwerk auf das Installationsprogramm von StorageGRID-Appliances zugreifen,
kann die Verbindung zum StorageGRID-Appliance-Installationsprogramm verloren gehen, wenn Sie die Link-
Einstellungen andern und wenn Sie eine statische IP eingeben.

Schritte

1. Beziehen Sie die DHCP-Adresse flir das Gerat im Admin-Netzwerk (wenn es verbunden ist) oder das Grid-
Netzwerk (wenn das Admin-Netzwerk nicht verbunden ist).

Sie kdnnen eine der folgenden Aktionen ausfiihren:

o Geben Sie dem Netzwerkadministrator die MAC-Adresse fiir den Management-Port 1 an, damit er die
DHCP-Adresse fur diesen Port im Admin-Netzwerk nachsehen kann. Die MAC-Adresse wird auf einem
Etikett am E5600SG-Controller neben dem Port gedruckt.

o Sehen Sie sich die Sieben-Segment-Anzeige auf dem E5600SG-Controller an. Wenn Management-
Port 1 und 10-GbE-Ports 2 und 4 des ES600SG-Controllers mit Netzwerken mit DHCP-Servern
verbunden sind, versucht der Controller, beim Einschalten des Gehauses dynamisch zugewiesene IP-
Adressen zu erhalten. Nachdem der Controller den Einschaltvorgang abgeschlossen hat, zeigt sein 7-
Segment-Display HO an, gefolgt von einer sich wiederholenden Sequenz von zwei Zahlen.

HO -- IP address for Admin Network -- IP address for Grid Network HO

In der Reihenfolge:

= Der erste Zahlensatz ist die DHCP-Adresse fir den Appliance-Speicherknoten im Admin-Netzwerk,
sofern er verbunden ist. Diese IP-Adresse ist dem Management-Port 1 des E5600SG-Controllers
zugewiesen.

= Der zweite Zahlensatz ist die DHCP-Adresse flur den Appliance-Speicherknoten im Grid-Netzwerk.
Diese IP-Adresse wird 10-GbE-Ports 2 und 4 zugewiesen, wenn Sie das Gerat zum ersten Mal mit
Strom versorgen.

@ Wenn eine IP-Adresse nicht ber DHCP zugewiesen werden konnte, wird 0.0.0.0
angezeigt.

2. Wenn Sie eine der DHCP-Adressen abrufen konnten:

a. Offnen Sie einen Webbrowser auf dem Service-Laptop.

b. Geben Sie diese URL firr das StorageGRID-Appliance-Installationsprogramm ein:
https://E5600SG _Controller IP:8443

FUr E5600SG _Controller IP, Verwenden Sie die DHCP-Adresse fir den Controller. (Verwenden
Sie die IP-Adresse fir das Admin-Netzwerk, wenn Sie ihn haben).

c. Wenn Sie aufgefordert werden, eine Sicherheitswarnung zu erhalten, zeigen Sie das Zertifikat mithilfe
des Browser-Installationsassistenten an und installieren Sie es.

Die Meldung wird beim nachsten Zugriff auf diese URL nicht angezeigt.



Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt. Die Informationen
und Meldungen, die beim ersten Zugriff auf diese Seite angezeigt werden, hangen davon ab, wie lhr

Gerat derzeit mit StorageGRID-Netzwerken verbunden ist. Moglicherweise werden Fehlermeldungen
angezeigt, die in spateren Schritten geldst werden.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Installation Advanced -
Home

€ The installation is ready to be started. Review the settings below, and then click Start Installation.

This Node
MNode type Storage H

Mode name MM-2-108-SGA-lab25

Primary Admin Node connection

Enable Admin Node discovery [
Primary Admin MNode [P 172.16.1.178

Connection state Connection to 172.16.1.178 ready

Installation

Current state Ready to start installation of MM-2-108-5GA-1ab25 into grid with
Admin Mede 172.16.1.178 running StorageGRID 11.2.0, using
StorageGRID software downloaded from the Admin Mode.

Start Installation

3. Wenn der E5600SG-Controller keine IP-Adresse Uber DHCP erhalten konnte:

a. Schliel’en Sie den Service-Laptop Uber ein Ethernet-Kabel an den Management-Port 2 des E5600SG-
Controllers an.
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b. Offnen Sie einen Webbrowser auf dem Service-Laptop.

C. Geben Sie diese URL flr das StorageGRID-Appliance-Installationsprogramm ein:
https://169.254.0.1:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt. Die Informationen
und Meldungen, die beim ersten Zugriff auf diese Seite angezeigt werden, hangen davon ab, wie das
Gerat aktuell verbunden ist.

Wenn Sie Uber eine lokale Verbindung nicht auf die Startseite zugreifen kénnen,
konfigurieren Sie die Service-Laptop-IP-Adresse als 169.254.0.2, Und versuchen Sie es
erneut.

4. Uberprifen Sie alle Meldungen, die auf der Startseite angezeigt werden, und konfigurieren Sie die
Verbindungskonfiguration und die IP-Konfiguration nach Bedarf.

Verwandte Informationen

"Anforderungen an einen Webbrowser"

Uberpriifen und Aktualisieren der Installationsversion der StorageGRID Appliance

Die Installationsversion der StorageGRID Appliance auf der Appliance muss mit der auf
dem StorageGRID-System installierten Softwareversion ubereinstimmen, um
sicherzustellen, dass alle StorageGRID-Funktionen unterstttzt werden.

Was Sie bendtigen
Sie haben auf das Installationsprogramm fiir StorageGRID-Gerate zugegriffen.

StorageGRID-Appliances werden ab Werk mit dem StorageGRID-Appliance-Installationsprogramm
vorinstalliert. Wenn Sie einem kurzlich aktualisierten StorageGRID-System eine Appliance hinzufiigen, missen
Sie moglicherweise das Installationsprogramm fir StorageGRID-Appliances manuell aktualisieren, bevor Sie
die Appliance als neuen Node installieren.

Das Installationsprogramm von StorageGRID Appliance wird automatisch aktualisiert, wenn Sie auf eine neue
StorageGRID-Version aktualisieren. Sie missen das StorageGRID-Appliance-Installationsprogramm nicht auf
installierten Appliance-Knoten aktualisieren. Diese Vorgehensweise ist nur erforderlich, wenn Sie eine
Appliance installieren, die eine frihere Version des Installationsprogramms fir StorageGRID-Gerate enthalt.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert > Firmware
aktualisieren aus.

2. Vergleichen Sie die aktuelle Firmware-Version mit der auf Ihrem StorageGRID-System installierten
Softwareversion (wahlen Sie im Grid Manager Hilfe > Info).

Die zweite Ziffer in den beiden Versionen sollte Ubereinstimmen. Wenn auf lhrem StorageGRID-System
beispielsweise die Version 11.5.x.y ausgefiihrt wird, sollte die StorageGRID Appliance Installer-Version 3.5


https://docs.netapp.com/de-de/storagegrid-115/sg5600/web-browser-requirements.html

.Z sein.

3. Wenn die Appliance Uber eine Ubergeordnete Version des Installationsprogramms fur StorageGRID
Appliances verfiigt, wechseln Sie zur Seite NetApp Downloads fir StorageGRID.

"NetApp Downloads: StorageGRID"
Melden Sie sich mit Inrem Benutzernamen und Passwort fir Ihr NetApp Konto an.

4. Laden Sie die entsprechende Version der Support-Datei fiir StorageGRID-Gerate und der
entsprechenden Prifsummendatei herunter.

Die Datei Support fur StorageGRID Appliances ist eine . zip Archiv, das die aktuellen und vorherigen
Firmware-Versionen fir alle StorageGRID Appliance-Modelle enthalt, in Unterverzeichnissen fiir jeden
Controller-Typ.

Nach dem Herunterladen der Datei Support flir StorageGRID Appliances extrahieren Sie den . zip
Archivieren Sie die README-Datei, und lesen Sie sie, um wichtige Informationen zur Installation des
StorageGRID-Appliance-Installationsprogramms zu erhalten.

5. Befolgen Sie die Anweisungen auf der Seite Firmware aktualisieren des Installationsprogramms fur
StorageGRID-Gerate, um die folgenden Schritte auszufiihren:

a. Laden Sie die entsprechende Support-Datei (Firmware-Image) fir den Controller-Typ und die
Prifsummendatei hoch.

b. Aktualisieren Sie die inaktive Partition.
c. Starten Sie neu und tauschen Sie die Partitionen aus.

d. Aktualisieren Sie die zweite Partition.

Verwandte Informationen

"Zugriff auf das Installationsprogramm der StorageGRID-Appliance"

Konfigurieren von Netzwerkverbindungen (SG5600)

Sie kdnnen Netzwerkverbindungen flr die Ports konfigurieren, die zum Verbinden der
Appliance mit dem Grid-Netzwerk, dem Client-Netzwerk und dem Admin-Netzwerk
verwendet werden. Sie kdnnen die Verbindungsgeschwindigkeit sowie den Port- und
Netzwerk-Bond-Modus einstellen.

Was Sie benétigen

Wenn Sie den aggregierten Port Bond-Modus, den LACP Network Bond-Modus oder VLAN-Tagging
verwenden mdchten:

 Sie haben die 10-GbE-Ports an der Appliance an Switches angeschlossen, die VLAN und LACP
unterstitzen.

* Wenn mehrere Switches an der LACP-Verbindung beteiligt sind, unterstiitzen die Switches MLAG (Multi-
Chassis Link Aggregation Groups) oder eine vergleichbare Position.

+ Sie wissen, wie Sie die Switches fiir die Verwendung von VLAN, LACP und MLAG oder Ahnliches
konfigurieren.

« Sie kennen das eindeutige VLAN-Tag, das fiir jedes Netzwerk verwendet werden soll. Dieses VLAN-Tag
wird zu jedem Netzwerkpaket hinzugefligt, um sicherzustellen, dass der Netzwerkverkehr an das richtige


https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab

Netzwerk weitergeleitet wird.

Uber diese Aufgabe

Diese Abbildung zeigt, wie die vier 10-GbE-Ports im Bond-Modus mit festen Ports verbunden sind
(Standardkonfiguration).

Welche Ports sind verbunden

C Die Ports 1 und 3 sind fir das Client-Netzwerk verbunden, falls dieses Netzwerk verwendet
wird.
G Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

Diese Abbildung zeigt, wie die vier 10-GbE-Ports im Bond-Modus fiir aggregierte Ports verbunden sind.

Welche Ports sind verbunden

1 Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle Ports fur den
Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden kdnnen.

In der Tabelle sind die Optionen fir die Konfiguration der vier 10-GbE-Ports zusammengefasst. Sie missen
nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-Standardeinstellung
verwenden mochten.

* Festes (Standard) Port Bond-Modus

Netzwerk- Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert
Bond-Modus

Active- * Die Ports 2 und 4 verwenden eine aktiv- * Die Ports 2 und 4 verwenden eine aktiv-
Backup Backup-Verbindung fir das Grid Backup-Verbindung fir das Grid
(Standard) Network. Network.
* Die Ports 1 und 3 werden nicht » Die Ports 1 und 3 verwenden eine aktiv-
verwendet. Backup-Verbindung fur das Client-

- Ein VLAN-Tag ist optional. Netzwerk.

* VLAN-Tags konnen fiir beide Netzwerke
festgelegt werden, damit der
Netzwerkadministrator dies tun kann.

LACP * Die Ports 2 und 4 verwenden eine * Die Ports 2 und 4 verwenden eine
(802.3ad) LACP-Verbindung fur das Grid- LACP-Verbindung fur das Grid-
Netzwerk. Netzwerk.
e Die Ports 1 und 3 werden nicht » Die Ports 1 und 3 verwenden eine LACP
verwendet. Bond fiir das Client-Netzwerk.
* Ein VLAN-Tag ist optional. * VLAN-Tags konnen fir beide Netzwerke

festgelegt werden, damit der
Netzwerkadministrator dies tun kann.



« * Aggregat-Port-Bond-Modus*

Netzwerk- Client-Netzwerk deaktiviert (Standard)
Bond-Modus

Nur LACP * Die Ports 1-4 verwenden einen
(802.3ad einzelnen LACP Bond fiir das Grid
Network.

 Ein einzelnes VLAN-Tag identifiziert
Grid-Netzwerkpakete.

Client-Netzwerk aktiviert

* Die Ports 1-4 verwenden eine einzelne
LACP-Verbindung fiir das Grid-Netzwerk
und das Client-Netzwerk.

» Zwei VLAN-Tags ermdglichen die
Trennung von Grid-Netzwerkpaketen
von Client-Netzwerkpaketen.

Weitere Informationen zu Port Bond- und Netzwerk-Bond-Modi finden Sie unter ,10-GbE-Port-

Verbindungen fiir den E5600SG Controller".

Diese Abbildung zeigt, wie die zwei 1-GbE-Management-Ports des E5600SG-Controllers im Active-Backup-

Netzwerk-Bond-Modus des Admin-Netzwerks verbunden sind.

Schritte

1. Klicken Sie in der Menlleiste des StorageGRID-Appliance-Installationsprogramms auf Netzwerke

konfigurieren > Link-Konfiguration.

Auf der Seite Network Link Configuration wird ein Diagramm der Appliance angezeigt, in dem die

Netzwerk- und Verwaltungsports nummeriert sind.

Network Link Configuration

2 You might lose your connection i you make changes to the network or

dre nol reconnecied

appliance

link you are connected through If you

{ within 1 minute, re-anter the URL using one of the aother IP addresses assigned to the



In der Tabelle ,Link-Status” werden der Verbindungsstatus (nach oben/unten) und die Geschwindigkeit

(1/10/25/40/100 Gbit/s) der nummerierten Ports aufgefiihrt.

Das erste Mal, wenn Sie diese Seite aufrufen:

Link Status

Link State
Down
Up
Up

Down

a n & W M =

Up

Speed (Gbps)
MN/A

10

10

N/A

1

1

o Link Speed ist auf 10GbE eingestellt. Dies ist die einzige Verbindungsgeschwindigkeit, die fir den

o

E5600SG Controller verfuigbar ist.

Port Bond Modus ist auf fest eingestellt.

Network Bond-Modus fir das Grid-Netzwerk ist auf Active-Backup eingestellt.

Das Admin-Netzwerk ist aktiviert, und der Netzwerk-Bond-Modus ist auf unabhéangig eingestellt.

Das Client-Netzwerk ist deaktiviert.



Link Settings

Link speed | 10GbE

Port bond mode | (@) Fixed | () Aggregate

Choose Fixed port bond mode if vou want to use ports-2-and 4 for the Grid Network and ports 1
and 3 for the Client Network (if enabled), Choose Aggregate port bond mode if vou want all
cennected ports to share a single LACP bond for both the Grid and Client Networks.

Grid Hetwork

Enable network

Network bond mode | (@) Active-Backup () LACP (802 3ad)
Enable VLAN (802.1a)  []
tagging

MAC Addresses ol6b 4b42.d700 S506b4b42:d7.01 S06bc4bdaZ.di 24 S0.6b4b42.d7 25

If you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use
all of these MAC addrezses in the reservation to assign one IP address to this network
interface.

Admin Network

Enable netwaork E|

Metwork bond mode (@) Indepandent {T) Active-Backup

Connect the Admin Netwaork to port 5. Leave port 6 unconnected. If necessary, you can make a
temporary direct Ethernet connection to port § and use link-local IP address 165.254.0.1 for
ACCESS

MAC Addresses d8:c4:9723:24:05

If wou are using DHCP, itz recommended that you configure a permanent DHCP reservation, Use
all of these MAC addresses in the reservation to assign one IP address to this network
interface.

Client Network

Enable network | |:|

.'E'ﬁ'ﬁbling the Client Network causes the default gateway for this node to move to the Client
Metwork. Before enabling the Client Network, ensure that you've added all necessary subnets
to the Grid Network Subnet List. Otherwise, the connection to the node might be lost,

2. Aktivieren oder deaktivieren Sie die StorageGRID-Netzwerke, die Sie verwenden mdchten.
Das Grid-Netzwerk ist erforderlich. Sie kdnnen dieses Netzwerk nicht deaktivieren.

a. Wenn das Gerat nicht mit dem Admin-Netzwerk verbunden ist, deaktivieren Sie das Kontrollkastchen
Netzwerk aktivieren fiir das Admin-Netzwerk.



Admin Network

Enable network

b. Wenn das Gerat mit dem Client-Netzwerk verbunden ist, aktivieren Sie das Kontrollkastchen Netzwerk
aktivieren fir das Client-Netzwerk.

Die Client-Netzwerk-Einstellungen fur die 10-GbE-Ports werden nun angezeigt.

3. In der Tabelle finden Sie Informationen zum Konfigurieren des Port-Bond-Modus und des Netzwerk-Bond-
Modus.

Das Beispiel zeigt:

o Aggregate und LACP ausgewahlt fir das Grid und die Client Netzwerke. Sie missen flr jedes
Netzwerk ein eindeutiges VLAN-Tag angeben. Sie kdnnen Werte zwischen 0 und 4095 auswahlen.

o Active-Backup fir das Admin-Netzwerk ausgewahlt.
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Link Settings

Link spesd 10GLE j

Part bond meosde { Fioed {+ Aggregate

& Fied port bond mods if

Grid Network

Ensble network p

Network bond mods {~ Active-Backup (o LACF (202 2ad)

If the port bond mode is Ag ste, all bonds must be in LACF (802, 3ad) mode.

Enable VLAN (802.19) [
tagging

VLAM (B02.1q) tag 328 =]

Admin Metwork

Enable netwark p

Network bond mode {~ Independent v Active-Backup

Connect the Admin Metwork b

ary, you can make

ary, you

Client Metwork

Enable network F

Network bond mode {— Active-Backup (o LACP (202 . 2ad)

If the port bond mode is Aggregate, all bonds must be in LACGP (802, 3ad) mode

Enable VLAN (802.19) |7
tagging

VLAN (80213 tag 332 -]

4. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.

Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, iiber die
Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn Sie nicht innerhalb einer
Minute eine erneute Verbindung hergestellt haben, geben Sie die URL fir das

@ Installationsprogramm von StorageGRID-Geraten erneut ein. Verwenden Sie dazu eine der
anderen IP-Adressen, die der Appliance zugewiesen sind:
https://E56008SG Controller IP:8443

Verwandte Informationen
"Port Bond-Modi fiir die E5600SG Controller-Ports"


https://docs.netapp.com/de-de/storagegrid-115/sg5600/port-bond-modes-for-e5600sg-controller-ports.html

Einstellen der IP-Konfiguration

Mit dem Installationsprogramm der StorageGRID-Appliance konnen Sie die fur den
Appliance-Speicherknoten verwendeten IP-Adressen und Routing-Informationen im
StorageGRID-Raster, Administrator und Client-Netzwerke konfigurieren.

Uber diese Aufgabe

Sie mussen entweder auf jedem verbundenen Netzwerk eine statische IP-Adresse fiir das Gerat zuweisen
oder einen permanenten Leasing fir die Adresse des DHCP-Servers zuweisen.

Wenn Sie die Link-Konfiguration &ndern méchten, lesen Sie die Anweisungen zum Andern der Link-
Konfiguration des E5600SG-Controllers.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
IP-Konfiguration aus.

Die Seite IP-Konfiguration wird angezeigt.

2. Um das Grid-Netzwerk zu konfigurieren, wahlen Sie entweder statisch oder DHCP im Abschnitt Grid
Network der Seite aus.

12



Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216372121
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR)
172.18.0.0/21 x
192 168 .0.0/21 + X
MTU 1500 =

3. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Grid-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse unter Verwendung von CIDR-Notation ein.

b. Geben Sie das Gateway ein.
Wenn lhr Netzwerk kein Gateway aufweist, geben Sie die gleiche statische IPv4-Adresse erneut ein.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fur Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

13



Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

Fir die beste Netzwerkleistung sollten alle Knoten auf ihren Grid Network Interfaces mit
ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU

@ mismatch wird ausgeldst, wenn sich die MTU-Einstellungen fir das Grid Network auf
einzelnen Knoten erheblich unterscheiden. Die MTU-Werte missen nicht fur alle
Netzwerktypen identisch sein.

d. Klicken Sie Auf Speichern.

Wenn Sie die IP-Adresse andern, kdnnen sich auch das Gateway und die Liste der Subnetze andern.

Wenn die Verbindung zum Installationsprogramm flir StorageGRID-Gerate unterbrochen wird, geben
Sie die URL mithilfe der neuen statischen IP-Adresse, die Sie gerade zugewiesen haben, erneut ein.
Beispiel:

https://services_appliance IP:8443

. Bestatigen Sie, dass die Liste der Grid Network Subnets korrekt ist.

Wenn Sie Grid-Subnetze haben, ist das Grid-Netzwerk-Gateway erforderlich. Alle angegebenen Grid-
Subnetze missen Uber dieses Gateway erreichbar sein. Diese Grid-Netzwerknetze miissen beim
Starten der StorageGRID-Installation auch in der Netznetzwerksubnetz-Liste auf dem primaren Admin-
Node definiert werden.

@ Die Standardroute wird nicht aufgeflihrt. Wenn das Client-Netzwerk nicht aktiviert ist,
verwendet die Standardroute das Grid-Netzwerk-Gateway.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol = Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

f. Klicken Sie Auf Speichern.

4. Wenn Sie DHCP ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Grid-Netzwerk zu

14

konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.

Die Felder IPv4 Address, Gateway und Subnets werden automatisch ausgefillt. Wenn der DHCP-
Server so konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert
ausgefullt, und das Feld ist schreibgeschitzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse flr das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

. Bestatigen Sie, dass die Liste der Grid Network Subnets korrekt ist.

Wenn Sie Grid-Subnetze haben, ist das Grid-Netzwerk-Gateway erforderlich. Alle angegebenen Grid-
Subnetze missen Uber dieses Gateway erreichbar sein. Diese Grid-Netzwerknetze missen beim
Starten der StorageGRID-Installation auch in der Netznetzwerksubnetz-Liste auf dem primaren Admin-
Node definiert werden.



@ Die Standardroute wird nicht aufgefiihrt. Wenn das Client-Netzwerk nicht aktiviert ist,
verwendet die Standardroute das Grid-Netzwerk-Gateway.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
Eintrag.
= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kdnnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

Fir die beste Netzwerkleistung sollten alle Knoten auf ihren Grid Network Interfaces mit

ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU mismatch
@ wird ausgelost, wenn sich die MTU-Einstellungen fir das Grid Network auf einzelnen Knoten

erheblich unterscheiden. Die MTU-Werte missen nicht fir alle Netzwerktypen identisch

sein.

a. Klicken Sie Auf Speichern.

5. Um das Admin-Netzwerk zu konfigurieren, wahlen Sie im Abschnitt Admin-Netzwerk der Seite entweder
statisch oder DHCP aus.

@ Um das Admin-Netzwerk zu konfigurieren, missen Sie das Admin-Netzwerk auf der Seite
Link Configuration aktivieren.

15



Admin Network

The Admin Metwark is a closed network used for system administration and maintenance. The Admin
Metwork is typically a private network and does not need to be routable between sites.

P ® Static (D BHCP
Assignment
IPvd Address 10.224 3 72/21
(CIDR)
Gateway 10.224.01
Subnets 0.0.0.0/32 +
(CIDR)
MTU 1500 =

6. Wenn Sie statisch ausgewahlt haben, flihren Sie die folgenden Schritte aus, um das Admin-Netzwerk zu
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konfigurieren:

a. Geben Sie die statische IPv4-Adresse mit CIDR-Schreibweise fir Management-Port 1 auf dem Geréat
ein.

Management-Port 1 befindet sich links von den beiden 1-GbE-RJ45-Ports am rechten Ende der
Appliance.

b. Geben Sie das Gateway ein.
Wenn lhr Netzwerk kein Gateway aufweist, geben Sie die gleiche statische IPv4-Adresse erneut ein.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert tbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

d. Klicken Sie Auf Speichern.
Wenn Sie die IP-Adresse andern, kdnnen sich auch das Gateway und die Liste der Subnetze andern.
Wenn die Verbindung zum Installationsprogramm flir StorageGRID-Gerate unterbrochen wird, geben

Sie die URL mithilfe der neuen statischen IP-Adresse, die Sie gerade zugewiesen haben, erneut ein.
Beispiel:



https://services_appliance:8443
e. Bestatigen Sie, dass die Liste der Admin-Netzwerk-Subnetze korrekt ist.

Sie mussen Uberprifen, ob alle Subnetze liber das von Ihnen angegebene Gateway erreicht werden
koénnen.

@ Die Standardroute kann nicht zur Verwendung des Admin-Netzwerk-Gateways
verwendet werden.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol .
f. Klicken Sie Auf Speichern.

7. Wenn Sie DHCP ausgewabhlt haben, fiihren Sie die folgenden Schritte aus, um das Admin-Netzwerk zu
konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.
Die Felder IPv4 Address, Gateway und Subnets werden automatisch ausgefillt. Wenn der DHCP-

Server so konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert
ausgefullt, und das Feld ist schreibgeschitzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse flir das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

b. Bestatigen Sie, dass die Liste der Admin-Netzwerk-Subnetze korrekt ist.

Sie mussen Uberprifen, ob alle Subnetze liber das von Ihnen angegebene Gateway erreicht werden
kénnen.

@ Die Standardroute kann nicht zur Verwendung des Admin-Netzwerk-Gateways
verwendet werden.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol = Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen flir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.
d. Klicken Sie Auf Speichern.

8. Um das Client-Netzwerk zu konfigurieren, wahlen Sie entweder statisch oder DHCP im Abschnitt Client-
Netzwerk der Seite aus.

@ Um das Client-Netzwerk zu konfigurieren, missen Sie das Client-Netzwerk auf der Seite
Link Configuration aktivieren.
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Client Network

The Client Netwark is an open network used to provide access to client applications. including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client Metwiork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration

steps
IF (® Static () DHCP
Assignment
IPvd Address A7 AT T 183/21
(CIDR)
Gateway 47.47.0.1
MTU 1500 &

9. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Client-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse unter Verwendung von CIDR-Notation ein.
b. Klicken Sie Auf Speichern.

c. Vergewissern Sie sich, dass die IP-Adresse fir das Client-Netzwerk-Gateway korrekt ist.

Wenn das Client-Netzwerk aktiviert ist, wird die Standardroute angezeigt. Die
@ Standardroute verwendet das Client-Netzwerk-Gateway und kann nicht auf eine andere
Schnittstelle verschoben werden, wahrend das Client-Netzwerk aktiviert ist.

d. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen flir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert tbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

e. Klicken Sie Auf Speichern.

10. Wenn Sie DHCP ausgewahlt haben, fiihren Sie die folgenden Schritte aus, um das Client-Netzwerk zu
konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.
Die Felder IPv4 Address und Gateway werden automatisch ausgefillt. Wenn der DHCP-Server so

konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert ausgefillt, und
das Feld ist schreibgeschutzt.
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Ihr Webbrowser wird automatisch an die neue IP-Adresse flr das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

a. Vergewissern Sie sich, dass das Gateway korrekt ist.

Wenn das Client-Netzwerk aktiviert ist, wird die Standardroute angezeigt. Die
@ Standardroute verwendet das Client-Netzwerk-Gateway und kann nicht auf eine andere
Schnittstelle verschoben werden, wahrend das Client-Netzwerk aktiviert ist.

b. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fur Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert tbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

Verwandte Informationen
"Andern der Link-Konfiguration des E5600SG-Controllers"

Netzwerkverbindungen werden uberpruft

Vergewissern Sie sich, dass Sie Uber die Appliance auf die StorageGRID-Netzwerke
zugreifen konnen, die Sie verwenden. Um das Routing Uber Netzwerk-Gateways zu
validieren, sollten Sie die Verbindung zwischen dem StorageGRID Appliance Installer
und den IP-Adressen in verschiedenen Subnetzen testen. Sie konnen auch die MTU-
Einstellung tUberprifen.

Schritte
1. Klicken Sie in der Menlileiste des StorageGRID-Appliance-Installationsprogramms auf Netzwerke

konfigurieren > Ping und MTU-Test.

Die Seite Ping und MTU Test wird angezeigt.

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination, select Test MTU

Ping and MTU Test
Metwiork Grid =

Destination [Py
Address or FQON

Test MTU [
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2. Wahlen Sie aus dem Dropdown-Feld Netzwerk das Netzwerk aus, das Sie testen mochten: Grid, Admin
oder Client.

3. Geben Sie die IPv4-Adresse oder den vollqualifizierten Domanennamen (FQDN) fur einen Host in diesem
Netzwerk ein.

Beispielsweise mdochten Sie das Gateway im Netzwerk oder den primaren Admin-Node pingen.

4. Aktivieren Sie optional das Kontrollkdstchen MTU-Test, um die MTU-Einstellung fir den gesamten Pfad
durch das Netzwerk zum Ziel zu Uberprifen.

Sie kdnnen beispielsweise den Pfad zwischen dem Appliance-Node und einem Node an einem anderen
Standort testen.

5. Klicken Sie Auf Konnektivitat Testen.

Wenn die Netzwerkverbindung gultig ist, wird die Meldung ,Ping Test bestanden” angezeigt, wobei die
Ausgabe des Ping-Befehls aufgelistet ist.

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the netwaork to
the destination, select Test MTL

Ping and MTU Test
Metwork Grid |

Destination |Pvd 10.96.104 223
Address or FQDON

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 18.96.1684.223 (10.96.184,223) 1472(1588) bytes of data.
1438 bytes from 19.96.164.223: icmp seqg=1 ttl=64 time=8.318 ms

--- 18.96.184.223 ping statistics ---
1 packets transmitted, 1 received, 8% packet loss, time ems

rtt min/avg/max/mdev = 8.318/0.318/8.313/6.008 ms

Found MTU 1568 for 18.96.1604.223 via bre

Verwandte Informationen
"Konfigurieren von Netzwerkverbindungen (SG5600)"

"Andern der MTU-Einstellung"
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Uberpriifen von Netzwerkverbindungen auf Portebene

Damit der Zugriff zwischen dem Installationsprogramm der StorageGRID Appliance und
anderen Nodes nicht durch Firewalls beeintrachtigt wird, vergewissern Sie sich, dass der
Installer von StorageGRID eine Verbindung zu einem bestimmten TCP-Port oder einem
Satz von Ports an der angegebenen |IP-Adresse oder dem angegebenen Adressbereich
herstellen kann.

Uber diese Aufgabe

Mithilfe der Liste der im StorageGRID-Appliance-Installationsprogramm bereitgestellten Ports kdnnen Sie die
Verbindung zwischen der Appliance und den anderen Nodes im Grid-Netzwerk testen.

Dariliber hinaus kdnnen Sie die Konnektivitat auf den Admin- und Client-Netzwerken sowie auf UDP-Ports
testen, wie sie fur externe NFS- oder DNS-Server verwendet werden. Eine Liste dieser Ports finden Sie unter
der Portreferenz in den Netzwerkrichtlinien von StorageGRID.

Die in der Tabelle fur die Portkonnektivitat aufgeflihrten Grid-Netzwerkports sind nur fir
StorageGRID Version 11.5 glltig. Um zu Uberprifen, welche Ports fur jeden Node-Typ korrekt
sind, sollten Sie immer die Netzwerkrichtlinien fir Ihre Version von StorageGRID lesen.

Schritte

1. Klicken Sie im Installationsprogramm der StorageGRID-Appliance auf Netzwerke konfigurieren > Port
Connectivity Test (nmap).

Die Seite Port Connectivity Test wird angezeigt.
In der Tabelle fir die Portkonnektivitdt werden Node-Typen aufgefihrt, fir die im Grid-Netzwerk TCP-

Konnektivitat erforderlich ist. Flr jeden Node-Typ werden in der Tabelle die Grid-Netzwerkanschlisse
aufgefuhrt, auf die |hre Appliance Zugriff haben sollte.

The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

Sie kdnnen die Verbindung zwischen den in der Tabelle aufgeflihrten Appliance-Ports und den anderen
Nodes im Grid-Netzwerk testen.

2. Wahlen Sie im Dropdown-Meni Netzwerk das Netzwerk aus, das Sie testen mochten: Grid, Admin oder
Client.

3. Geben Sie einen Bereich von IPv4-Adressen fir die Hosts in diesem Netzwerk an.
Beispielsweise mochten Sie das Gateway im Netzwerk oder den primaren Admin-Node aufsuchen.
Geben Sie einen Bereich mit einem Bindestrich an, wie im Beispiel gezeigt.

4. Geben Sie eine TCP-Portnummer, eine Liste von Ports, die durch Kommas getrennt sind, oder eine Reihe
von Ports ein.

21



The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

Port Connectivity Test

Network Grid v
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP UDP
Test Connectivity

5. Klicken Sie Auf Konnektivitat Testen.
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> Wenn die ausgewahlten Netzwerkverbindungen auf Portebene gliltig sind, wird die Meldung

,Verbindungstest bestanden”in einem griinen Banner angezeigt. Die Ausgabe des nmap-
Befehls ist unter dem Banner aufgeftihrt.

Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.70 scan initiated Fri Nov 13 18:32:@3 2020 as: /usr/bin/nmap -n -oN - -e br@ -p 22,2022 10.224.6.168-161
Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (0.20860s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:84 2020 -- 2 IP addresses (2 hosts up) scanned in 9.55 seconds

> Wenn eine Netzwerkverbindung auf Portebene zum Remote-Host hergestellt wird, der Host jedoch

nicht auf einem oder mehreren der ausgewahlten Ports hort, wird die Meldung ,Vverbindungstest
fehlgeschlagen®in einem gelben Banner angezeigt. Die Ausgabe des nmap-Befehls ist unter dem
Banner aufgeflhrt.

Jeder Remote-Port, auf den der Host nicht hort, hat den Status ,Geschlossen®. Beispielsweise sieht
dieses gelbe Banner, wenn der Node, zu dem eine Verbindung hergestellt werden soll, bereits
installiert ist und der StorageGRID-NMS-Service auf diesem Node noch nicht ausgefihrt wird.



© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE SERVICE

22/tcp open ssh

80/tcp open http

443/tcp open  https

1504/tcp closed evb-elm
1505/tcp open  funkproxy
1506/tcp open  utcd

1508/tcp open  diagmond
7443/tcp open oracleas-https
9999/tcp open  abyss

MAC Address: 00:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 202Q -- 1 IP address (1 host up) scanned in @.59 seconds

o Wenn flUr einen oder mehrere ausgewahlte Ports keine Netzwerkverbindung auf Portebene hergestellt
werden kann, wird die Meldung ,Verbindungstest fehlgeschlagen®in einem roten Banner
angezeigt. Die Ausgabe des nmap-Befehls ist unter dem Banner aufgefihrt.

Das rote Banner zeigt an, dass eine TCP-Verbindung zu einem Port auf dem Remote-Host hergestellt
wurde, aber dem Sender wurde nichts zurtickgegeben. Wenn keine Antwort zuriickgegeben wird, hat
der Port einen Status ,gefiltert und wird wahrscheinlich durch eine Firewall blockiert.

@ Ports mit ,closed” werden ebenfalls aufgeflihrt.

© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.7@ scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp open ssh
79/tcp  filtered finger
8@/tcp  open http
443/tcp open https
15@4/tcp closed evb-elm
1505/tcp open funkproxy
1506/tcp open uted
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: @0:5@:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 2@2@ -- 1 IP address (1 host up) scanned in 1.6@ seconds

Verwandte Informationen
"Netzwerkrichtlinien"
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SANTtricity Storage Manager wird konfiguriert

Mit SANTtricity Storage Manager lasst sich der Status der Storage-Festplatten und
Hardwarekomponenten lhrer StorageGRID Appliance uberwachen. Um auf diese
Software zuzugreifen, mussen Sie die IP-Adresse des Managementports 1 auf dem
E2700 Controller (der Storage Controller in der Appliance) kennen.

Schritte
» "Festlegen der IP-Adresse fur den E2700 Controller"

« "Hinzufiigen der Appliance zum SANTtricity Storage Manager"

+ "Einrichten von SANtricity-Storage-Manager"

Festlegen der IP-Adresse fur den E2700 Controller

Management Port 1 auf dem E2700 Controller verbindet die Appliance mit dem
Managementnetzwerk fur SANtricity Storage Manager. Sie mussen eine statische IP-
Adresse fiur den E2700 Controller festlegen, um sicherzustellen, dass die Verbindung
zwischen Management und Hardware und der Controller-Firmware in der StorageGRID
Appliance nicht unterbrochen wird.

Was Sie bendtigen
Sie verwenden einen unterstitzten Webbrowser.

Uber diese Aufgabe

DHCP-zugewiesene Adressen konnen sich jederzeit andern. Weisen Sie dem Controller eine statische IP-
Adresse zu, um einen konsistenten Zugriff zu gewahrleisten.

Schritte

1. Geben Sie auf dem Client die URL fiir den StorageGRID-Appliance-Installer ein:
https://E5600SG Controller IP:8443

Flr E5600SG_Controller IP, Verwenden Sie die IP-Adresse fiir die Appliance in einem beliebigen
StorageGRID-Netzwerk.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.
2. Wahlen Sie Hardware-Konfiguration > Storage Controller-Netzwerkkonfiguration.
Die Seite Speichercontroller-Netzwerkkonfiguration wird angezeigt.

3. Wahlen Sie je nach Netzwerkkonfiguration aktiviert fir IPv4, IPv6 oder beides.

4. Notieren Sie sich die automatisch angezeigte IPv4-Adresse.

DHCP ist die Standardmethode zum Zuweisen einer IP-Adresse zu diesem Port.

@ Es kann einige Minuten dauern, bis die DHCP-Werte angezeigt werden.
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IPvd Address Assignment i Static w DHCP

IPvd Address (CIDR) 10224 .5 16621

Default Gateway 10.224.01

5. Legen Sie optional eine statische IP-Adresse fiir den E2700 Controller-Management-Port fest.

@ Sie sollten entweder eine statische IP fur den Management-Port zuweisen oder einen
permanenten Leasing fur die Adresse auf dem DHCP-Server zuweisen.

a. Wahlen Sie Statisch.
b. Geben Sie die IPv4-Adresse unter Verwendung der CIDR-Schreibweise ein.

c. Geben Sie das Standard-Gateway ein.

IPvd Address Assignment ® Static DHCP
IPv4 Address (CIDR) 10.224 .2 200/21
Default Gateway 10.224 0.1

d. Klicken Sie Auf Speichern.
Es kann einige Minuten dauern, bis Ihre Anderungen angewendet werden.

Wenn Sie eine Verbindung zu SANTtricity Storage Manager herstellen, verwenden Sie die neue statische
IP-Adresse als URL:
https://E2700_Controller IP

Verwandte Informationen
"NetApp Dokumentation: SANtricity Storage Manager"
Hinzufligen der Appliance zum SANtricity Storage Manager

Der E2700 Controller in der Appliance wird mit dem SANtricity Storage Manager
verbunden und dann die Appliance als Storage-Array hinzugefugt.

Was Sie bendtigen
Sie verwenden einen unterstitzten Webbrowser.

Uber diese Aufgabe
Ausflihrliche Anweisungen finden Sie in der Dokumentation zum SANtricity-Storage-Manager.

Schritte

1. Offnen Sie einen Webbrowser, und geben Sie die IP-Adresse als URL fiir SANtricity-Speichermanager ein:
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https://E2700_Controller IP
Die Anmeldeseite flir den SANtricity-Storage-Manager wird angezeigt.

2. Wahlen Sie auf der Seite Zuschlagsmethode auswahlen die Option manuell und klicken Sie auf OK.

3. Wahlen Sie Bearbeiten > Speicher-Array Hinzufiigen.

Die Seite Neues Speicher-Array hinzufligen - Manual wird angezeigt.

t are in-b d out-of-band ma m i 7

Addi ollers with more than one met

What if my system only has one controller?

Select a management method:

® Qut-of-band management
Manage the storage array using the controller Etherneat connections

Controller (DNSMNetwork name, IPvd address, or IPvG address)

(N [ag

Contraller (OMSMNetwork name, IPvd address, of IPvE address)

() In-band management
Manage the storage array through an attached host

Host (DNSMetwork mame, IPvd address, or IPvD address

| Add || Cancel || Help |

4. Geben Sie im Feld Out-of-Band Management einen der folgenden Werte ein:

o Mittels DHCP: die vom DHCP Server zugewiesene IP-Adresse zum Management-Port 1 am E2700
Controller

° Nicht mit DHCP: 192.168.128.101

@ Nur einer der Controller der Appliance ist mit dem SANTtricity Storage Manager
verbunden. Sie miussen also nur eine |IP-Adresse eingeben.

5. Klicken Sie Auf Hinzufiigen.

Verwandte Informationen

26



"NetApp Dokumentation: SANtricity Storage Manager"

Einrichten von SANTtricity-Storage-Manager

Nach dem Zugriff auf den SANTtricity Storage Manager konnen Sie damit
Hardwareeinstellungen konfigurieren. In der Regel konfigurieren Sie diese Einstellungen,
bevor Sie die Appliance als Speicherknoten in einem StorageGRID-System bereitstellen.

Schritte
* "AutoSupport wird konfiguriert"

« "Empfang von AutoSupport wird Uberprift"
+ "Konfigurieren von E-Mail- und SNMP-Trap-Warnungsbenachrichtigungen"

+ "Festlegen von Passwortern fr SANtricity Storage Manager"

AutoSupport wird konfiguriert

Das AutoSupport Tool erfasst Daten in einem Kunden-Support-Bundle von der Appliance
und sendet die Daten automatisch an den technischen Support. Konfigurieren von
AutoSupport unterstutzt den technischen Support durch Remote-Fehlerbehebung und
Problemanalyse.

Was Sie bendtigen
* Die AutoSupport-Funktion muss auf der Appliance aktiviert sein.

Die AutoSupport-Funktion wird global auf einer Storage Management Station aktiviert und deaktiviert.

» Der Storage Manager-Ereignismonitor muss auf mindestens einem Gerat mit Zugang zum Gerat und
vorzugsweise auf maximal einer Maschine ausgefiihrt werden.

Uber diese Aufgabe

Alle Daten werden an dem von lhnen angegebenen Speicherort in ein einziges komprimiertes
Archivdateiformat (.7z) komprimiert.

AutoSupport bietet die folgenden Meldungsarten:

Nachrichtentypen Beschreibung

Ereignismeldungen » Wird gesendet, wenn ein Supportereignis auf der
verwalteten Appliance auftritt

* Nehmen Sie Informationen zur
Systemkonfiguration und Diagnose mit auf

Tagliche Nachrichten » Wird einmal taglich wahrend eines vom Benutzer
konfigurierbaren Zeitintervalls in der lokalen Zeit
der Appliance gesendet

* Berlicksichtigen Sie die aktuellen
Systemereignisprotokolle und Performance-Daten

27


http://mysupport.netapp.com/documentation/productlibrary/index.html?productID=61197

Nachrichtentypen Beschreibung

Wochentliche Nachrichten » Wird einmal wdchentlich wahrend eines vom
Benutzer konfigurierbaren Zeitintervalls in der
lokalen Zeit der Appliance gesendet

» Konfigurations- und Informationen fir den
Systemstatus einschliel3en

Schritte

1. Wahlen Sie im Fenster Enterprise Management im SANTtricity Storage Manager die Registerkarte Gerate
aus, und wahlen Sie dann erkannte Speicherarrays aus.

2. Wahlen Sie Extras > AutoSupport > Konfiguration.

3. Verwenden Sie die Online-Hilfe des SANtricity Storage Managers, falls erforderlich, um die Aufgabe
abzuschliel3en.

Verwandte Informationen
"NetApp Dokumentation: SANtricity Storage Manager"

Empfang von AutoSupport wird liberpriift

Sie sollten Uberprtfen, ob der technische Support Ihre AutoSupport Meldungen erhalt.
Den Status von AutoSupport fur Ihre Systeme finden Sie im Active |Q Portal. Durch die
Uberpriifung des Eingangs dieser Nachrichten wird sichergestellt, dass der technische
Support Ihre Informationen enthalt, wenn Sie Hilfe bendtigen.

Uber diese Aufgabe
AutoSupport kann einen der folgenden Status anzeigen:

* EIN

Ein ,EIN“-Status gibt an, dass der technische Support derzeit AutoSupport Meldungen vom System
empfangt.

+ AUS

Ein ,OFF“-Status empfiehlt, dass Sie AutoSupport deaktiviert haben, da der technische Support in den
letzten 15 Kalendertagen kein wochentliches Protokoll vom System erhalten hat, oder es gab
moglicherweise eine Anderung in Ihrer Umgebung oder Konfiguration (z. B.).

+ RUCKGANG

SIE haben den technischen Support benachrichtigt, dass Sie AutoSupport nicht aktivieren.

Nachdem der technische Support ein wéchentliches Protokoll aus dem System erhalt, andert sich der
AutoSupport-Status in EIN.

Schritte

1. Wechseln Sie zur NetApp Support Site unter "mysupport.netapp.com", Und melden Sie sich im Active 1Q
Portal.

2. Wenn DER AutoSupport-Status NICHT AKTIVIERT ist und Sie der Meinung sind, dass er falsch ist, fiihren
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Sie Folgendes aus:
a. Uberpriifen Sie die Systemkonfiguration, um sicherzustellen, dass AutoSupport aktiviert ist.

b. Uberprifen Sie lhre Netzwerkumgebung und -Konfiguration, um sicherzustellen, dass das System
Meldungen an den technischen Support senden kann.

Konfigurieren von E-Mail- und SNMP-Trap-Warnungsbenachrichtigungen

Der SANtricity Storage Manager kann Sie benachrichtigen, wenn sich der Status der
Appliance oder einer der Komponenten andert. Dies wird als Alarmbenachrichtigung
bezeichnet. Sie kdnnen Warnbenachrichtigungen durch zwei verschiedene Methoden
erhalten: E-Mail und SNMP-Traps. Sie mussen die Benachrichtigungen konfigurieren, die
Sie empfangen mdchten.

Schritte

1. Wahlen Sie im Fenster Enterprise Management im SANTtricity Storage Manager die Registerkarte Devices
aus, und wahlen Sie dann einen Knoten aus.

. Wahlen Sie Bearbeiten > Alarme Konfigurieren.
. Wahlen Sie die Registerkarte E-Mail, um E-Mail-Benachrichtigungen zu konfigurieren.

. Wahlen Sie die Registerkarte SNMP aus, um SNMP-Trap-Warnungsbenachrichtigungen zu konfigurieren.

a A W0 DN

. Verwenden Sie die Online-Hilfe des SANtricity Storage Managers, falls erforderlich, um die Aufgabe
abzuschlielen.

Festlegen von Passwortern fiir SANtricity Storage Manager

Sie kdnnen die Passworter festlegen, die fur die Appliance in SANtricity Storage Manager
verwendet werden. Durch das Festlegen von Passwortern wird die Systemsicherheit
gewahrt.

Schritte
1. Doppelklicken Sie im Enterprise Management-Fenster in SANTtricity Storage Manager auf den Controller.

2. Wahlen Sie im Array Management-Fenster das Menu Storage Array aus, und wahlen Sie Sicherheit >
Passwort festlegen.

3. Konfigurieren Sie die Passworter.

4. Verwenden Sie die Online-Hilfe des SANTtricity Storage Managers, falls erforderlich, um die Aufgabe
abzuschlielen.

Optional: Aktivieren der Node-Verschlusselung

Wenn Sie die Node-Verschlisselung aktivieren, kdnnen die Festplatten Ihrer Appliance
durch eine sichere KMS-Verschlisselung (Key Management Server) gegen physischen
Verlust oder die Entfernung vom Standort geschutzt werden. Bei der Installation der
Appliance mussen Sie die Node-Verschlisselung auswahlen und aktivieren. Die Auswahl
der Node-Verschlusselung kann nicht rickgangig gemacht werden, sobald der KMS-
Verschlusselungsprozess gestartet wird.

Was Sie bendtigen
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Lesen Sie die Informationen tUber KMS in den Anweisungen zur Administration von StorageGRID durch.

Uber diese Aufgabe

Eine Appliance mit aktivierter Node-Verschlisselung stellt eine Verbindung zum externen
Verschlisselungsmanagement-Server (KMS) her, der fir den StorageGRID-Standort konfiguriert ist. Jeder
KMS (oder KMS-Cluster) verwaltet die Schllssel fur alle Appliance-Nodes am Standort. Diese Schlissel
verschlisseln und entschlisseln die Daten auf jedem Laufwerk in einer Appliance mit aktivierter Node-
Verschlisselung.

Ein KMS kann im Grid Manager vor oder nach der Installation der Appliance in StorageGRID eingerichtet
werden. Weitere Informationen zur KMS- und Appliance-Konfiguration finden Sie in den Anweisungen zur
Administration von StorageGRID.

* Wenn ein KMS vor der Installation der Appliance eingerichtet wird, beginnt die KMS-kontrollierte
Verschllsselung, wenn Sie die Node-Verschlisselung auf der Appliance aktivieren und diese zu einem
StorageGRID Standort hinzufligen, an dem der KMS konfiguriert wird.

» Wenn vor der Installation der Appliance kein KMS eingerichtet wird, wird fur jede Appliance, deren Node-
Verschllisselung aktiviert ist, KMS-gesteuerte Verschlisselung durchgefiihrt, sobald ein KMS konfiguriert
ist und fur den Standort, der den Appliance-Node enthalt, verfligbar ist.

Alle Daten, die vor einer Appliance mit aktivierter Node-Verschlisselung vorhanden sind,

@ werden mit einem nichtsicheren temporaren Schliissel verschliisselt. Das Gerat ist erst dann vor
dem Entfernen oder Diebstahl geschitzt, wenn der Schlissel auf einen vom KMS angegebenen
Wert gesetzt wird.

Ohne den KMS-Schlissel, der zur Entschllisselung der Festplatte bendtigt wird, kdnnen die Daten auf der
Appliance nicht abgerufen und effektiv verloren gehen. Dies ist der Fall, wenn der Entschlisselungsschliissel
nicht vom KMS abgerufen werden kann. Der Schlissel ist nicht mehr zuganglich, wenn ein Kunde die KMS-
Konfiguration I6scht, ein KMS-Schlissel ablauft, die Verbindung zum KMS verloren geht oder die Appliance
aus dem StorageGRID System entfernt wird, wo die KMS-Schlissel installiert sind.

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.
https://Controller IP:8443

Controller IP DielP-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem der
drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

Nachdem die Appliance mit einem KMS-Schlissel verschlisselt wurde, kdnnen die
@ Appliance-Festplatten nicht entschlisselt werden, ohne dabei den gleichen KMS-Schlissel
zu verwenden.

2. Wahlen Sie Hardware Konfigurieren > Node Encryption.
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking - Configure Hardware ~ IMonitor Installation Advanced -

Node Encryption

Mode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for the
appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed.

Enable node encryption |

Kev Manaaement Sarver Details

3. Wahlen Sie Node-Verschliisselung aktivieren.

Sie kénnen die Auswahl Enable Node Encryption ohne Gefahr eines Datenverlusts auftheben, bis Sie
Save auswahlen und der Appliance Node auf die KMS-Verschlisselungsschlissel in lhrem StorageGRID-
System zugreift und mit der Festplattenverschliisselung beginnt. Nach der Installation der Appliance
kénnen Sie die Node-Verschlisselung nicht deaktivieren.

Nachdem Sie einer StorageGRID Site mit KMS eine Appliance hinzugefligt haben, fir die
die Node-Verschlisselung aktiviert ist, kann die KMS-Verschlisselung flr den Node nicht
angehalten werden.

4. Wahlen Sie Speichern.

5. Implementieren Sie die Appliance als Node in lhrem StorageGRID System.

DIE KMS-gesteuerte Verschlisselung beginnt, wenn die Appliance auf die fur Ihre StorageGRID Site
konfigurierten KMS-Schlissel zugreift. Das Installationsprogramm zeigt wahrend des KMS-
Verschlisselungsprozesses Fortschrittsmeldungen an. Dies kann je nach Anzahl der Festplatten-Volumes
in der Appliance einige Minuten dauern.

Die Appliances werden anfanglich mit einem zufalligen Verschlisselungsschlissel ohne
KMS konfiguriert, der jedem Festplatten-Volume zugewiesen wird. Die Laufwerke werden

@ mit diesem temporaren Verschllisselungsschlissel verschlisselt, der nicht sicher ist, bis die
Appliance mit aktivierter Node-Verschlisselung auf die KMS-Schlissel zugreift, die fur Ihre
StorageGRID-Site konfiguriert wurden.

Nachdem Sie fertig sind

Wenn sich der Appliance-Node im Wartungsmodus befindet, kénnen Sie den Verschlisselungsstatus, die
KMS-Details und die verwendeten Zertifikate anzeigen.

Verwandte Informationen
"StorageGRID verwalten"

"Monitoring der Node-Verschliisselung im Wartungsmodus"
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Optional: Wechseln in den RAID-6-Modus (nur SG5660)

Wenn Sie eine SG5660 mit 60 Laufwerken besitzen, kdnnen Sie die Volume-
Konfiguration von der standardmafRigen und empfohlenen Einstellung Dynamic Disk
Pools (DDP) auf RAID 6 andern. Sie kdonnen den Modus nur andern, bevor Sie den
Speicherknoten der StorageGRID-Appliance bereitstellen.

Was Sie bendtigen

 Sie haben eine SG5660. Die SG5612 unterstitzt RAID6 nicht. Sollten Sie Uber eine SG5612 verfligen,
mussen Sie den DDP-Modus nutzen.

Wenn bereits Volumes konfiguriert wurden oder bereits StorageGRID installiert war, werden die
(D Volumes durch eine Anderung des RAID-Modus entfernt und ersetzt. Alle Daten auf diesen
Volumes gehen verloren.

Uber diese Aufgabe

Vor der Bereitstellung eines StorageGRID Appliance Storage Node kdnnen Sie zwischen zwei Optionen zur
Volume-Konfiguration wahlen:

* Dynamic Disk Pools (DDP) — Dies ist die Standardeinstellung und empfohlene Einstellung. DDP ist ein
verbessertes Hardware-Datensicherungsschema, das lber eine bessere Systemperformance, kiirzere
Wiederherstellungszeiten nach Laufwerksausfallen und ein vereinfachtes Management verfiigt.

* RAID 6 — Dies ist ein Hardware-Schutzschema, das auf jeder Festplatte Paritats-Stripes verwendet und
vor dem Verlust von Daten zwei Festplattenausfalle im RAID-Satz zulasst.

Die Verwendung von RAID 6 wird fiir die meisten StorageGRID Umgebungen nicht

(D empfohlen. Zwar kann RAID-6 die Storage-Effizienz auf bis zu 88 % steigern (im Vergleich
zu 80 % bei DDP), doch bietet der DDP-Modus eine effizientere Recovery nach
Laufwerksausfallen.

Schritte

1. Offnen Sie mithilfe des Service-Laptops einen Webbrowser, und greifen Sie auf das Installationsprogramm
der StorageGRID-Appliance: + zu https://E5600SG_Controller IP:8443

Wo E56005G Controller IPIsteine der IP-Adressen fur den E5600SG-Controller.

2. Wahlen Sie in der Mendileiste Erweitert > RAID-Modus.

3. Wahlen Sie auf der Seite RAID-Modus konfigurieren aus der Dropdown-Liste Modus die Option RAID 6
aus.

4. Klicken Sie Auf Speichern.
Optional: Neu zuordnen von Netzwerkports fur die
Appliance

Maoglicherweise mussen Sie die internen Ports auf dem Appliance Storage Node zu
verschiedenen externen Ports neu zuordnen. Aufgrund eines Firewall-Problems mussen
Sie mdglicherweise Ports neu zuordnen.
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Was Sie bendtigen
+ Sie haben zuvor auf das Installationsprogramm fiir StorageGRID-Gerate zugegriffen.

« Sie sind nicht konfiguriert und planen keine Konfiguration von Load Balancer-Endpunkten.

Wenn Sie Ports neu zuordnen, kdnnen Sie nicht dieselben Ports zum Konfigurieren von

@ Load Balancer-Endpunkten verwenden. Wenn Sie Load Balancer-Endpunkte konfigurieren
und bereits neu zugeordnete Ports haben méchten, befolgen Sie die Schritte in den
Recovery- und Wartungsanweisungen zum Entfernen von Port-Remaps.

Schritte

1. Klicken Sie in der Menlleiste des Installationsprogramms fiir StorageGRID-Gerate auf Netzwerke
konfigurieren > Ports fiir die Erinnerung.

Die Seite Remap Port wird angezeigt.

2. Wahlen Sie aus dem Dropdown-Feld Netzwerk das Netzwerk fir den Port aus, den Sie neu zuordnen
mochten: Grid, Administrator oder Client.

3. Wahlen Sie aus dem Dropdown-Feld Protokoll das IP-Protokoll TCP oder UDP aus.

4. Wahlen Sie aus dem Dropdown-Feld Remap Direction aus, welche Verkehrsrichtung Sie fir diesen Port
neu zuordnen mochten: Inbound, Outbound oder Bi-direktional.

5. Geben Sie fur Original Port die Nummer des Ports ein, den Sie neu zuordnen méchten.
6. Geben Sie fir den * Port zugeordnet* die Nummer des Ports ein, den Sie stattdessen verwenden mdchten.

7. Klicken Sie Auf Regel Hinzufligen.
Die neue Port-Zuordnung wird der Tabelle hinzugefiigt, und die erneute Zuordnung wird sofort wirksam.
Remap Ports

If required, you can remap the internal ports on the appliance Storage Mode to different external ports. For example, you
might need to remap ports because of a firewall issue.

Metwork | Grid j Protocol | TCF j

Remap Direction Inbound j Criginal Port | 1 =
Mapped-To Part | 1 =]
Network Protocol Remap Direction Original Port Mapped-To Port
© Grid TCP Bi-directional 1800 1501

8. Um eine Portzuordnung zu entfernen, aktivieren Sie das Optionsfeld fir die Regel, die Sie entfernen
mdchten, und klicken Sie auf Ausgewahlte Regel entfernen.

Verwandte Informationen

"Verwalten Sie erholen"
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