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Konfigurieren von StorageGRID-Verbindungen

Bevor Sie die Services-Appliance als Node in einem StorageGRID-System bereitstellen
konnen, mussen Sie die Verbindungen zwischen der Appliance und den zu
verwendenden Netzwerken konfigurieren. Sie konnen Netzwerke konfigurieren, indem
Sie im StorageGRID Appliance Installer navigieren, der auf der Services Appliance
vorinstalliert ist.

Schritte
« "Zugriff auf das Installationsprogramm der StorageGRID-Appliance"

» "Uberpriifen und Aktualisieren der Installationsversion der StorageGRID Appliance"
+ "Konfigurieren von Netzwerkverbindungen (SG100 und SG1000)"

» "StorageGRID-IP-Adressen werden konfiguriert"

* "Netzwerkverbindungen werden Uberprift"

« "Uberpriifen von Netzwerkverbindungen auf Portebene"

Zugriff auf das Installationsprogramm der StorageGRID-
Appliance

Sie mUssen auf das Installationsprogramm der StorageGRID Appliance zugreifen, um die
Verbindungen zwischen der Appliance und den drei StorageGRID-Netzwerken zu
konfigurieren: Das Grid-Netzwerk, das Admin-Netzwerk (optional) und das Client-
Netzwerk (optional).

Was Sie bendtigen

 Sie verwenden einen beliebigen Management-Client, der eine Verbindung zum StorageGRID-Admin-
Netzwerk herstellen kann.

* Der Client verflgt Gber einen unterstiitzten Webbrowser.
 Die Services-Appliance ist mit allen von lhnen geplanten StorageGRID-Netzwerken verbunden.
 Sie kennen die IP-Adresse, das Gateway und das Subnetz der Services-Appliance in diesen Netzwerken.

« Sie haben die geplanten Netzwerk-Switches konfiguriert.

Uber diese Aufgabe

Um zunachst auf das Installationsprogramm der StorageGRID-Appliance zuzugreifen, kdnnen Sie die vom
DHCP zugewiesene IP-Adresse fur den Admin-Netzwerkport auf der Services-Appliance verwenden
(vorausgesetzt, er ist mit dem Admin-Netzwerk verbunden). Alternativ kdnnen Sie einen Service-Laptop direkt
mit der Services-Appliance verbinden.

Schritte

1. Verwenden Sie, falls moéglich, die DHCP-Adresse fur den Netzwerkanschluss des Administrators auf der
Services-Appliance, um auf das Installationsprogramm der StorageGRID Appliance zuzugreifen.

SG100 Admin Network Port



a. Suchen Sie das MAC-Adressenetikett auf der Vorderseite der serrvices-Appliance und legen Sie die
MAC-Adresse fur den Admin-Netzwerkport fest.

Auf dem MAC-Adressenetikett wird die MAC-Adresse fir den BMC-Verwaltungsport aufgelistet.

Um die MAC-Adresse flr den Admin-Netzwerkanschluss zu ermitteln, missen Sie der
Hexadezimalzahl auf dem Etikett 2 hinzufugen. Wenn die MAC-Adresse auf dem Etikett beispielsweise
mit 09 endet, endet die MAC-Adresse flir den Admin-Port in 0B. Wenn die MAC-Adresse auf dem
Etikett mit (y)FF endet, endet die MAC-Adresse fir den Admin-Port in (y+1)01. Sie kdnnen diese
Berechnung einfach durchfiihren, indem Sie den Rechner unter Windows 6ffnen, ihn auf den
Programmiermodus setzen, Hex auswahlen, die MAC-Adresse eingeben und dann + 2 = eingeben.

b. Geben Sie die MAC-Adresse an lhren Netzwerkadministrator an, damit er die DHCP-Adresse fiir die
Appliance im Admin-Netzwerk nachsuchen kann.

C. Geben Sie auf dem Client diese URL flir den StorageGRID-Appliance-Installer ein:
https://services-appliance IP:8443

Fir services-appliance IP, Verwenden Sie die DHCP-Adresse.

d. Wenn Sie aufgefordert werden, eine Sicherheitswarnung zu erhalten, zeigen Sie das Zertifikat mithilfe
des Browser-Installationsassistenten an und installieren Sie es.

Die Meldung wird beim nachsten Zugriff auf diese URL nicht angezeigt.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt. Die Informationen und
Meldungen, die beim ersten Zugriff auf diese Seite angezeigt werden, hangen davon ab, wie lhr Gerat
derzeit mit StorageGRID-Netzwerken verbunden ist. Moglicherweise werden Fehlermeldungen angezeigt,
die in spateren Schritten geldst werden.

2. Wenn Sie alternativ keine IP-Adresse (iber DHCP erhalten kdnnen, verwenden Sie eine Link-lokale
Verbindung, um auf das Installationsprogramm fiir StorageGRID Appliance zuzugreifen.

a. SchlielRen Sie einen Service-Laptop mithilfe eines Ethernet-Kabels direkt an den rechtesten RJ-45-Port
des Services-Gerats an.

SG100 Link-Local-Verbindung

SG1000-Link-Local-Verbindung



b. Offnen Sie einen Webbrowser.

C. Geben Sie diese URL flr das StorageGRID-Appliance-Installationsprogramm ein:
https://169.254.0.1:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt. Die Informationen
und Meldungen, die beim ersten Zugriff auf diese Seite angezeigt werden, hangen davon ab, wie lhr

Gerat derzeit mit StorageGRID-Netzwerken verbunden ist. Méglicherweise werden Fehlermeldungen
angezeigt, die in spateren Schritten geldst werden.

Wenn Sie uber eine lokale Verbindung nicht auf die Startseite zugreifen kénnen,
konfigurieren Sie die Service-Laptop-IP-Adresse als 169.254.0. 2, Und versuchen Sie es
erneut.

3. Uberprifen Sie alle Meldungen, die auf der Startseite angezeigt werden, und konfigurieren Sie die
Verbindungskonfiguration und die IP-Konfiguration nach Bedarf.
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Verwandte Informationen

"Anforderungen an einen Webbrowser"

Uberpriifen und Aktualisieren der Installationsversion der
StorageGRID Appliance

Die Installationsversion der StorageGRID Appliance auf der Appliance muss mit der auf
dem StorageGRID-System installierten Softwareversion Ubereinstimmen, um
sicherzustellen, dass alle StorageGRID-Funktionen unterstutzt werden.

Was Sie bendtigen
Sie haben auf das Installationsprogramm fiir StorageGRID-Gerate zugegriffen.

Uber diese Aufgabe
StorageGRID-Appliances werden ab Werk mit dem StorageGRID-Appliance-Installationsprogramm


https://docs.netapp.com/de-de/storagegrid-115/sg100-1000/web-browser-requirements.html

vorinstalliert. Wenn Sie einem kurzlich aktualisierten StorageGRID-System eine Appliance hinzufiigen, missen
Sie moglicherweise das Installationsprogramm fir StorageGRID-Appliances manuell aktualisieren, bevor Sie
die Appliance als neuen Node installieren.

Das Installationsprogramm von StorageGRID Appliance wird automatisch aktualisiert, wenn Sie auf eine neue
StorageGRID-Version aktualisieren. Sie missen das StorageGRID-Appliance-Installationsprogramm nicht auf
installierten Appliance-Knoten aktualisieren. Diese Vorgehensweise ist nur erforderlich, wenn Sie eine
Appliance installieren, die eine frihere Version des Installationsprogramms fir StorageGRID-Gerate enthalt.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert > Firmware
aktualisieren aus.

2. Vergleichen Sie die aktuelle Firmware-Version mit der auf Inrem StorageGRID-System installierten
Softwareversion (wahlen Sie im Grid Manager Hilfe > Info).

Die zweite Ziffer in den beiden Versionen sollte Ubereinstimmen. Wenn auf lhrem StorageGRID-System
beispielsweise die Version 11.5.x.y ausgefiihrt wird, sollte die StorageGRID Appliance Installer-Version 3.5
.Z sein.

3. Wenn die Appliance Uber eine Ubergeordnete Version des Installationsprogramms fur StorageGRID
Appliances verfiigt, wechseln Sie zur Seite NetApp Downloads fiir StorageGRID.

"NetApp Downloads: StorageGRID"
Melden Sie sich mit Inrem Benutzernamen und Passwort fir Ihr NetApp Konto an.

4. Laden Sie die entsprechende Version der Support-Datei fiir StorageGRID-Gerate und der
entsprechenden Prifsummendatei herunter.

Die Datei Support flir StorageGRID Appliances ist eine . zip Archiv, das die aktuellen und vorherigen
Firmware-Versionen fur alle StorageGRID Appliance-Modelle enthalt, in Unterverzeichnissen fiir jeden
Controller-Typ.

Nach dem Herunterladen der Datei Support fir StorageGRID Appliances extrahieren Sie den .zip
Archivieren Sie die README-Datei, und lesen Sie sie, um wichtige Informationen zur Installation des
StorageGRID-Appliance-Installationsprogramms zu erhalten.

5. Befolgen Sie die Anweisungen auf der Seite Firmware aktualisieren des Installationsprogramms fur
StorageGRID-Gerate, um die folgenden Schritte auszufthren:

a. Laden Sie die entsprechende Support-Datei (Firmware-Image) fuir den Controller-Typ und die
Prifsummendatei hoch.

b. Aktualisieren Sie die inaktive Partition.
c. Starten Sie neu und tauschen Sie die Partitionen aus.

d. Aktualisieren Sie die zweite Partition.

Verwandte Informationen

"Zugriff auf das Installationsprogramm der StorageGRID-Appliance"


https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab

Konfigurieren von Netzwerkverbindungen (SG100 und
SG1000)

Sie kdnnen Netzwerkverbindungen flr die Ports konfigurieren, die zum Verbinden der
Appliance mit dem Grid-Netzwerk, dem Client-Netzwerk und dem Admin-Netzwerk
verwendet werden. Sie kdnnen die Verbindungsgeschwindigkeit sowie den Port- und
Netzwerk-Bond-Modus einstellen.

Was Sie benétigen
« Sie haben die fir Ihren Kabeltyp und die Verbindungsgeschwindigkeit erforderlichen zusatzlichen Gerate
erhalten.

» Sie haben die Netzwerk-Ports mit Switches verbunden, die lhre gewahlte Geschwindigkeit unterstitzen.

Wenn Sie den aggregierten Port Bond-Modus, den LACP Network Bond-Modus oder VLAN-Tagging
verwenden mdchten:

 Sie haben die Netzwerk-Ports an der Appliance mit Switches verbunden, die VLAN und LACP
unterstitzen.

* Wenn mehrere Switches an der LACP-Verbindung beteiligt sind, unterstitzen die Switches MLAG (Multi-
Chassis Link Aggregation Groups) oder eine vergleichbare Position.

+ Sie wissen, wie Sie die Switches fiir die Verwendung von VLAN, LACP und MLAG oder Ahnliches
konfigurieren.

+ Sie kennen das eindeutige VLAN-Tag, das fir jedes Netzwerk verwendet werden soll. Dieses VLAN-Tag
wird zu jedem Netzwerkpaket hinzugefligt, um sicherzustellen, dass der Netzwerkverkehr an das richtige
Netzwerk weitergeleitet wird.

Uber diese Aufgabe

Die Abbildungen zeigen, wie die vier Netzwerk-Ports im Bond-Modus mit festen Ports verbunden sind
(Standardkonfiguration).

SG100 Festanschluss-Modus

SG1000 Festanschlussmodus




Welche Ports sind verbunden

C Die Ports 1 und 3 sind fiir das Client-Netzwerk verbunden, falls dieses Netzwerk verwendet
wird.
G Die Ports 2 und 4 sind fiir das Grid-Netzwerk verbunden.

Die Abbildung zeigt, wie die vier Netzwerk-Ports im Bond-Modus flir aggregierte Ports verbunden sind.

SG100 Aggregat-Port-Bond-Modus

SG1000 Aggregat-Port-Bond-Modus

Welche Ports sind verbunden

1 Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle Ports flr den
Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden kénnen.

In der Tabelle sind die Optionen flr die Konfiguration der vier Netzwerkanschllisse zusammengefasst. Die
Standardeinstellungen werden fett dargestellt. Sie missen nur die Einstellungen auf der Seite Link
Configuration konfigurieren, wenn Sie eine nicht-Standardeinstellung verwenden mdchten.

@ Die LACP sende Hash-Richtlinie ist standardmaf3ig im layer2+3-Modus verfligbar. Bei Bedarf
kénnen Sie die Grid Management AP| verwenden, um sie in den layer3+4 Modus zu andern.

* Festes (Standard) Port Bond-Modus



Netzwerk-Bond-Modus

Active-Backup (Standard)

LACP (802.3ad)

Client-Netzwerk deaktiviert
(Standard)

Die Ports 2 und 4 verwenden
eine aktiv-Backup-Verbindung
fur das Grid Network.

Die Ports 1 und 3 werden
nicht verwendet.

Ein VLAN-Tag ist optional.

Die Ports 2 und 4 verwenden
eine LACP-Verbindung fir das
Grid-Netzwerk.

Die Ports 1 und 3 werden
nicht verwendet.

Client-Netzwerk aktiviert

* Die Ports 2 und 4 verwenden

eine aktiv-Backup-Verbindung
fur das Grid Network.

Die Ports 1 und 3 verwenden
eine aktiv-Backup-Verbindung
fur das Client-Netzwerk.

VLAN-Tags koénnen fiir beide
Netzwerke festgelegt werden,
damit der
Netzwerkadministrator dies
tun kann.

Die Ports 2 und 4 verwenden
eine LACP-Verbindung fir das
Grid-Netzwerk.

Die Ports 1 und 3 verwenden
eine LACP Bond fiir das

Client-Netzwerk.

* VLAN-Tags kdnnen fiir beide
Netzwerke festgelegt werden,
damit der
Netzwerkadministrator dies
tun kann.

+ Ein VLAN-Tag ist optional.

 * Aggregat-Port-Bond-Modus*

Client-Netzwerk deaktiviert Client-Netzwerk aktiviert

(Standard)

Netzwerk-Bond-Modus

Nur LACP (802.3ad * Die Ports 1-4 verwenden eine
einzelne LACP-Verbindung fir
das Grid-Netzwerk und das

Client-Netzwerk.

* Die Ports 1-4 verwenden
einen einzelnen LACP Bond
fur das Grid Network.

* Ein einzelnes VLAN-Tag
identifiziert Grid-
Netzwerkpakete.

» Zwei VLAN-Tags ermoglichen
die Trennung von Grid-
Netzwerkpaketen von Client-
Netzwerkpaketen.

Weitere Informationen finden Sie im Artikel Gber GbE-Portverbindungen fir die Services-Appliance.

Diese Abbildung zeigt, wie die beiden 1-GbE-Management-Ports des SG100 im Active-Backup Netzwerk-
Bond-Modus des Admin-Netzwerks verbunden sind.

Diese Abbildungen zeigen, wie die beiden 1-GbE-Management-Ports auf der Appliance im Active-Backup
Netzwerk-Bond-Modus des Admin-Netzwerks verbunden sind.

SG100 Admin Netzwerkanschliisse gebunden



SG1000 Admin Netzwerkanschliisse gebunden

Schritte

1. Klicken Sie in der Menlleiste des StorageGRID-Appliance-Installationsprogramms auf Netzwerke
konfigurieren > Link-Konfiguration.

Auf der Seite Network Link Configuration wird ein Diagramm der Appliance angezeigt, in dem die
Netzwerk- und Verwaltungsports nummeriert sind.

SG100-Anschliisse

Network Link Configuration

,& You might lase your connection i you make changas 10 the natwork or link you are connected through i you aré not reconnacted within 1 minuts, re
enter the URL using one of e other IP addresses assighed to the appliance

SG1000-Ports



10

Network Link Configuration

A You might lose your connection i you make changes lo the natwork or link you are connecied through i you are not reconnected within 1 minuts, re

anter tha URL using ene of ha other IP addresses assigned to the appliance

In der Tabelle ,Link-Status“ werden der Verbindungsstatus und die Geschwindigkeit der nummerierten
Ports (SG1000) angezeigt.

Link Status

Link State Speed (Gbps)
1 Up 100

2 Down N/A

3 Down N/A

4 Down N/A

5 Up 1

b Up 1

Das erste Mal, wenn Sie diese Seite aufrufen:

> Verbindungsgeschwindigkeit ist auf Auto eingestellt.

> Port Bond Modus ist auf fest eingestellt.

o Network Bond Mode ist fir das Grid Network auf Active-Backup eingestellt.

o Das Admin-Netzwerk ist aktiviert, und der Netzwerk-Bond-Modus ist auf unabhangig eingestellit.

o Das Client-Netzwerk ist deaktiviert.



Link Settings

Link speed Auto

Port bond mode (@) Ficed | () Aggregate

Chooze Fixed port bond mode if vou want to use ports 2 and 4 for the Grid Network and poris 1

and 3 for the Client Network (if enabled), Choose Aggregate port bond mode if vou want all
cennected ports to share a single LACP bond for both the Grid and Client Networks.

Grid Hetwork

Enable network (o

Network bond mode | (@) Active-Backup () LACP (802 3ad)

Enable VLAN (202.1qg) ]
tagging

MAC Addresses ol6b 4b42.d700 S506b4b42:d7.01 S06bc4bdaZ.di 24 S0.6b4b42.d7 25

If you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use

all of these MAC addrezses in the reservation to assign one IP address to this network
interface.

Admin Network

Enable netwaork E|

Metwork bond mode (@) Independent {T) Active-Backup

Connect the Admin Netwaork to port 5. Leave port 6 unconnected. If necessary, you can make a

temporary direct Ethernet connection to port § and use link-local IP address 165.254.0.1 for
acCcess

MAC Addresses d8:c4:9723:24:05

If wou are using DHCP, itz recommended that you configure a permanent DHCP reservation, Use

all of these MAC addresses in the reservation to assign one IP address to this network
interface.

Client Network

Enable network |:| ]

.'E'ﬁéblingthe Client Metwork causes the default gateway for this node to move to the Client
Metwork. Before enabling the Client Network, ensure that you've added all necessary subnets
to the Grid Network Subnet List. Otherwise, the connection to the node might be lost,

2. Wahlen Sie die Verbindungsgeschwindigkeit fir die Netzwerkanschllisse aus der Dropdown-Liste Link
Speed aus.

Die Netzwerk-Switches, die Sie fir das Grid-Netzwerk und das Client-Netzwerk verwenden, missen
ebenfalls fur diese Geschwindigkeit konfiguriert sein. Fir die konfigurierte Verbindungsgeschwindigkeit
mussen Sie die entsprechenden Adapter oder Transceiver verwenden. Verwenden Sie die automatische
Verbindungsgeschwindigkeit, wenn madglich, da diese Option sowohl die Verbindungsgeschwindigkeit als
auch den FEC-Modus (Forward Error Correction) mit dem Link-Partner verhandelt.
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3. Aktivieren oder deaktivieren Sie die StorageGRID-Netzwerke, die Sie verwenden moéchten.
Das Grid-Netzwerk ist erforderlich. Sie kdnnen dieses Netzwerk nicht deaktivieren.

a. Wenn das Gerat nicht mit dem Admin-Netzwerk verbunden ist, deaktivieren Sie das Kontrollkastchen
Netzwerk aktivieren fiir das Admin-Netzwerk.

Admin Network

Enable network

b. Wenn das Gerat mit dem Client-Netzwerk verbunden ist, aktivieren Sie das Kontrollkastchen Netzwerk
aktivieren fir das Client-Netzwerk.

Die Client-Netzwerkeinstellungen fur die Daten-NIC-Ports werden nun angezeigt.

4. In der Tabelle finden Sie Informationen zum Konfigurieren des Port-Bond-Modus und des Netzwerk-Bond-
Modus.

Dieses Beispiel zeigt:

o Aggregate und LACP ausgewahlt fir das Grid und die Client Netzwerke. Sie missen fir jedes
Netzwerk ein eindeutiges VLAN-Tag angeben. Sie kdnnen Werte zwischen 0 und 4095 auswahlen.

o Active-Backup fir das Admin-Netzwerk ausgewahlt.

12



Link Settings
Link spead

Part bond mode

Grid Network

Enabie network

Netwerk bord mode

Enabiz VLAN (802,13} tagging

VLAN {202 Tq) tag

MAC Addresses

Admin Metwork
Enable network

Network bond mode

WAC Addresses

Client Metwork
Enable network

Network bord mods

Ensbie VLAN {802, Tq} tagging

VLAN (B0Z. 1q) tag

MAC Addresses

OFmad { e |
AL _J\-'- “

Choos= Fooed n"ﬁde|I'3,,-nuwar|tmLrsemnsZamF4lmﬂEGmNem'ﬂrkandpun&‘:aerBEnrme

Client Network (if enabled). Choose Aggregate port bond mode if you want all connected ports to share a single

LAGF bond for both the Grd and Client Netaorks,

e

7
| Active-Backup
If the port bond mode is

{802 3ad)
masst be in LACP (B02. 3ad) mode.

ENBbdb:42:dT:00 5XEb:db:42:d7:01 ElBbodb 424724 BDBb4b:42:d725

I you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use all of these
MAL addressec in the reservation to assign one |P address fo this network interiace.

&

(yindependent @cﬁve—ﬂaﬁﬂqﬁ

Connect the Admin Metwork to ports & and 8. |f necessany, you can maks a temporzry dirsct Ethernat
connection by disconnecting ports 5 and &, then comnecting to port & and using link-local IP addreses 1692584001

for sooess.

d8:c4:5T7:2a:24:55

If you are using DHCP, it is recommended that you configurs 3 permanent DHCP reservation. Use sl of these
MALC addresses in the reservation to assign one |P address fo this network interfzce.

b1
(T Aptive-Backup t"@_ LACP (802.3ad) )

If the port bond mode is.ﬁwega‘be: all bonds must be in LACP (B02.2ad) mode.

b
R

5D:8b:4b:42:dT:00 ED:6bidb 42:d7:01 BQBb:4b42.d7T:24 5lGb4b:42:d7T:2E

If you are using DHCP, it = recommended that you configure 3 permanent DHCP reservation. Use all of these
MAC sddrecses in the reservation to assign ong |P address to this netwerk interface

5. Wenn Sie mit Ihrer Auswahl zufrieden sind, klicken Sie auf Speichern.
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Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, iiber die
Sie verbunden sind, kénnen Sie die Verbindung verlieren. Wenn Sie nicht innerhalb einer
Minute eine erneute Verbindung hergestellt haben, geben Sie die URL fir das

@ Installationsprogramm von StorageGRID-Geréaten erneut ein. Verwenden Sie dazu eine der
anderen IP-Adressen, die der Appliance zugewiesen sind:
https://services_appliance IP:8443

Verwandte Informationen
"Beschaffung zusatzlicher Gerate und Werkzeuge (SG100 und SG1000)"

StorageGRID-IP-Adressen werden konfiguriert

Mit dem Installationsprogramm der StorageGRID Appliance kdnnen Sie die IP-Adressen
und Routing-Informationen konfigurieren, die fur die Services-Appliance in StorageGRID
Grid, Administrator und Client-Netzwerken verwendet werden.

Uber diese Aufgabe

Sie mussen entweder auf jedem verbundenen Netzwerk eine statische IP-Adresse fir das Gerat zuweisen
oder einen permanenten Leasing fir die Adresse des DHCP-Servers zuweisen.

Wenn Sie die Verbindungskonfiguration &ndern méchten, lesen Sie die Anweisungen zum Andern der Link-
Konfiguration der Services Appliance.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
IP-Konfiguration aus.

Die Seite IP-Konfiguration wird angezeigt.

2. Um das Grid-Netzwerk zu konfigurieren, wahlen Sie entweder statisch oder DHCP im Abschnitt Grid
Network der Seite aus.

14


https://docs.netapp.com/de-de/storagegrid-115/sg100-1000/obtaining-additional-equipment-and-tools-sg100-and-sg1000.html

Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216372121
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR)
172.18.0.0/21 x
192 168 .0.0/21 + X
MTU 1500 =

3. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Grid-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse unter Verwendung von CIDR-Notation ein.

b. Geben Sie das Gateway ein.
Wenn lhr Netzwerk kein Gateway aufweist, geben Sie die gleiche statische IPv4-Adresse erneut ein.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fur Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

15



Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

Fir die beste Netzwerkleistung sollten alle Knoten auf ihren Grid Network Interfaces mit
ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU

@ mismatch wird ausgeldst, wenn sich die MTU-Einstellungen fir das Grid Network auf
einzelnen Knoten erheblich unterscheiden. Die MTU-Werte missen nicht fur alle
Netzwerktypen identisch sein.

d. Klicken Sie Auf Speichern.

Wenn Sie die IP-Adresse andern, kdnnen sich auch das Gateway und die Liste der Subnetze andern.

Wenn die Verbindung zum Installationsprogramm flir StorageGRID-Gerate unterbrochen wird, geben
Sie die URL mithilfe der neuen statischen IP-Adresse, die Sie gerade zugewiesen haben, erneut ein.
Beispiel:

https://services_appliance IP:8443

. Bestatigen Sie, dass die Liste der Grid Network Subnets korrekt ist.

Wenn Sie Grid-Subnetze haben, ist das Grid-Netzwerk-Gateway erforderlich. Alle angegebenen Grid-
Subnetze missen Uber dieses Gateway erreichbar sein. Diese Grid-Netzwerknetze miissen beim
Starten der StorageGRID-Installation auch in der Netznetzwerksubnetz-Liste auf dem primaren Admin-
Node definiert werden.

@ Die Standardroute wird nicht aufgeflihrt. Wenn das Client-Netzwerk nicht aktiviert ist,
verwendet die Standardroute das Grid-Netzwerk-Gateway.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol = Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

f. Klicken Sie Auf Speichern.

4. Wenn Sie DHCP ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Grid-Netzwerk zu

16

konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.

Die Felder IPv4 Address, Gateway und Subnets werden automatisch ausgefillt. Wenn der DHCP-
Server so konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert
ausgefullt, und das Feld ist schreibgeschitzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse flr das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

. Bestatigen Sie, dass die Liste der Grid Network Subnets korrekt ist.

Wenn Sie Grid-Subnetze haben, ist das Grid-Netzwerk-Gateway erforderlich. Alle angegebenen Grid-
Subnetze missen Uber dieses Gateway erreichbar sein. Diese Grid-Netzwerknetze missen beim
Starten der StorageGRID-Installation auch in der Netznetzwerksubnetz-Liste auf dem primaren Admin-
Node definiert werden.



@ Die Standardroute wird nicht aufgefiihrt. Wenn das Client-Netzwerk nicht aktiviert ist,
verwendet die Standardroute das Grid-Netzwerk-Gateway.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
Eintrag.
= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kdnnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

Fir die beste Netzwerkleistung sollten alle Knoten auf ihren Grid Network Interfaces mit

ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU mismatch
@ wird ausgelost, wenn sich die MTU-Einstellungen fir das Grid Network auf einzelnen Knoten

erheblich unterscheiden. Die MTU-Werte missen nicht fir alle Netzwerktypen identisch

sein.

a. Klicken Sie Auf Speichern.

5. Um das Admin-Netzwerk zu konfigurieren, wahlen Sie im Abschnitt Admin-Netzwerk der Seite entweder
statisch oder DHCP aus.

@ Um das Admin-Netzwerk zu konfigurieren, missen Sie das Admin-Netzwerk auf der Seite
Link Configuration aktivieren.
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Admin Network

The Admin Metwark is a closed network used for system administration and maintenance. The Admin
Metwork is typically a private network and does not need to be routable between sites.

P ® Static (D BHCP
Assignment
IPvd Address 10.224 3 72/21
(CIDR)
Gateway 10.224.01
Subnets 0.0.0.0/32 +
(CIDR)
MTU 1500 =

6. Wenn Sie statisch ausgewahlt haben, flihren Sie die folgenden Schritte aus, um das Admin-Netzwerk zu
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konfigurieren:

a. Geben Sie die statische IPv4-Adresse mit CIDR-Schreibweise fir Management-Port 1 auf dem Geréat
ein.

Management-Port 1 befindet sich links von den beiden 1-GbE-RJ45-Ports am rechten Ende der
Appliance.

b. Geben Sie das Gateway ein.
Wenn lhr Netzwerk kein Gateway aufweist, geben Sie die gleiche statische IPv4-Adresse erneut ein.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert tbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

d. Klicken Sie Auf Speichern.
Wenn Sie die IP-Adresse andern, kdnnen sich auch das Gateway und die Liste der Subnetze andern.
Wenn die Verbindung zum Installationsprogramm flir StorageGRID-Gerate unterbrochen wird, geben

Sie die URL mithilfe der neuen statischen IP-Adresse, die Sie gerade zugewiesen haben, erneut ein.
Beispiel:



https://services_appliance:8443
e. Bestatigen Sie, dass die Liste der Admin-Netzwerk-Subnetze korrekt ist.

Sie mussen Uberprifen, ob alle Subnetze liber das von Ihnen angegebene Gateway erreicht werden
koénnen.

@ Die Standardroute kann nicht zur Verwendung des Admin-Netzwerk-Gateways
verwendet werden.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol .
f. Klicken Sie Auf Speichern.

7. Wenn Sie DHCP ausgewabhlt haben, fiihren Sie die folgenden Schritte aus, um das Admin-Netzwerk zu
konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.
Die Felder IPv4 Address, Gateway und Subnets werden automatisch ausgefillt. Wenn der DHCP-

Server so konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert
ausgefullt, und das Feld ist schreibgeschitzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse flir das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

b. Bestatigen Sie, dass die Liste der Admin-Netzwerk-Subnetze korrekt ist.

Sie mussen Uberprifen, ob alle Subnetze liber das von Ihnen angegebene Gateway erreicht werden
kénnen.

@ Die Standardroute kann nicht zur Verwendung des Admin-Netzwerk-Gateways
verwendet werden.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol = Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen flir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.
d. Klicken Sie Auf Speichern.

8. Um das Client-Netzwerk zu konfigurieren, wahlen Sie entweder statisch oder DHCP im Abschnitt Client-
Netzwerk der Seite aus.

@ Um das Client-Netzwerk zu konfigurieren, missen Sie das Client-Netzwerk auf der Seite
Link Configuration aktivieren.
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Client Network

The Client Netwark is an open network used to provide access to client applications. including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client Metwiork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration

steps
IF (® Static () DHCP
Assignment
IPvd Address A7 AT T 183/21
(CIDR)
Gateway 47.47.0.1
MTU 1500 &

9. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Client-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse unter Verwendung von CIDR-Notation ein.
b. Klicken Sie Auf Speichern.

c. Vergewissern Sie sich, dass die IP-Adresse fir das Client-Netzwerk-Gateway korrekt ist.

Wenn das Client-Netzwerk aktiviert ist, wird die Standardroute angezeigt. Die
@ Standardroute verwendet das Client-Netzwerk-Gateway und kann nicht auf eine andere
Schnittstelle verschoben werden, wahrend das Client-Netzwerk aktiviert ist.

d. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen flir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert tbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

e. Klicken Sie Auf Speichern.

10. Wenn Sie DHCP ausgewahlt haben, fiihren Sie die folgenden Schritte aus, um das Client-Netzwerk zu
konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.
Die Felder IPv4 Address und Gateway werden automatisch ausgefillt. Wenn der DHCP-Server so

konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert ausgefillt, und
das Feld ist schreibgeschutzt.
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Ihr Webbrowser wird automatisch an die neue IP-Adresse flr das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

a. Vergewissern Sie sich, dass das Gateway korrekt ist.

Wenn das Client-Netzwerk aktiviert ist, wird die Standardroute angezeigt. Die
@ Standardroute verwendet das Client-Netzwerk-Gateway und kann nicht auf eine andere
Schnittstelle verschoben werden, wahrend das Client-Netzwerk aktiviert ist.

b. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fur Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert tbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

Verwandte Informationen

"Andern der Link-Konfiguration der Services Appliance"

Netzwerkverbindungen werden uberpruft

Vergewissern Sie sich, dass Sie Uber die Appliance auf die StorageGRID-Netzwerke
zugreifen kdnnen, die Sie verwenden. Um das Routing Uber Netzwerk-Gateways zu
validieren, sollten Sie die Verbindung zwischen dem StorageGRID Appliance Installer
und den IP-Adressen in verschiedenen Subnetzen testen. Sie kdnnen auch die MTU-
Einstellung Uberprufen.

Schritte

1. Klicken Sie in der Menlleiste des StorageGRID-Appliance-Installationsprogramms auf Netzwerke
konfigurieren > Ping und MTU-Test.

Die Seite Ping und MTU Test wird angezeigt.

FPing and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IF address of the host you want to reach. To verfy the MTU setting for the entire path through the network to
the destination. select Test MTU

Ping and MTU Test
Metwork Grid w

Destination [Py
Address or FQDN

Test MTU [
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2. Wahlen Sie aus dem Dropdown-Feld Netzwerk das Netzwerk aus, das Sie testen mochten: Grid, Admin
oder Client.

3. Geben Sie die IPv4-Adresse oder den vollqualifizierten Domanennamen (FQDN) fur einen Host in diesem
Netzwerk ein.

Beispielsweise mdochten Sie das Gateway im Netzwerk oder den primaren Admin-Node pingen.

4. Aktivieren Sie optional das Kontrollkdstchen MTU-Test, um die MTU-Einstellung fir den gesamten Pfad
durch das Netzwerk zum Ziel zu Uberprifen.

Sie kdnnen beispielsweise den Pfad zwischen dem Appliance-Node und einem Node an einem anderen
Standort testen.

5. Klicken Sie Auf Konnektivitat Testen.

Wenn die Netzwerkverbindung gultig ist, wird die Meldung ,Ping Test bestanden” angezeigt, wobei die
Ausgabe des Ping-Befehls aufgelistet ist.

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the netwaork to
the destination, select Test MTL

Ping and MTU Test

Metwork Grid [

Destination |Pvd 10.96.104 223
Address or FQDON

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 18.96.1684.223 (10.96.184,223) 1472(1588) bytes of data.
1438 bytes from 19.96.164.223: icmp seqg=1 ttl=64 time=8.318 ms

--- 18.96.184.223 ping statistics ---
1 packets transmitted, 1 received, 8% packet loss, time ems

rtt min/avg/max/mdev = 8.318/0.318/8.313/6.008 ms

Found MTU 1568 for 18.96.1604.223 via bre

Verwandte Informationen
"Konfigurieren von Netzwerkverbindungen (SG100 und SG1000)"

"Andern der MTU-Einstellung"
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Uberpriifen von Netzwerkverbindungen auf Portebene

Damit der Zugriff zwischen dem Installationsprogramm der StorageGRID Appliance und
anderen Nodes nicht durch Firewalls beeintrachtigt wird, vergewissern Sie sich, dass der
Installer von StorageGRID eine Verbindung zu einem bestimmten TCP-Port oder einem
Satz von Ports an der angegebenen IP-Adresse oder dem angegebenen Adressbereich
herstellen kann.

Uber diese Aufgabe

Mithilfe der Liste der im StorageGRID-Appliance-Installationsprogramm bereitgestellten Ports kdnnen Sie die
Verbindung zwischen der Appliance und den anderen Nodes im Grid-Netzwerk testen.

Daruber hinaus kdnnen Sie die Konnektivitat auf den Admin- und Client-Netzwerken sowie auf UDP-Ports
testen, wie sie flr externe NFS- oder DNS-Server verwendet werden. Eine Liste dieser Ports finden Sie unter
der Portreferenz in den Netzwerkrichtlinien von StorageGRID.

Die in der Tabelle fir die Portkonnektivitat aufgefiihrten Grid-Netzwerkports sind nur fur
StorageGRID Version 11.5 guiltig. Um zu tberprifen, welche Ports fiir jeden Node-Typ korrekt
sind, sollten Sie immer die Netzwerkrichtlinien fur Ihre Version von StorageGRID lesen.

Schritte

1. Klicken Sie im Installationsprogramm der StorageGRID-Appliance auf Netzwerke konfigurieren > Port
Connectivity Test (nmap).

Die Seite Port Connectivity Test wird angezeigt.

In der Tabelle fiir die Portkonnektivitat werden Node-Typen aufgefihrt, fir die im Grid-Netzwerk TCP-
Konnektivitat erforderlich ist. Fir jeden Node-Typ werden in der Tabelle die Grid-Netzwerkanschllisse
aufgefuhrt, auf die lhre Appliance Zugriff haben sollte.

The following node types require TCP connectivity on the Grid Network.

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

Sie kdnnen die Verbindung zwischen den in der Tabelle aufgeflihrten Appliance-Ports und den anderen
Nodes im Grid-Netzwerk testen.

2. Wahlen Sie im Dropdown-Menu Netzwerk das Netzwerk aus, das Sie testen méchten: Grid, Admin oder
Client.

3. Geben Sie einen Bereich von IPv4-Adressen fir die Hosts in diesem Netzwerk an.
Beispielsweise mdchten Sie das Gateway im Netzwerk oder den primaren Admin-Node aufsuchen.
Geben Sie einen Bereich mit einem Bindestrich an, wie im Beispiel gezeigt.

4. Geben Sie eine TCP-Portnummer, eine Liste von Ports, die durch Kommas getrennt sind, oder eine Reihe
von Ports ein.
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The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

Port Connectivity Test

Network Grid v
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP UDP
Test Connectivity

5. Klicken Sie Auf Konnektivitat Testen.
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> Wenn die ausgewahlten Netzwerkverbindungen auf Portebene gliltig sind, wird die Meldung

,Verbindungstest bestanden”in einem griinen Banner angezeigt. Die Ausgabe des nmap-
Befehls ist unter dem Banner aufgeftihrt.

Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.70 scan initiated Fri Nov 13 18:32:@3 2020 as: /usr/bin/nmap -n -oN - -e br@ -p 22,2022 10.224.6.168-161
Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (0.20860s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:84 2020 -- 2 IP addresses (2 hosts up) scanned in 9.55 seconds

> Wenn eine Netzwerkverbindung auf Portebene zum Remote-Host hergestellt wird, der Host jedoch

nicht auf einem oder mehreren der ausgewahlten Ports hort, wird die Meldung ,Vverbindungstest
fehlgeschlagen®in einem gelben Banner angezeigt. Die Ausgabe des nmap-Befehls ist unter dem
Banner aufgeflhrt.

Jeder Remote-Port, auf den der Host nicht hort, hat den Status ,Geschlossen®. Beispielsweise sieht
dieses gelbe Banner, wenn der Node, zu dem eine Verbindung hergestellt werden soll, bereits
installiert ist und der StorageGRID-NMS-Service auf diesem Node noch nicht ausgefihrt wird.



© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE SERVICE

22/tcp open ssh

80/tcp open http

443/tcp open  https

1504/tcp closed evb-elm
1505/tcp open  funkproxy
1506/tcp open  utcd

1508/tcp open  diagmond
7443/tcp open oracleas-https
9999/tcp open  abyss

MAC Address: 00:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 202Q -- 1 IP address (1 host up) scanned in @.59 seconds

o Wenn flUr einen oder mehrere ausgewahlte Ports keine Netzwerkverbindung auf Portebene hergestellt
werden kann, wird die Meldung ,Verbindungstest fehlgeschlagen®in einem roten Banner
angezeigt. Die Ausgabe des nmap-Befehls ist unter dem Banner aufgefihrt.

Das rote Banner zeigt an, dass eine TCP-Verbindung zu einem Port auf dem Remote-Host hergestellt
wurde, aber dem Sender wurde nichts zurtickgegeben. Wenn keine Antwort zuriickgegeben wird, hat
der Port einen Status ,gefiltert und wird wahrscheinlich durch eine Firewall blockiert.

@ Ports mit ,closed” werden ebenfalls aufgeflihrt.

© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.7@ scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp open ssh
79/tcp  filtered finger
8@/tcp  open http
443/tcp open https
15@4/tcp closed evb-elm
1505/tcp open funkproxy
1506/tcp open uted
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: @0:5@:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 2@2@ -- 1 IP address (1 host up) scanned in 1.6@ seconds

Verwandte Informationen
"Netzwerkrichtlinien"
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