Monitoring der StorageGRID Vorgange
StorageGRID

NetApp
October 03, 2025

This PDF was generated from https://docs.netapp.com/de-de/storagegrid-115/primer/tabs-for-nodes-
page.html on October 03, 2025. Always check docs.netapp.com for the latest.



Inhalt

Monitoring der StorageGRID Vorgange

Anzeigen der Seite Knoten
Symbole fiir Verbindungsstatus
Warnungssymbole
Anzeigen von Details zu einem System, Standort oder Node
Registerkarten fur die Seite Knoten
Kennzahlen von Prometheus
StorageGRID Attribute

Monitoring und Management von Warnmeldungen
Verwalten von Meldungen

Verwendung von SNMP-Uberwachung

Uberprifen von Audit-Meldungen

© 0O N O OO B N NN -2 2 -



Monitoring der StorageGRID Vorgange

Der Grid Manager liefert Informationen zur Uberwachung der taglichen Aktivitaten lhres
StorageGRID Systems einschliel3lich des Systemzustands.

* "Anzeigen der Seite Knoten"
* "Monitoring und Management von Warnmeldungen"
» "Verwendung von SNMP-Uberwachung"

» "Uberpriifen von Audit-Meldungen"

Anzeigen der Seite Knoten

Wenn Sie detailliertere Informationen Uber Ihr StorageGRID-System als das Dashboard
erhalten, kdnnen Sie auf der Seite Nodes Metriken fur das gesamte Grid, jeden Standort
im Raster und jeden Node an einem Standort anzeigen.
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In der Baumansicht links sehen Sie alle Standorte und alle Knoten in Ihrem StorageGRID-System. Das Symbol
fur jeden Knoten gibt an, ob der Knoten verbunden ist oder ob aktive Warnmeldungen vorliegen.

Symbole fiir Verbindungsstatus

Wenn ein Knoten von der Tabelle getrennt wird, zeigt die Strukturansicht ein blaues oder graues
Verbindungssymbol an, nicht das Symbol fur die zugrunde liegenden Warnungen.

* Nicht verbunden - Unbekannt g: Der Knoten ist aus einem unbekannten Grund nicht mit dem Raster
verbunden. Beispielsweise wurde die Netzwerkverbindung zwischen den Knoten unterbrochen oder der
Strom ist ausgefallen. Die Warnung * kann nicht mit Node* kommunizieren. Auch andere Warnmeldungen



koénnen aktiv sein. Diese Situation erfordert sofortige Aufmerksamkeit.

@ Ein Node wird mdglicherweise wahrend des verwalteten Herunterfahrens als ,Unbekannt*
angezeigt. In diesen Fallen kdnnen Sie den Status Unbekannt ignorieren.

* Nicht verbunden - Administrativ unten = : Der Knoten ist aus einem erwarteten Grund nicht mit dem
Netz verbunden. Beispielsweise wurde der Node oder die Services fur den Node ordnungsgemaf
heruntergefahren, der Node neu gebootet oder die Software wird aktualisiert. Mindestens ein Alarm ist
moglicherweise auch aktiv.

Warnungssymbole

Wenn ein Knoten mit dem Raster verbunden ist, wird in der Strukturansicht eines der folgenden Symbole
angezeigt, je nachdem, ob aktuelle Warnmeldungen fiir den Knoten vorhanden sind.

« * Kritisch* €3: Es besteht eine anormale Bedingung, die die normalen Vorgénge eines StorageGRID-
Knotens oder -Dienstes gestoppt hat. Sie missen das zugrunde liegende Problem sofort I6sen. Wenn das
Problem nicht behoben ist, kann es zu Serviceunterbrechungen und Datenverlusten kommen.

* Major {: Es besteht eine anormale Bedingung, die entweder die aktuellen Operationen beeinflusst oder
sich dem Schwellenwert fir eine kritische Warnung nahert. Sie sollten groRere Warnmeldungen
untersuchen und alle zugrunde liegenden Probleme beheben, um sicherzustellen, dass die anormale
Bedingung den normalen Betrieb eines StorageGRID Node oder Service nicht beendet.

* Klein ' : Das System funktioniert normal, aber es besteht eine anormale Bedingung, die die Fahigkeit des
Systems beeintrachtigen kdnnte, zu arbeiten, wenn es fortgesetzt wird. Sie sollten kleinere
Warnmeldungen tberwachen und beheben, die sich nicht selbst beheben lassen, um sicherzustellen, dass
sie nicht zu einem schwerwiegenderen Problem fuhren.

« Normal ~: Es sind keine Alarme aktiv, und der Knoten ist mit dem Raster verbunden.

Anzeigen von Details zu einem System, Standort oder Node

Um die verfiigbaren Informationen anzuzeigen, klicken Sie auf die entsprechenden Links auf der linken Seite,
wie folgt:

« Wahlen Sie den Grid-Namen aus, um eine Zusammenfassung der Statistiken fur Ihr gesamtes
StorageGRID System anzuzeigen. (Der Screenshot zeigt ein System mit dem Namen ,StorageGRID
Deployment®.)

« Wahlen Sie einen bestimmten Datacenter-Standort aus, um eine aggregierte Zusammenfassung der
Statistiken fur alle Nodes an diesem Standort anzuzeigen.

« Wahlen Sie einen bestimmten Node aus, um detaillierte Informationen zu diesem Node anzuzeigen.

Verwandte Informationen
"Monitor Fehlerbehebung"

Registerkarten fiir die Seite Knoten

Die Registerkarten oben auf der Seite Knoten basieren auf dem, was Sie im Baum links
auswahlen.
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Registerkartenname

Uberblick

Trennt

Netzwerk

Storage

Veranstaltungen

Objekte

ILM

Beschreibung

» Enthalt grundlegende Informationen zu den
einzelnen Nodes.

» Zeigt alle aktuellen, nicht quittierten Alarme an,
die den Knoten betreffen.

» Zeigt die CPU-Auslastung und die
Arbeitsspeicherauslastung fir jeden Node an

» Bei Appliance-Nodes werden zusatzliche
Hardwareinformationen bereitgestellt.

Zeigt ein Diagramm an, in dem der empfangene und
Uber die Netzwerkschnittstellen gesendete
Netzwerkverkehr angezeigt wird.

» Enthalt Details zu den Festplattengeraten und
Volumes auf jedem Knoten.

» Enthalt Diagramme flr Storage-Nodes, die den
Objekt-Storage und den Uber die Zeit
verwendeten Metadaten-Storage zeigen.

Zeigt die Anzahl aller Systemfehler oder
Fehlerereignisse an, einschlieRlich Fehler wie
Netzwerkfehler.

 Bietet Informationen zu Aufnahme- und
Abrufraten fir S3 und Swift.

» Fir Storage-Nodes werden Objektanzahl und
Informationen zu Metadatenspeicherabfragen und
zur Hintergrundiberprifung bereitgestellt.

Stellt Informationen zu ILM-Vorgangen (Information
Lifecycle Management) bereit.

* Fir Storage-Nodes enthalt Details zur ILM-
Bewertung und zur Hintergrund-Verifizierung zum
Léschen codierter Objekte.

 Zeigt fur jeden Standort und das gesamte Grid ein
Diagramm der ILM-Warteschlange im Laufe der
Zeit an.

» Stellt im gesamten Grid die geschéatzte Zeit zum
Abschluss eines vollstandigen ILM-Scans aller
Objekte zur Verfiigung.

Enthalten fiir
Alle Nodes

Alle Nodes

Alle Nodes, jeden
Standort und das
gesamte Grid

Alle Nodes, jeden
Standort und das
gesamte Grid

Alle Nodes

Storage-Nodes, jeden
Standort und das
gesamte Grid

Storage-Nodes, jeden
Standort und das
gesamte Grid



Registerkartenname

Lastausgleich

Plattform-Services

SANTtricity System
Manager

Beschreibung

Enthalt Performance- und Diagnosediagramme zum
Load Balancer-Service.

* Bietet flr jeden Standort eine Zusammenfassung
der Statistiken fur alle Nodes an diesem Standort.

» Das gesamte Raster bietet eine aggregierte
Zusammenfassung der Statistiken flr alle
Standorte.

Dieser Service bietet Informationen zu S3-Plattform-
Servicevorgangen an einem Standort.

Zugriff auf SANTtricity System Manager Vom SANTtricity
System Manager kénnen Sie die Hardware-Diagnose
und Umgebungsinformationen fir den Storage
Controller sowie Probleme im Zusammenhang mit
den Laufwerken Uberprufen.

Kennzahlen von Prometheus

Enthalten fiir

Admin-Nodes und
Gateway-Nodes, jeden
Standort und das
gesamte Grid

Jeder Standort

Nodes von Storage-
Appliances

Hinweis: die
Registerkarte SANtricity
System Manager wird
nicht angezeigt, wenn die
Controller-Firmware auf
dem Speichergerat
weniger als 8.70 ist.

Der Prometheus-Service auf Admin-Knoten sammelt Zeitreihungskennzahlen aus den
Diensten auf allen Knoten.

Die von Prometheus erfassten Kennzahlen werden an verschiedenen Stellen im Grid Manager verwendet:

» Knoten Seite: Die Grafiken und Diagramme auf den Registerkarten, die auf der Seite Knoten verfligbar
sind, zeigen mit dem Grafana Visualization Tool die von Prometheus erfassten Zeitreihenmetriken an.
Grafana zeigt Zeitserien-Daten im Diagramm- und Diagrammformat an, Prometheus dient als Back-End-

Datenquelle.
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 Alerts: Warnmeldungen werden auf bestimmten Schweregraden ausgelost, wenn Alarmregelbedingungen,
die Prometheus-Metriken verwenden, als wahr bewerten.

* Grid Management API: Sie kbnnen Prometheus-Kennzahlen in benutzerdefinierten Alarmregeln oder mit
externen Automatisierungstools verwenden, um lhr StorageGRID-System zu tberwachen. Eine
vollstandige Liste der Prometheus-Kennzahlen finden Sie Uber die Grid Management API (Hilfe API-
Dokumentation Metrics). Wahrend mehr als tausend Kennzahlen zur Verfliigung stehen, ist nur eine
relativ kleine Zahl zur Uberwachung der kritischsten StorageGRID Vorgange erforderlich.

@ Metriken, die privat in ihren Namen enthalten, sind nur zur internen Verwendung vorgesehen
und kénnen ohne Ankuindigung zwischen StorageGRID Versionen geandert werden.

* Die Seite Support Tools Diagnose und die Support Tools Metriken Seite: Diese Seiten, die
hauptsachlich fiir den technischen Support bestimmt sind, bieten eine Reihe von Werkzeugen und
Diagrammen, die die Werte der Prometheus-Kennzahlen nutzen.

@ Einige Funktionen und Menlelemente auf der Seite Metriken sind absichtlich nicht
funktionsfahig und kénnen sich andern.

Verwandte Informationen
"Monitoring und Management von Warnmeldungen"
"Verwenden von StorageGRID Support-Optionen”

"Monitor Fehlerbehebung"

StorageGRID Attribute

Attribute berichten Werte und Status fur viele Funktionen des StorageGRID-Systems. Fur
jeden Grid-Node, jeden Standort und das gesamte Raster sind Attributwerte verflugbar.

StorageGRID-Attribute werden an verschiedenen Stellen im Grid Manager verwendet:
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* Knoten Seite: Viele der auf der Seite Knoten angezeigten Werte sind StorageGRID-Attribute. (Auf den
Seiten Nodes werden auch die Kennzahlen Prometheus angezeigt.)

« Alarme: Wenn Attribute definierte Schwellenwerte erreichen, werden StorageGRID-Alarme (Altsystem) auf
bestimmten Schweregraden ausgelost.

* Grid Topology Tree: Attributwerte werden im Grid Topology Tree (Support Tools Grid Topology)
angezeigt.

» Ereignisse: Systemereignisse treten auf, wenn bestimmte Attribute einen Fehler oder Fehlerzustand fur
einen Knoten aufzeichnen, einschlieRlich Fehler wie Netzwerkfehler.

Attributwerte

Die Attribute werden nach bestem Aufwand gemeldet und sind ungefahr richtig. Unter bestimmten Umstanden
kénnen Attributaktualisierungen verloren gehen, beispielsweise der Absturz eines Service oder der Ausfall und
die Wiederherstellung eines Grid-Node.

Darlber hinaus kann es zu Verzégerungen bei der Ausbreitung kommen, dass die Meldung von Attributen
beeintrachtigt wird. Aktualisierte Werte fir die meisten Attribute werden in festen Intervallen an das
StorageGRID-System gesendet. Es kann mehrere Minuten dauern, bis ein Update im System sichtbar ist, und
zwei Attribute, die sich mehr oder weniger gleichzeitig andern, kdnnen zu leicht unterschiedlichen Zeiten
gemeldet werden.

Verwandte Informationen

"Monitor Fehlerbehebung”

Monitoring und Management von Warnmeldungen

Das Warnsystem bietet eine benutzerfreundliche Oberflache zum Erkennen, Bewerten
und Beheben von Problemen, die wahrend des StorageGRID-Betriebs auftreten kdnnen.

Das Alarmsystem wurde als Ihr vorrangiges Tool entwickelt, mit dem Sie alle eventuell auftretenden Probleme
in lhrem StorageGRID System Uberwachen kénnen.

» Das Warnsystem konzentriert sich auf umsetzbare Probleme im System. Bei Ereignissen, die eine
sofortige Aktion erfordern, werden Warnmeldungen ausgeldst und nicht bei Ereignissen, die sicher ignoriert
werden kdnnen.

* Die Seiten ,Current Alerts” und ,Resolved Alerts® bieten eine benutzerfreundliche Oberflaiche zum
Anzeigen aktueller und historischer Probleme. Sie kdnnen die Liste nach einzelnen Warnungen und
Alarmgruppen sortieren. Beispielsweise kdnnen Sie alle Meldungen nach Node/Standort sortieren, um zu
sehen, welche Meldungen sich auf einen bestimmten Node auswirken. Oder Sie méchten die Meldungen
in einer Gruppe nach der Zeit sortieren, die ausgeldst wird, um die letzte Instanz einer bestimmten
Warnmeldung zu finden.

* Mehrere Warnmeldungen desselben Typs werden in einer E-Mail gruppiert, um die Anzahl der
Benachrichtigungen zu reduzieren. Dartiber hinaus werden auf den Seiten ,,Current Alerts and Resolved
Alerts“ mehrere Warnmeldungen desselben Typs als Gruppe angezeigt. Sie kdnnen Warnungsgruppen
erweitern oder ausblenden, um die einzelnen Warnmeldungen ein- oder auszublenden. Wenn z. B.
mehrere Knoten die Warnung nicht mit Knoten kommunizieren kénnen, wird nur eine E-Mail gesendet
und die Warnung wird als Gruppe auf der Seite Aktuelle Meldungen angezeigt.
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Current Alerts B Learn mare

View the current alerts affecting your StorageGRID system

\# Group alerts Active 1 g
Name Il Severity LI Time triggered W Site | Node 11 Status il Currentvalues
v i i 9 minutes ago (newest]
Unable to cowmunlcate with n:?de ) . 0 2 Major go i 51 S iie
One or more services are unresponsive or cannot be reached by the metrics collection job. 19 minutes ago (oldest)
Low root disk capacity : 3 Disk space available: 2.00 GB
i 25 minutes ago Data Center 1/DC1-51-99-51 Active
The space available on the root disk is low. Mior d Total disk space: 21.00 GB
Expiration of rtificate for St API Endpoint:
e slerver e n‘ po.m H ; O Major 31 minutes ago Data Center 1/DC1-ADM1-99-49 | Active Days remaining: 14
The server certificate used for the storage AP| endpoints is about to expire
Expiration of rtificate for M it Interf;
MEELOn. 2! slerver bt i anagemeln e ?CE E Minor 31 minutes ago Data Center 1/ DC1-ADM1-99-49 | Active Days remaining: 30
The server certificate used for the management interface is about to expire
¥ Low installed node memoi a day ago (newest]
. v . € 5 Critical vea . I 8 Active
The amount of installed memory on a node is low. adayage  (oldest}

» Benachrichtigungen verwenden intuitive Namen und Beschreibungen, damit Sie das Problem schneller
verstehen kdnnen. Meldungsbenachrichtigungen umfassen Details zum betroffenen Node und Standort,
den Schweregrad der Warnmeldung, den Zeitpunkt, zu dem die Meldungsregel ausgeldst wurde, und den

aktuellen Wert der Metriken in Bezug auf die Meldung.

* Alert-E-Mail-Benachrichtigungen und die auf den Seiten ,Current Alerts and Resolved Alerts“ angezeigten
Warnmeldungen enthalten empfohlene Aktionen zum Beheben von Warnmeldungen. Dazu gehéren haufig
direkte Links zur StorageGRID Dokumentation, sodass detailliertere Informationen zur Fehlerbehebung

leichter finden und abrufen kdnnen.

Low installed node memory

The amount of installed memory on a node is low.

Recommended actions

Increase the amount of RAM available to the virtual machine or Linux host. Check
the threshold value for the major alert to determine the default minimum requirement
for a StorageGRID node.

See the instructions for your platform:
s YMware installation
* Red Hat Enterprise Linux or CentOS installation

« Ubuntu or Debian installation

Time triggered

2019-07-1517:07:41 MDT (2019-07-15 23:07:41 UTC)

Status
Active (silence this alert & )

Site / Node
Data Center 2/ DC2-51-99-56

ity
Critical

o

Total RAM size
838 GB

Condition
View conditions | Editrule §

Close

@ Das alte Alarmsystem wird zwar weiterhin unterstitzt, bietet jedoch deutliche Vorteile und ist

einfacher zu bedienen.

Verwalten von Meldungen

Alle StorageGRID-Benutzer kénnen Warnmeldungen anzeigen. Wenn Sie Uber die Berechtigung Root Access
oder Manage Alerts verfiigen, kdnnen Sie auch Warnmeldungen wie folgt verwalten:



* Wenn Sie die Benachrichtigungen fir eine Warnung vortibergehend auf einem oder mehreren
Schweregraden unterdriicken missen, kdnnen Sie ganz einfach eine bestimmte Alarmregel flr eine
bestimmte Dauer stummschalten. Sie kénnen eine Alarmregel fir das gesamte Raster, eine einzelne Site
oder einen einzelnen Knoten stummschalten.

 Sie kénnen die standardmaRigen Alarmregeln nach Bedarf bearbeiten. Sie kdnnen eine Meldungsregel
vollstandig deaktivieren oder deren Triggerbedingungen und -Dauer &ndern.

 Sie kdnnen benutzerdefinierte Alarmregeln erstellen, um auf die fir Ihre Situation relevanten spezifischen
Bedingungen abzielen und eigene Empfehlungen auszuarbeiten. Um die Bedingungen fiir eine
benutzerdefinierte Warnung zu definieren, erstellen Sie Ausdriicke mithilfe der Prometheus-Metriken, die
im Abschnitt Kennzahlen der Grid Management API verfiigbar sind.

Dieser Ausdruck bewirkt beispielsweise, dass eine Warnung ausgeldst wird, wenn die Menge des
installierten RAM flr einen Node weniger als 24,000,000,000 Byte (24 GB) betragt.

node memory MemTotal < 24000000000

Verwandte Informationen

"Monitor Fehlerbehebung"

Verwendung von SNMP-Uberwachung

Wenn Sie StorageGRID mit dem Simple Network Management Protocol (SNMP)
Uberwachen mdchten, kdnnen Sie den SNMP-Agent mithilfe des Grid-Managers
konfigurieren.

Auf jedem StorageGRID-Knoten wird ein SNMP-Agent oder Daemon ausgefiihrt, der eine Management
Information Base (MIB) bereitstellt. Die StorageGRID MIB enthalt Tabellen- und Benachrichtigungsdefinitionen
fur Alarme und Alarme. Jeder StorageGRID-Knoten unterstiitzt auch eine Untergruppe von MIB-II-Objekten.

Zunachst ist SNMP auf allen Knoten deaktiviert. Wenn Sie den SNMP-Agent konfigurieren, erhalten alle
StorageGRID-Knoten die gleiche Konfiguration.

Der StorageGRID SNMP Agent unterstitzt alle drei Versionen des SNMP-Protokolls. Der Agent bietet
schreibgeschitzten MIB-Zugriff flir Abfragen, und es kann zwei Arten von ereignisgesteuerten
Benachrichtigungen an ein Verwaltungssystem senden:

* Traps sind Benachrichtigungen, die vom SNMP-Agent gesendet werden, die keine Bestatigung durch das
Verwaltungssystem erfordern. Traps dienen dazu, das Managementsystem Uber etwas innerhalb von
StorageGRID zu informieren, wie z. B. eine Warnung, die ausgel6st wird. Traps werden in allen drei
Versionen von SNMP unterstitzt.

* Informiert sind ahnlich wie Traps, aber sie erfordern eine Bestatigung durch das Management-System.
Wenn der SNMP-Agent innerhalb einer bestimmten Zeit keine Bestatigung erhalt, wird die
Benachrichtigung erneut gesendet, bis eine Bestatigung empfangen wurde oder der maximale
Wiederholungswert erreicht wurde. Die Informationsunterstiutzung wird in SNMPv2c¢ und SNMPv3
unterstutzt.

Trap- und Inform-Benachrichtigungen werden in folgenden Fallen versendet:

 Eine Standardwarnung oder eine benutzerdefinierte Meldung wird fir jeden Schweregrad ausgeldst. Um
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SNMP-Benachrichtigungen flir eine Warnung zu unterdriicken, missen Sie eine Stille fir die Warnung
konfigurieren. Benachrichtigungen werden von jedem Admin-Node gesendet, der als bevorzugter
Absender konfiguriert wurde.

» Bestimmte Alarme (Altsystem) werden mit einem bestimmten Schweregrad oder héher ausgeldst.

@ SNMP-Benachrichtigungen werden nicht fir jeden Alarm oder jeden Schweregrad gesendet.

Verwandte Informationen

"Monitor Fehlerbehebung"

Uberpriifen von Audit-Meldungen

Audit-Meldungen helfen Ihnen, die detaillierten Vorgange Ihres StorageGRID Systems
besser zu verstehen. Sie konnen mithilfe von Audit-Protokollen Probleme beheben und
die Performance bewerten.

Wahrend des normalen Systembetriebs generieren alle StorageGRID Services wie folgt Audit-Meldungen:

» Systemaudits-Meldungen betreffen das Auditing des Systems selbst, den Status von Grid-Nodes,
systemweite Task-Aktivitaten und Service-Backup-Vorgange.

 Audit-Nachrichten zum Objekt-Storage beziehen sich auf die Storage- und das Management von Objekten
in StorageGRID, einschliel3lich Objekt-Storage und -Abruf, Grid-Node- zu Grid-Node-Transfers und
Verifizierungen.

» Lese- und Schreibvorgange von Clients werden protokolliert, wenn eine S3- oder Swift-Client-Applikation
eine Anforderung zum Erstellen, Andern oder Abrufen eines Objekts vorgibt.

* Managementaudits protokollieren Benutzeranfragen an die Management-API.

Jeder Admin-Knoten speichert Audit-Meldungen in Textdateien. Die Revisionsfreigabe enthalt die aktive Datei
(Audit.log) sowie komprimierte Audit-Protokolle aus friiheren Tagen.

Um einfachen Zugriff auf Audit-Protokolle zu ermdglichen, kdnnen Sie den Client-Zugriff auf die Audit-Share
sowohl fiir NFS als auch fur CIFS (veraltet) konfigurieren. Sie kdnnen auch direkt Uber die Befehlszeile des
Admin-Knotens auf Audit-Protokolldateien zugreifen.

Details zur Audit-Protokolldatei, zum Format von Audit-Meldungen, zu den Typen von Audit-Meldungen und zu
den verfligbaren Tools zur Analyse von Audit-Meldungen finden Sie in den Anweisungen flr Audit-Meldungen.
Weitere Informationen zum Konfigurieren des Zugriffs auf Audit-Clients finden Sie in den Anweisungen fur die

Administration von StorageGRID.

Verwandte Informationen

"Prifung von Audit-Protokollen”

"StorageGRID verwalten"
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Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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