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Monitoring der Storage-Kapazitat

Sie mussen den insgesamt nutzbaren Speicherplatz auf Storage-Nodes uberwachen, um
sicherzustellen, dass dem StorageGRID System nicht der Speicherplatz fur Objekte oder
Objekt-Metadaten zur Verfugung steht.

StorageGRID speichert Objektdaten und Objektmetadaten separat und behalt eine bestimmte Menge an
Speicherplatz fiir eine verteilte Cassandra-Datenbank mit Objekt-Metadaten bei. Uberwachen Sie den
Gesamtspeicherplatz fur Objekte und Objekt-Metadaten sowie Trends fur den Speicherplatz, der fur jeden
verbraucht wird. So kénnen Sie das Hinzufiigen von Nodes vorausschauender planen und Serviceausfalle
vermeiden.

Sie kdnnen Storage-Kapazitatsinformationen fiir das gesamte Grid, fiir jeden Standort und fiir jeden Storage-
Node in Ihrem StorageGRID-System anzeigen.

Verwandte Informationen

"Anzeigen der Registerkarte ,Speicher

Uberwachung der Storage-Kapazitit fiir das gesamte Grid

Die Storage-Gesamtkapazitat fur das Grid muss Uberwacht werden, um zu
gewahrleisten, dass ausreichend freier Speicherplatz fur Objekt- und Objekt-Metadaten
verbleibt. Wenn Sie verstehen, wie sich die Storage-Kapazitat im Laufe der Zeit
verandert, konnen Sie Storage-Nodes oder Storage-Volumes planen, bevor die nutzbare
Storage-Kapazitat des Grid verbraucht wird.

Was Sie benétigen
Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

Uber das Dashboard im Grid Manager kdnnen Sie schnell ermitteln, wie viel Storage fiir das gesamte Grid und
fur jedes Datacenter zur Verfigung steht. Die Seite Knoten enthalt detailliertere Werte fir Objektdaten und
Objektmetadaten.

Schritte
1. Beurteilen Sie, wie viel Storage fur das gesamte Grid und das jeweilige Datacenter verfugbar ist.

a. Wahlen Sie Dashboard.

b. Notieren Sie sich im Fenster Verfligbare Speicherkapazitat die Zusammenfassung der freien und
genutzten Speicherkapazitat.

@ Die Zusammenfassung enthalt keine Archivierungsmedien.


https://docs.netapp.com/de-de/storagegrid-115/monitor/viewing-storage-tab.html
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a. Platzieren Sie den Cursor uber die freien bzw. genutzten Kapazitatsbereiche des Diagramms, um
genau zu sehen, wie viel Speicherplatz frei oder verwendet wird.

lised

D? M Used 80.07 GB

b. Sehen Sie sich das Diagramm flr die einzelnen Datacenter an, um Grids fir mehrere Standorte zu
verwenden.

c. Klicken Sie auf das Diagrammsymbol = Fir das Gesamtdiagramm oder flr ein einzelnes Datacenter,
um ein Diagramm anzuzeigen, in dem die Kapazitatsauslastung im Laufe der Zeit dargestellt wird.

Eine Grafik zeigt den prozentualen Anteil an der genutzten Storage-Kapazitat (%) gegentber Die
Uhrzeit wird angezeigt.

2. Ermitteln Sie, wie viel Storage genutzt wurde und wie viel Storage fur Objekt- und Objekt-Metadaten
verfligbar ist.
a. Wahlen Sie Knoten.

b. Wahlen Sie Grid > Storage aus.



StorageGRID Deployment
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c. Bewegen Sie den Mauszeiger Uiber den Speicher verwendet - Objektdaten und den verwendeten
Speicher - Objektmetadaten-Diagramme, um zu ermitteln, wie viel Objekt-Storage und Objekt-
Metadaten im gesamten Grid zur Verfugung stehen und wieviel Storage Uber die Zeit verwendet wurde.

@ Die Gesamtwerte fir einen Standort oder das Grid enthalten keine Nodes, die
mindestens funf Minuten lang keine Kennzahlen enthalten, z. B. Offline-Nodes.

3. Sehen Sie sich gemak dem technischen Support weitere Details zur Speicherkapazitat Ihres Grids an.
a. Wahlen Sie Support > Tools > Grid Topology Aus.
b. Wahlen Sie Grid > Ubersicht > Main.
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4. Planung, eine Erweiterung zum Hinzufligen von Storage-Nodes oder Storage-Volumes durchzufihren,
bevor die nutzbare Storage-Kapazitat des Grid genutzt wird

Berlicksichtigen Sie bei der Planung des Zeitplans fur eine Erweiterung, wie lange die Beschaffung und



Installation von zusatzlichem Storage dauern wird.

Wenn lhre ILM-Richtlinie Erasure Coding verwendet, wird es mdglicherweise besser
(D erweitert, wenn vorhandene Storage-Nodes ungefahr 70 % ausgelastet sind, um die Anzahl
der hinzugefligten Nodes zu verringern.

Weitere Informationen zur Planung einer Speichererweiterung finden Sie in den Anweisungen zur
Erweiterung von StorageGRID.

Verwandte Informationen
"Erweitern Sie |hr Raster"

Monitoring der Storage-Kapazitat fur jeden Storage-Node

Sie mussen den gesamten nutzbaren Speicherplatz fur jeden Storage-Node Uberwachen,
um sicherzustellen, dass der Node Uber genligend Speicherplatz fur neue Objektdaten
verfugt.

Was Sie bendétigen

» Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

Der nutzbare Speicherplatz ist der Speicherplatz, der zum Speichern von Objekten zur Verfiigung steht. Der
insgesamt nutzbare Speicherplatz fiir einen Storage-Node wird berechnet, indem der verfligbare Speicherplatz
in allen Objektspeichern innerhalb des Node hinzugefligt wird.

Object Store 0 Object Store 1 Object Store 2
Usable
Space 0
Usable
Usable Space 2
Space 1
Consumed
Storage
Consumed
Consumed Storage

Storage

Total Usable Space = Usable Space 0+ Usable Space 1+ Usable Space 2

Schritte
1. Wahlen Sie Nodes > Storage Node > Storage Aus.

Die Diagramme und Tabellen fiir den Node werden angezeigt.


https://docs.netapp.com/de-de/storagegrid-115/expand/index.html

2. Bewegen Sie den Mauszeiger Uber das Diagramm ,verwendete Daten — Objektdaten®.

Die folgenden Werte werden angezeigt:

o Used (%): Der Prozentsatz des gesamten nutzbaren Speicherplatzes, der fiir Objektdaten verwendet
wurde.

> Verwendet: Die Menge des gesamten nutzbaren Speicherplatzes, der flr Objektdaten verwendet
wurde.

> Replizierte Daten: Eine Schatzung der Menge der replizierten Objektdaten auf diesem Knoten,
Standort oder Grid.

o Erasure-codierte Daten: Eine Schatzung der Menge der mit der Ldschung codierten Objektdaten auf
diesem Knoten, Standort oder Grid.

o Gesamt: Die Gesamtmenge an nutzbarem Speicherplatz auf diesem Knoten, Standort oder Grid. Der
verwendete Wert ist der storagegrid storage utilization data bytes Metrisch.
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3. Uberpriifen Sie die verfiigbaren Werte in den Tabellen Volumes und Objektspeichern unter den
Diagrammen.

@ Klicken Sie auf die Diagrammsymbole, um Diagramme dieser Werte anzuzeigen 5 In den
Spalten verfugbar.



Disk Devices

Name World Wide Name /0 Load Read Rate Write Rate
croot(@:1,sdal) NIA 0.03% 0 bytes/s JKB/s
cvloc({8:2 sda2) NiA 0.85% 0 bytes/s 58 KB/s
sde(8:16,sdb) NiA 0.00% 0 bytesis 81 bytes/s
5dd(8:32 sdc) N/A 0.00% 0 bytesis 52 bytesls
sde(8:48 sdd) MNiA 0.00% 0 bytes/s 32 bytes/s
Volumes

Mount Point Device Status Size Available Write Cache Status

/ croot Onlina 21.00GB 1490 GB 5 | Unknown

Mvarflacal cvloc Online 85.86 GB 8410 GB 5 Unknown
Ivarflocalrangedhb/Q sdc Onlina 107.32 GB 107.16 GB 9 Enabled
fvar/localirangedb/1 sdd Online 107.32 GB 107.18 GB 55 Enabled
Ivarflacalirangedb/2 sde Online 107.32 GB 10715 GB T Enabled

Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

0000 107.32 GB 96.45 GB B 250.90 KB 5 0 bytes 5| 0.00% No Errars
0001 107.32 GB 107.18 GB 0 bytes 59 0 bytes 5 0.00% No Emors
0002 107.32 GB 107.18 GB B 0 bytes g9 0 bytes 5 0.00% No Errors

4. Uberwachen Sie die Werte im Zeitbereich, um die Rate abzuschatzen, mit der der nutzbare Speicherplatz
belegt wird.

5. Um normale Systemvorgange aufrechtzuerhalten, fligen Sie Storage-Nodes hinzu, fligen Storage Volumes
oder Archivdaten hinzu, bevor der nutzbare Speicherplatz verbraucht wird.

Berticksichtigen Sie bei der Planung des Zeitplans fiir eine Erweiterung, wie lange die Beschaffung und
Installation von zusatzlichem Storage dauern wird.

Wenn Ihre ILM-Richtlinie Erasure Coding verwendet, wird es mdglicherweise besser
@ erweitert, wenn vorhandene Storage-Nodes ungefahr 70 % ausgelastet sind, um die Anzahl
der hinzugefligten Nodes zu verringern.

Weitere Informationen zur Planung einer Speichererweiterung finden Sie in den Anweisungen zur
Erweiterung von StorageGRID.

Der Alarm * Low Object Data Storage* und der Legacy Storage Status (SSTS) werden ausgel6st, wenn
nicht gentigend Speicherplatz zum Speichern von Objektdaten auf einem Storage Node vorhanden ist.

Verwandte Informationen
"StorageGRID verwalten"

"Fehlerbehebung bei der Warnung ,niedriger Objektdatenspeicher"

"Erweitern Sie |hr Raster"


https://docs.netapp.com/de-de/storagegrid-115/admin/index.html
https://docs.netapp.com/de-de/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html
https://docs.netapp.com/de-de/storagegrid-115/expand/index.html

Monitoring der Objekt-Metadaten-Kapazitat fur jeden
Storage Node

Sie mussen die Metadatennutzung fur jeden Storage-Node Uberwachen, um
sicherzustellen, dass ausreichend Speicherplatz fur wichtige Datenbankvorgange
verfugbar bleibt. Sie missen an jedem Standort neue Storage-Nodes hinzufiigen, bevor
die Objektmetadaten 100 % des zulassigen Metadaten-Speicherplatzes Ubersteigen.

Was Sie benétigen

« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

StorageGRID behalt drei Kopien von Objektmetadaten an jedem Standort vor, um Redundanz zu
gewahrleisten und Objekt-Metadaten vor Verlust zu schiitzen. Die drei Kopien werden gleichmafig tber alle
Storage-Nodes an jedem Standort verteilt. Dabei wird der fir Metadaten reservierte Speicherplatz auf dem
Storage Volume 0 jedes Storage-Nodes verwendet.

In einigen Fallen wird die Kapazitat der Objektmetadaten des Grid mdglicherweise schneller belegt als die
Kapazitat des Objekt-Storage. Wenn Sie zum Beispiel normalerweise eine grof3e Anzahl von kleinen Objekten
aufnehmen, missen Sie moglicherweise Storage-Nodes hinzufligen, um die Metadaten-Kapazitat zu erhéhen,
obwonhl weiterhin ausreichend Objekt-Storage-Kapazitat vorhanden ist.

Zu den Faktoren, die die Metadatennutzung steigern kdnnen, gehdren die Gréfke und Menge der Metadaten
und -Tags der Benutzer, die Gesamtzahl der Teile in einem mehrteiligen Upload und die Haufigkeit von
Anderungen an den ILM-Speicherorten.

Schritte
1. Wahlen Sie Nodes > Storage Node > Storage Aus.

2. Bewegen Sie den Mauszeiger Uber das Diagramm ,verwendete Objekte — Metadaten®, um die Werte flr
eine bestimmte Zeit anzuzeigen.
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Wert
Nutzung (%)

Verwendet

Zulassig

Ist reserviert

Beschreibung

Der Prozentsatz des zulassigen
Metadaten-Speicherplatzes, der
auf diesem Storage-Node
verwendet wurde.

Die Bytes des zulassigen
Metadaten-Speicherplatzes, der
auf diesem Speicherknoten
verwendet wurde.

Der zulassige Speicherplatz fur
Objektmetadaten auf diesem
Storage-Node. Erfahren Sie, wie
dieser Wert fUr die einzelnen
Speicherknoten bestimmt ist, und
lesen Sie die Anweisungen zur
Verwaltung von StorageGRID.

Der tatsachliche Speicherplatz,
der fir Metadaten auf diesem
Speicherknoten reserviert ist.
Beinhaltet den zulassigen
Speicherplatz und den
erforderlichen Speicherplatz fur
wichtige Metadaten-Vorgange.
Informationen dazu, wie dieser
Wert fir die einzelnen Storage-
Nodes berechnet wird, finden Sie
in den Anweisungen fur die
Administration von StorageGRID.

Prometheus metrisch

storagegrid storage utili
zation metadata bytes/
storagegrid storage utili
zation metadata allowed b
ytes

storagegrid storage utili
zation metadata bytes

storagegrid storage utili
zation metadata allowed b
ytes

storagegrid storage utili
zation metadata reserved
bytes

@ Die Gesamtwerte fur einen Standort oder das Grid enthalten keine Nodes, die Kennzahlen
fur mindestens fiinf Minuten nicht gemeldet haben, z. B. Offline-Nodes.

3. Wenn der * verwendete (%)*-Wert 70% oder hdher ist, erweitern Sie Ihr StorageGRID-System, indem Sie
jedem Standort Storage-Knoten hinzuflgen.

Der Alarm * Low Metadaten Storage* wird ausgelost, wenn der Wert used (%) bestimmte
@ Schwellenwerte erreicht. Unerwiinschte Ergebnisse konnen auftreten, wenn Objekt-
Metadaten mehr als 100 % des zulassigen Speicherplatzes beanspruchen.

Wenn Sie die neuen Nodes hinzufligen, gleicht das System die Objektmetadaten automatisch auf alle
Storage-Nodes am Standort aus. Anweisungen zum erweitern eines StorageGRID-Systems finden Sie in

den Anweisungen.

Verwandte Informationen

"Fehlerbehebung fur Storage-Warnmeldungen bei niedrigen Metadaten”


https://docs.netapp.com/de-de/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html

"StorageGRID verwalten"

"Erweitern Sie Ihr Raster"


https://docs.netapp.com/de-de/storagegrid-115/admin/index.html
https://docs.netapp.com/de-de/storagegrid-115/expand/index.html
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