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Monitoring des Systemzustands

Sie sollten taglich den allgemeinen Zustand |Ihres StorageGRID Systems Uberwachen.

Das StorageGRID System ist fehlertolerant und funktioniert weiterhin, wenn Teile des Grids nicht verfigbar
sind. Das erste Anzeichen eines potenziellen Problems mit Ihrem StorageGRID System ist wahrscheinlich eine
Warnmeldung oder ein Alarm (Legacy-System) und nicht unbedingt ein Problem beim Systembetrieb. Wenn
Sie die Systemintegritat beachten, kdnnen Sie kleinere Probleme erkennen, bevor sie den Betrieb oder die
Netzeffizienz beeintrachtigen.

Das Teilfenster ,Systemzustand” im Grid Manager Dashboard bietet eine Zusammenfassung von Problemen,
die Ihr System moglicherweise beeintrachtigen. Sie sollten alle auf dem Dashboard angezeigten Probleme
untersuchen.

Damit Sie Gber Warnungen benachrichtigt werden kénnen, sobald sie ausgeldst werden,
kénnen Sie E-Mail-Benachrichtigungen fir Warnungen einrichten oder SNMP-Traps
konfigurieren.

1. Melden Sie sich beim Grid Manager an, um das Dashboard anzuzeigen.

2. Uberpriifen Sie die Informationen im Bedienfeld ,Systemzustand®.

Health ©
% © ©0 @
LUnknown Administratively Down Critical T -ense Status
1 1 4

Grid details  Current alerts (5)  Recently resolved aleris (27) Legacy alarms (5) @ License

Wenn Probleme bestehen, werden Links angezeigt, mit denen Sie weitere Details anzeigen kdnnen:

Verlinken Zeigt An

Grid-Details Wird angezeigt, wenn Knoten getrennt sind
(Verbindungsstatus unbekannt oder Administrativ
ausgefallen). Klicken Sie auf den Link oder klicken
Sie auf das blaue oder graue Symbol, um zu
ermitteln, welche Nodes betroffen sind.

Aktuelle Meldungen Wird angezeigt, wenn derzeit Meldungen aktiv sind.
Klicken Sie auf den Link oder klicken Sie auf
kritisch, Major oder Minor, um die Details auf der
Seite Alarme > Aktuell anzuzeigen.



Verlinken

Kurzlich behobene Warnmeldungen

Altere Alarme

Lizenz

Verwandte Informationen

"StorageGRID verwalten"

Zeigt An

Wird angezeigt, wenn in der letzten Woche
ausgeldste Benachrichtigungen jetzt behoben sind.
Klicken Sie auf den Link, um die Details auf der
Seite Alerts > aufgeldst anzuzeigen.

Wird angezeigt, wenn derzeit Alarme (Legacy-
System) aktiv sind. Klicken Sie auf den Link, um die
Details auf der Seite Support > Alarme (alt) >
Aktuelle Alarme anzuzeigen.

Hinweis: wahrend das alte Alarmsystem weiterhin
unterstitzt wird, bietet das Alarmsystem erhebliche
Vorteile und ist einfacher zu bedienen.

Wird angezeigt, wenn es ein Problem mit der
Softwarelizenz fir dieses StorageGRID-System
gibt. Klicken Sie auf den Link, um die Details auf der
Seite Wartung > System > Lizenz anzuzeigen.

"Einrichten von E-Mail-Benachrichtigungen fir Meldungen"

"Verwendung von SNMP-Uberwachung"

Monitoring der Verbindungsstatus der Nodes

Wenn ein oder mehrere Nodes vom Grid getrennt werden, kdnnen kritische
StorageGRID-Vorgange beeintrachtigt werden. Sie missen den Status der Node-
Verbindung uberwachen und Probleme unverzuglich beheben.

Was Sie bendtigen

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

Nodes kdénnen einen von drei Verbindungszustanden haben:

* Nicht verbunden - Unbekannt g: Der Knoten ist aus einem unbekannten Grund nicht mit dem Raster
verbunden. Beispielsweise wurde die Netzwerkverbindung zwischen den Knoten unterbrochen oder der
Strom ist ausgefallen. Die Warnung * kann nicht mit Node* kommunizieren. Auch andere Warnmeldungen
kdnnen aktiv sein. Diese Situation erfordert sofortige Aufmerksamkeit.

@ Ein Node wird moglicherweise wahrend des verwalteten Herunterfahrens als ,Unbekannt®
angezeigt. In diesen Fallen kdnnen Sie den Status Unbekannt ignorieren.

* Nicht verbunden - Administrativ unten

: Der Knoten ist aus einem erwarteten Grund nicht mit dem

Netz verbunden. Beispielsweise wurde der Node oder die Services fur den Node ordnungsgemar
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heruntergefahren, der Node neu gebootet oder die Software wird aktualisiert. Mindestens ein Alarm ist
moglicherweise auch aktiv.

* *Verbunden* +: Der Knoten ist mit dem Raster verbunden.

Schritte

1. Wenn im Bedienfeld ,Systemzustand“ des Dashboards ein blaues oder graues Symbol angezeigt wird,
klicken Sie auf das Symbol oder klicken Sie auf Rasterdetails. (Die blauen oder grauen Symbole und der
Link Grid Details werden nur angezeigt, wenn mindestens ein Knoten vom Raster getrennt ist.)

Die Ubersichtsseite des ersten blauen Knotens in der Knotenstruktur wird angezeigt. Wenn keine blauen
Knoten vorhanden sind, wird die Ubersichtsseite fir den ersten grauen Knoten in der Struktur angezeigt.

Im Beispiel hat der Speicherknoten DC1-S3 ein blaues Symbol. Der Verbindungsstatus im Fenster
Knoteninformationen lautet Unbekannt, und die Warnung mit Knoten kann nicht kommunizieren* ist aktiv.
Die Meldung gibt an, dass ein oder mehrere Services nicht mehr reagiert oder der Node nicht erreicht
werden kann.

A StorageGRID Deployment DC1-S3 (Storage Node)
A Data Centar 1 . i ) .
+ DC1-ADM1 Qverview Hardware Network Storage Objects ILM Events Tasks
v DC1-ADM2
© DC1-81 Node information €
DC1-82
& DC1-83 Name DC1-83
Type Storage Node
n] 9915{7e1-6c53-45ee-bede-03753dbd 3aba
Connection State ® Unknown
Software Version 11.4.0 (build 20200421.1742.8bf07da)
IP Addresses 10.96.104.171 Show more v
Alerts ©
Name SeVSIity TI.ITIE} Current values
(2] triggered

Unable to communicate with node
One or more services are unresponsive, or the node
cannot be reached

@ i 12 minutes Unresponsive acct, adc, chunk. dds. dmv, dynip, idnt. jaegeragent, jmx, Idr. miscd. node,
0T | ago services rsm, ssm, storagegrid

2. Wenn ein Knoten Uber ein blaues Symbol verfligt, fihren Sie die folgenden Schritte aus:
a. Wahlen Sie jede Warnung in der Tabelle aus, und befolgen Sie die empfohlenen Aktionen.

Beispielsweise missen Sie einen Dienst neu starten, der angehalten wurde, oder den Host fir den
Node neu starten.

b. Wenn der Node nicht wieder in den Online-Modus versetzt werden kann, wenden Sie sich an den
technischen Support.
3. Wenn ein Knoten Uber ein graues Symbol verfugt, fihren Sie die folgenden Schritte aus:
Graue Nodes werden wahrend der Wartungsvorgange erwartet und sind moglicherweise mit einem oder

mehreren Warnmeldungen verbunden. Basierend auf dem zugrunde liegenden Problem werden diese
,administrativ unterliegenden” Nodes oft ohne Eingreifen wieder online geschaltet.

a. Uberpriifen Sie den Abschnitt ,Meldungen® und bestimmen Sie, ob Warnmeldungen diesen Node
beeintrachtigen.

b. Wenn eine oder mehrere Warnmeldungen aktiv sind, wahlen Sie jede Warnung in der Tabelle aus, und
befolgen Sie die empfohlenen Aktionen.

c. Wenn der Node nicht wieder in den Online-Modus versetzt werden kann, wenden Sie sich an den



technischen Support.

Verwandte Informationen
"Alerts Referenz"

"Verwalten Sie erholen"

Anzeigen aktueller Meldungen

Wenn eine Meldung ausgeldst wird, wird auf dem Dashboard ein Meldungssymbol
angezeigt. Auf der Seite Knoten wird auch ein Warnungssymbol fir den Knoten
angezeigt. Es kann auch eine E-Mail-Benachrichtigung gesendet werden, es sei denn,
die Warnung wurde stummgeschaltet.

Was Sie benétigen

« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Schritte
1. Wenn eine oder mehrere Warnmeldungen aktiv sind, fihren Sie einen der folgenden Schritte aus:

o Klicken Sie im Fenster Systemzustand des Dashboards auf das Warnsymbol oder klicken Sie auf
Aktuelle Meldungen. (Ein Warnsymbol und der Link Current Alerts werden nur angezeigt, wenn
mindestens eine Warnung aktuell aktiv ist.)

o Wahlen Sie Alarme > Aktuell.

Die Seite Aktuelle Meldungen wird angezeigt. Er listet alle Warnmeldungen auf, die derzeit Ihr
StorageGRID System beeintrachtigen.

Current Alerts B Leamn more

View the current alerts affecting your StorageGRID system

¥ Group alerts Active ¥
Name 11 severity Il | Time triggered ¥ Site [ Node Il Statusll Current values
+ Unable to corﬂmunicale with mfde ) o 0 2 Major 9 minutes ago  (newest] S Hkive
One or more services are unrasponsive or cannat be reached by the metrics cellection job 19 minutes ago (oldest)
L it disk ity i i
e cepan . Minor | 25 minutes ago Dats. Center 1/DC1:S1.0951 . |Auve | Dot opaceavallable: ' 2.00°CB
The space available on the root disk is low. Total disk space: 21.00 GB
Expirati f tificate for St API Endpoint:
e ng s.erver il L n. palm 2 . © Major 31 minutes ago Data Center 1 / DC1-ADM1-99-49 | Active Days remaining: 14
The server certificate used for the storage API endpoints is about to expire.
Expirati f rtificate for M, t Interd:
Al s.erver S anagemgn o ?Ce : Minor 31 minutes ago Data Center 1/DC1-ADM1-99-49  Active Days remaining. 30
The server it used for the m interface is about to expire,
¥ Low installed node memoi adayage (newesi) .
. " A © 8 Critical veg . - 8 Active
The amount of installed memory on a node is low. adayage (oldest}

StandardmaRig werden Alarme wie folgt angezeigt:

= Die zuletzt ausgelésten Warnmeldungen werden zuerst angezeigt.
= Mehrere Warnmeldungen desselben Typs werden als Gruppe angezeigt.
= Meldungen, die stummgeschaltet wurden, werden nicht angezeigt.

= Wenn fir eine bestimmte Warnmeldung auf einem bestimmten Node die Schwellenwerte fir mehr
als einen Schweregrad erreicht werden, wird nur die schwerste Warnmeldung angezeigt. Wenn
also Alarmschwellenwerte fiir kleinere, gréofRere und kritische Schweregrade erreicht werden, wird
nur die kritische Warnung angezeigt.
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Die Seite ,Aktuelle Meldungen® wird alle zwei Minuten aktualisiert.

2. Uberpriifen Sie die Informationen in der Tabelle.

Spalteniiberschrift

Name

Schweregrad

Auslosezeit

Beschreibung

Der Name der Warnmeldung und deren
Beschreibung.

Der Schweregrad der Meldung. Wenn mehrere
Warnungen gruppiert sind, zeigt die Titelzeile an,
wie viele Instanzen dieser Warnung bei jedem
Schweregrad auftreten.

« * Kritisch* €9: Es besteht eine anormale
Bedingung, die die normalen Vorgange eines
StorageGRID-Knotens oder -Dienstes gestoppt
hat. Sie mlissen das zugrunde liegende
Problem sofort I6sen. Wenn das Problem nicht
behoben ist, kann es zu
Serviceunterbrechungen und Datenverlusten
kommen.

* Major {}: Es besteht eine anormale
Bedingung, die entweder die aktuellen
Operationen beeinflusst oder sich dem
Schwellenwert fir eine kritische Warnung
nahert. Sie sollten groflere Warnmeldungen
untersuchen und alle zugrunde liegenden
Probleme beheben, um sicherzustellen, dass
die anormale Bedingung den normalen Betrieb
eines StorageGRID Node oder Service nicht
beendet.

* Klein ' : Das System funktioniert normal, aber
es besteht eine anormale Bedingung, die die
Fahigkeit des Systems beeintrachtigen kénnte,
zu arbeiten, wenn es fortgesetzt wird. Sie
sollten kleinere Warnmeldungen Gberwachen
und beheben, die sich nicht selbst beheben
lassen, um sicherzustellen, dass sie nicht zu
einem schwerwiegenderen Problem flhren.

Wie lange vor der Warnmeldung ausgel6st wurde.
Wenn mehrere Warnungen gruppiert sind, zeigt die
Titelzeile Zeiten fir die letzte Instanz der
Warnmeldung (neueste) und die alteste Instanz der
Warnmeldung (&lteste) an.



Spalteniiberschrift Beschreibung

Standort/Knoten Der Name des Standorts und des Nodes, an dem
die Meldung ausgefuhrt wird. Wenn mehrere
Warnmeldungen gruppiert sind, werden die
Standort- und Node-Namen in der Titelzeile nicht
angezeigt.

Status Gibt an, ob die Warnung aktiv ist oder
stummgeschaltet wurde. Wenn mehrere Warnungen
gruppiert sind und Alle Alarme in der Dropdown-
Liste ausgewahlt ist, zeigt die Titelzeile an, wie viele
Instanzen dieser Warnung aktiv sind und wie viele
Instanzen zum Schweigen gebracht wurden.

Aktuelle Werte Der aktuelle Wert der Metrik, der die Meldung
ausgeldst hat. Fir manche Warnmeldungen werden
zusatzliche Werte angezeigt, die lhnen helfen, die
Warnmeldung zu verstehen und zu untersuchen.
Die Werte fur eine Meldung mit * Objekt-
Datenspeicher* enthalten beispielsweise den
Prozentsatz des verwendeten Festplattenspeichers,
die Gesamtmenge des Speicherplatzes und die
Menge des verwendeten Festplattenspeichers.

Hinweis: Wenn mehrere Warnungen gruppiert sind,
werden die aktuellen Werte in der Titelzeile nicht
angezeigt.

3. So erweitern und reduzieren Sie Alarmgruppen:

o Um die einzelnen Alarme in einer Gruppe anzuzeigen, klicken Sie auf das nach-unten-Symbol « In der
Uberschrift, oder klicken Sie auf den Namen der Gruppe.

o Um die einzelnen Alarme in einer Gruppe auszublenden, klicken Sie auf das nach-oben-Symbol ~ In
der Uberschrift, oder klicken Sie auf den Namen der Gruppe.

«| Group alerts Active v
Name 11 Severity 11 Time triggered ¥  Site / Node 11 Status 1T Current values
-~ j a day ago (newest)
Lowobjectdal«‘lj storage . . . 5 Minor ¥ ag { / 5 Active
Th k space available for storing_object data is low. adayago  (oldest)

Disk space remaining: 525.17 GB
Minor  a day ago DC2 231-236 / DC2-52-233  Active Disk space used: 243.06 KB
Disk space used (%): 0.000%
Disk space remaining: 525.17 GB
Minor | a day age DC1225-230/DC1-51-226  Active Disk space used: 325.65 KB
Disk space used (%) 0.000%
Disk space remaining: 525.17 GB
Minor  a day ago DC2 231-236 / DC2-53-234  Active Disk space used: 381.55 KB
Disk space used (%): 0.000%
Disk space remaining: 525.17 GB
Minor | a day age DC1225-230 / DC1-52-227  Active Disk space used: 282.19 KB
Disk space used (%): 0.000%
Disk space remaining: 525.17 GB
Minor  a day ago DC2 231-236 / DC2-51-232  Active Disk space used: 18924 KB
Disk space used (%): 0.000%

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for storing object data is low.



4. Um einzelne Warnungen anstelle von Meldegruppen anzuzeigen, deaktivieren Sie das Kontrollkdstchen
Gruppenwarnungen oben in der Tabelle.

Group alerts Active v

5. Zum Sortieren von Warnungen oder Warnungsgruppen klicken Sie auf die nach-oben/unten-Pfeile [T In
jeder Spaltenitberschrift.

> Wenn Group Alerts ausgewahlt ist, werden sowohl die Warnungsgruppen als auch die einzelnen
Alarme innerhalb jeder Gruppe sortiert. Sie kdnnen beispielsweise die Warnungen in einer Gruppe
nach Zeit ausgelost sortieren, um die aktuellste Instanz eines bestimmten Alarms zu finden.

o Wenn Group Alerts nicht ausgewahlt ist, wird die gesamte Liste der Warnungen sortiert.
Beispielsweise kdnnen Sie alle Warnungen nach Node/Site sortieren, um alle Warnungen anzuzeigen,
die einen bestimmten Knoten betreffen.

6. Um die Warnungen nach Status zu filtern, verwenden Sie das Dropdown-Menu oben in der Tabelle.

Active r
All alerts
Active

o Wahlen Sie * Alle Alarme*, um alle aktuellen Warnungen anzuzeigen (sowohl aktive als auch
stummgeschaltet).

o Wahlen Sie aktiv aus, um nur die aktuellen Alarme anzuzeigen, die aktiv sind.

o Wahlen Sie stummgeschaltet aus, um nur die aktuellen Meldungen anzuzeigen, die zum Schweigen
gebracht wurden.

7. Um Details zu einer bestimmten Warnmeldung anzuzeigen, wahlen Sie die Warnmeldung aus der Tabelle
aus.

Ein Dialogfeld fur die Meldung wird angezeigt. Siehe Anweisungen zum Anzeigen einer bestimmten
Warnmeldung.

Verwandte Informationen

"Anzeigen einer bestimmten Meldung"

"Stummschalten von Warnmeldungen"

Anzeigen geloster Warnmeldungen

Sie kdnnen den Verlauf der behobenen Warnungen suchen und anzeigen.

Was Sie bendtigen

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Schritte

1. FUhren Sie einen der folgenden Schritte aus, um aufgeldste Warnmeldungen anzuzeigen:

o Klicken Sie im Bedienfeld ,Systemzustand” auf Zuletzt behobene Alarme.
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Der Link Kirzlich behobene Alarme wird nur angezeigt, wenn in der letzten Woche eine oder
mehrere Warnungen ausgeldst wurden und nun behoben wurden.

o Wahlen Sie Alarme > Aufgelost. Die Seite ,behobene Warnmeldungen® wird angezeigt.
StandardmaRig werden behobene Benachrichtigungen, die in der letzten Woche ausgeldst wurden,
angezeigt, wobei zuerst die zuletzt ausgeldsten Meldungen angezeigt werden. Die Warnmeldungen auf
dieser Seite wurden zuvor auf der Seite ,Aktuelle Meldungen® oder in einer E-Mail-Benachrichtigung
angezeigt.

Resolved Alerts

Search and view alerts that have been resolved.

When triggered * Severity * Alertrule = Node

Last week v Filter by severity Filter by rule Filter by node

Name I Severity ©@ LT Time triggered™ Time resolved 11 Site /Node 11 Triggered values
#::airns::::wlte:fTnZ?:II:Le:::rrnyury on a node is low. @ Giseal 2 days ago 2 day ago gztﬂa-g;me” IJ Total RAM size. 8.37 GB
#::ai;s{:::?:f[i:)z‘tj:”;e:s:ow on a node is low @ Cotieal “aysgo 3y et ng—g??men : A Eay Rl
;:ew:::j:f:f?ni?:ll:l:::mwory on a node is low @ ol 2 daye 209 aday aga thf-g:me” : Total RaM size; 837.CB
I;::;:ns::;Ile:anDs‘::Il:;e::r?uw on a nede is low o Cl 2ty a0 By a0 gtalk?-i;ni\dl:” : FHRAM sicet Bl
#::;:i:::te:f ?nz.?:ll:;e::r?nry on a node Is low @ Giteal 2 days zgo aday ago B:T-ESE;H ! IS GG
;::ai:{:j:?:f[i::::llle:nn:r?ory on a node is low. @ citcal 2 days ago a day ago ggf—gfme” ! Total RAM size. 837 GB

2. Uberpriifen Sie die Informationen in der Tabelle.

Spalteniiberschrift Beschreibung

Name Der Name der Warnmeldung und deren
Beschreibung.



Spalteniiberschrift Beschreibung

Schweregrad Der Schweregrad der Meldung.

« * Kritisch* €3: Es besteht eine anormale
Bedingung, die die normalen Vorgange eines
StorageGRID-Knotens oder -Dienstes gestoppt
hat. Sie missen das zugrunde liegende
Problem sofort I6sen. Wenn das Problem nicht
behoben ist, kann es zu
Serviceunterbrechungen und Datenverlusten
kommen.

* Major {}: Es besteht eine anormale
Bedingung, die entweder die aktuellen
Operationen beeinflusst oder sich dem
Schwellenwert fiir eine kritische Warnung
nahert. Sie sollten grofRere Warnmeldungen
untersuchen und alle zugrunde liegenden
Probleme beheben, um sicherzustellen, dass
die anormale Bedingung den normalen Betrieb
eines StorageGRID Node oder Service nicht
beendet.

* Klein ' : Das System funktioniert normal, aber
es besteht eine anormale Bedingung, die die
Fahigkeit des Systems beeintrachtigen kénnte,
zu arbeiten, wenn es fortgesetzt wird. Sie
sollten kleinere Warnmeldungen tGiberwachen
und beheben, die sich nicht selbst beheben
lassen, um sicherzustellen, dass sie nicht zu
einem schwerwiegenderen Problem fihren.

Ausldsezeit Wie lange vor der Warnmeldung ausgeldst wurde.
Zeit fUr eine Losung Wie lange zuvor wurde die Warnung behoben.
Standort/Knoten Der Name des Standorts und des Node, auf dem

die Meldung aufgetreten ist.

Ausgeldste Werte Der Wert der Metrik, der den Ausléser der Meldung
verursacht hat. Fir manche Warnmeldungen
werden zusatzliche Werte angezeigt, die Ihnen
helfen, die Warnmeldung zu verstehen und zu
untersuchen. Die Werte fir eine Meldung mit *
Objekt-Datenspeicher* enthalten beispielsweise den
Prozentsatz des verwendeten Festplattenspeichers,
die Gesamtmenge des Speicherplatzes und die
Menge des verwendeten Festplattenspeichers.

3. Um die gesamte Liste der aufgeldsten Warnmeldungen zu sortieren, klicken Sie auf die Pfeile nach
oben/unten [T In jeder Spaltentberschrift.



Sie kdnnen beispielsweise aufgeloste Warnmeldungen nach Site/Node sortieren, um die Warnungen
anzuzeigen, die einen bestimmten Knoten betreffen.

4. Optional kénnen Sie die Liste der aufgeldsten Warnmeldungen mithilfe der Dropdown-Ments oben in der
Tabelle filtern.
a. Wahlen Sie im Dropdown-Menu When Triggered einen Zeitraum aus, um aufgeldste Warnmeldungen

anzuzeigen, basierend darauf, wie lange sie ausgelost wurden.

Sie kdnnen nach Benachrichtigungen suchen, die innerhalb der folgenden Zeitrdume ausgeldst
wurden:

Letzte Stunde

= Letzter Tag

= Letzte Woche (Standardansicht)
= Letzten Monat

= Zu jedem Zeitpunkt

= Benutzerdefiniert (ermdglicht das Festlegen des Anfangsdatums und des Enddatum flir den
Zeitraum)

b. Wahlen Sie im Dropdown-Men( Severity einen oder mehrere Schweregrade aus, um nach gelésten
Warnmeldungen eines bestimmten Schweregrads zu filtern.

c. Wahlen Sie im Dropdown-Menl Warnregel eine oder mehrere Standard- oder benutzerdefinierte
Warnungsregeln aus, um nach aufgeldésten Warnmeldungen zu filtern, die mit einer bestimmten
Alarmregel zusammenhangen.

d. Wahlen Sie im Dropdown-Ment Node einen oder mehrere Knoten aus, um nach aufgelésten
Warnmeldungen zu filtern, die mit einem bestimmten Knoten verbunden sind.

e. Klicken Sie Auf Suchen.

5. Um Details zu einer bestimmten aufgeldsten Warnmeldung anzuzeigen, wahlen Sie die Warnmeldung aus
der Tabelle aus.

Ein Dialogfeld fur die Meldung wird angezeigt. Siehe Anweisungen zum Anzeigen einer bestimmten
Warnmeldung.

Verwandte Informationen
"Anzeigen einer bestimmten Meldung"

Anzeigen einer bestimmten Meldung

Sie kdnnen detaillierte Informationen zu einer Meldung anzeigen, die derzeit lhr
StorageGRID System beeintrachtigt, oder eine Meldung, die behoben wurde. Zu den
Details gehdren empfohlene KorrekturmaRnahmen, der Zeitpunkt, zu dem die Meldung
ausgeldst wurde, und der aktuelle Wert der Metriken in Bezug auf diese Meldung.
Optional kdnnen Sie eine aktuelle Warnung stummschalten oder die Alarmregel
aktualisieren.

Was Sie bendtigen
» Sie mussen Uber einen unterstiitzten Browser beim Grid Manager angemeldet sein.
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Schritte

1. Fuhren Sie einen der folgenden Schritte aus, je nachdem, ob Sie eine aktuelle oder behobene

Warnmeldung anzeigen mochten:

Spalteniiberschrift
Aktueller Alarm

Alarm wurde behoben

Beschreibung

* Klicken Sie im Fenster Systemzustand des

Dashboards auf den Link Aktuelle Meldungen.

Dieser Link wird nur angezeigt, wenn
mindestens eine Warnung aktuell aktiv ist.
Dieser Link ist ausgeblendet, wenn keine

aktuellen Warnmeldungen vorhanden sind oder
alle aktuellen Warnmeldungen stummgeschaltet

wurden.
* Wahlen Sie Alarme > Aktuell.

» Wahlen Sie auf der Seite Nodes die
Registerkarte Ubersicht fiir einen Knoten mit
einem Warnsymbol. Klicken Sie dann im
Abschnitt Meldungen auf den Namen der
Warnmeldung.

* Klicken Sie im Fenster Systemzustand des
Dashboards auf den Link Zuletzt behobene
Alarme. (Dieser Link wird nur angezeigt, wenn
in der vergangenen Woche eine oder mehrere
Warnmeldungen ausgelost wurden und jetzt

behoben werden. Dieser Link ist ausgeblendet,

wenn in der letzten Woche keine
Warnmeldungen ausgeldst und behoben
wurden.)

« Wahlen Sie Alarme > Aufgelost.

2. Erweitern Sie je nach Bedarf eine Gruppe von Warnungen, und wahlen Sie dann die Warnmeldung aus,

die Sie anzeigen méchten.

@ Wahlen Sie die Meldung und nicht die Uberschrift einer Gruppe von Warnungen aus.

# Low installed node memory © 5 Criical a day ago
ritical

The amount of installed memory on a nede is low. a day ago

Lowins?lled node memory. © Criical | a day ago
The amdwt of installed memory on a node is low. s WER

(newest) .
(oldest) 8 Active

Data Center 2 / DC2-51-99-56 Active Total RAM size: 8.38 GB

Ein Dialogfeld wird angezeigt und enthalt Details fur die ausgewahlte Warnmeldung.
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Low installed node memory

The amount of installed memory on a node is low.

Recommended actions

Status
Active (silence this alert (§ )

Site / Node
Increase the amount of RAM available to the virtual machine or Linux host. Check Data Center 2/ DC2-51-93-56
the threshold value for the major alert to determine the default minimum reqguirement -
for a StorageGRID node. Severity
€ Critical
See the instructions for your platform:
) ) Total RAM size
s YMware installation 538 GB
* Red Hat Enterprise Linux or CentOS installation
Condition

o Ubuntu or Debian installation

Time triggered
2019-07-1517:07-:41 MDT (2078-07-15 23:07.41 UTC)

3. Prifen Sie die Warnmeldungsdetails.

Informationsdaten

Titel

Erster Absatz

Empfohlene MalRnahmen

Auslosezeit

Zeit fur eine Lésung

Status

Standort/Knoten

12

View conditions | Edit rule (8

Close

Beschreibung

Der Name der Warnmeldung.

Die Beschreibung der Warnmeldung.

Die empfohlenen Aktionen fir diese Warnmeldung.

Datum und Uhrzeit der Auslésung der
Warnmeldung zu Ihrer lokalen Zeit und zu UTC.

Nur bei geloésten Warnmeldungen wurde das Datum
und die Uhrzeit der Behebung der Warnmeldung in
Ihrer lokalen Zeit und in UTC angegeben.

Der Status der Warnmeldung: Aktiv,
stummgeschaltet oder geldst.

Der Name des von der Meldung betroffenen
Standorts und Nodes.



Informationsdaten Beschreibung

Schweregrad Der Schweregrad der Meldung.

« * Kritisch* €3: Es besteht eine anormale
Bedingung, die die normalen Vorgange eines
StorageGRID-Knotens oder -Dienstes gestoppt
hat. Sie missen das zugrunde liegende
Problem sofort I6sen. Wenn das Problem nicht
behoben ist, kann es zu
Serviceunterbrechungen und Datenverlusten
kommen.

* Major {}: Es besteht eine anormale
Bedingung, die entweder die aktuellen
Operationen beeinflusst oder sich dem
Schwellenwert fiir eine kritische Warnung
nahert. Sie sollten grofRere Warnmeldungen
untersuchen und alle zugrunde liegenden
Probleme beheben, um sicherzustellen, dass
die anormale Bedingung den normalen Betrieb
eines StorageGRID Node oder Service nicht
beendet.

* Klein ' : Das System funktioniert normal, aber
es besteht eine anormale Bedingung, die die
Fahigkeit des Systems beeintrachtigen kénnte,
zu arbeiten, wenn es fortgesetzt wird. Sie
sollten kleinere Warnmeldungen tGiberwachen
und beheben, die sich nicht selbst beheben
lassen, um sicherzustellen, dass sie nicht zu
einem schwerwiegenderen Problem fihren.

Datenwerte Der aktuelle Wert der Metrik fir diese Meldung. Fur
manche Warnmeldungen werden zusatzliche Werte
angezeigt, die lhnen helfen, die Warnmeldung zu
verstehen und zu untersuchen. Die Werte fir eine
Warnung fur Low-Metadaten-Speicher enthalten
beispielsweise den Prozentsatz des belegten
Speicherplatzes, den gesamten Speicherplatz und
die Menge des verwendeten Festplattenspeichers.

4. Klicken Sie optional auf stummschalten Sie diese Warnung, um die Alarmregel, die diese Warnung
ausgeldst hat, stillzuschalten.

Sie mussen Uber die Berechtigung Warnungen verwalten oder Root-Zugriff verfligen, um eine Alarmregel
stillzuschalten.

Seien Sie vorsichtig, wenn Sie sich entscheiden, eine Alarmregel zu stummzuschalten.
Wenn eine Alarmregel stumm geschaltet ist, kdnnen Sie ein zugrunde liegendes Problem
mdglicherweise erst erkennen, wenn ein kritischer Vorgang abgeschlossen wird.

5. So zeigen Sie die aktuellen Bedingungen flr die Meldungsregel an:
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a. Klicken Sie in den Alarmdetails auf Bedingungen anzeigen.

Es wird ein Popup-Fenster mit dem Prometheus-Ausdruck fir jeden definierten Schweregrad
angezeigt.

lotal RAM size
8.38 GB
y Low installed node memory

I View conditions | Edit rule (8
ME]DF node_memory_MemToizl bytes <4 240603802000

Critical node_memory MemTotal bytes < 12ePe@eeees

a. Um das Popup-Fenster zu schliel3en, klicken Sie aul3erhalb des Popup-Dialogfenster auf eine
beliebige Stelle.

6. Klicken Sie optional auf Regel bearbeiten, um die Warnregel zu bearbeiten, die die Warnung ausgelost
hat:

Sie mussen Uber die Berechtigung zum Verwalten von Warnungen oder Stammzugriff verfiigen, um eine
Alarmregel zu bearbeiten.

Seien Sie vorsichtig, wenn Sie sich entscheiden, eine Warnungsregel zu bearbeiten. Wenn
Sie die Triggerwerte andern, kdnnen Sie mdglicherweise ein zugrunde liegendes Problem
erst erkennen, wenn ein kritischer Vorgang nicht abgeschlossen werden kann.

7. Klicken Sie zum Schlieen der Warnungsdetails auf SchlieRBen.

Verwandte Informationen
"Stummschalten von Warnmeldungen"

"Bearbeiten einer Meldungsregel"

Anzeigen von Legacy-Alarmen

Alarme (Altsystem) werden ausgeldst, wenn Systemattribute die Alarmschwellenwerte
erreichen. Sie konnen die derzeit aktiven Alarme Uber das Dashboard oder die Seite
Aktuelle Alarme anzeigen.

Was Sie bendtigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

Wenn einer oder mehrere der alteren Alarme derzeit aktiv sind, enthalt das Bedienfeld ,Systemzustand“ auf
dem Dashboard einen Link ,Legacy-Alarme*“. Die Zahl in Klammern gibt an, wie viele Alarme derzeit aktiv
sind.
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Health ©

Administratively Down Critical _icense Status

1 5 1

Grid defails ~ Current alerts (5)  Recently resolved alerts (1) ELegacy alarms (5) @ I License

Die Zahlung der Legacy-Alarme auf dem Dashboard wird immer dann erhoht, wenn ein alterer Alarm
ausgeldst wird. Diese Zahlung wird sogar erhoht, wenn Sie Alarm-E-Mail-Benachrichtigungen deaktiviert
haben. Sie kénnen diese Zahl in der Regel ignorieren (da Warnmeldungen eine bessere Ubersicht tiber das
System bieten) oder die derzeit aktiven Alarme anzeigen.

@ Das alte Alarmsystem wird zwar weiterhin unterstutzt, bietet jedoch deutliche Vorteile und ist
einfacher zu bedienen.

Schritte
1. Fuahren Sie einen der folgenden Schritte aus, um die vorhandenen Alarme anzuzeigen:

o Klicken Sie im Bedienfeld ,Systemzustand” auf Legacy-Alarme. Dieser Link wird nur angezeigt, wenn
derzeit mindestens ein Alarm aktiv ist.

> Wahlen Sie Support > Alarme (alt) > Aktuelle Alarme. Die Seite Aktuelle Alarme wird angezeigt.

The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitoring and troubleshooting Storage GRID

Current Alarms
Last Refreshed: 2020-05-27 09:41:39 MDT

Show | 50 ¥ | Records Per Page | Refresh |

Das Alarmsymbol zeigt den Schweregrad jedes Alarms wie folgt an:

Symbol Farbe Alarmschweregrad Bedeutung

Gelb Hinweis Der Node ist mit dem Grid
verbunden. Es ist jedoch
eine ungewohnliche
Bedingung vorhanden, die
den normalen Betrieb
nicht beeintrachtigt.

r
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Symbol

Farbe

Hellorange

Dunkelorange

Rot

Alarmschweregrad

Gering

Major

Kritisch

Bedeutung

Der Node ist mit dem
Raster verbunden, aber
es existiert eine anormale
Bedingung, die den
Betrieb in Zukunft
beeintrachtigen konnte.
Sie sollten untersuchen,
um eine Eskalation zu
verhindern.

Der Node ist mit dem Grid
verbunden. Es ist jedoch
eine anormale Bedingung
vorhanden, die sich
derzeit auf den Betrieb
auswirkt. Um eine
Eskalation zu vermeiden,
ist eine sofortige
Aufmerksamkeit
erforderlich.

Der Node ist mit dem Grid
verbunden. Es ist jedoch
eine anormale Bedingung
vorhanden, die normale
Vorgange angehalten hat.
Sie sollten das Problem
sofort beheben.

1. Um mehr Gber das Attribut zu erfahren, das den Alarm ausgel6st hat, klicken Sie mit der rechten

Maustaste auf den Attributnamen in der Tabelle.

2. Um weitere Details zu einem Alarm anzuzeigen, klicken Sie in der Tabelle auf den Servicenamen.

Die Registerkarte Alarme fiir den ausgewahlten Dienst wird angezeigt (Support > Tools > Grid Topology
> Grid Node > Service > Alarme).

Overview

| Alarms \| Reports ‘ Configuration

o

N

Alarms: ARC (DC1-ARC1) - Replication

Updated: 20119-05-24 10:4G:48 MDT

Severity Attribute

Description Alarm Time

Trigger Value  Current Value Acknowledge Time Acknowledge

D Repkton ) roe WO Unvmeve U

16

Apply Changes *

3. Wenn Sie die Anzahl der aktuellen Alarme 16schen mdchten, kénnen Sie optional Folgendes tun:



o Bestatigen Sie den Alarm. Ein bestatigter Alarm wird nicht mehr in die Anzahl der alteren Alarme
einbezogen, es sei denn, er wird auf der nachsten Stufe ausgeldst oder es wird behoben und tritt
erneut auf.

o Deaktivieren Sie einen bestimmten Standardalarm oder einen globalen benutzerdefinierten Alarm fir
das gesamte System, um eine erneute Auslésung zu verhindern.

Verwandte Informationen
"Alarmreferenz (Altsystem)"

"Bestatigen aktueller Alarme (Altsystem)"

"Deaktivieren von Alarmen (Altsystem)"
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