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Netzwerkwartungsverfahren

Sie konnen die Liste der Subnetze im Grid-Netzwerk konfigurieren oder IP-Adressen,
DNS-Server oder NTP-Server fur Ihr StorageGRID-System aktualisieren.

Wahlméglichkeiten
« "Subnetze fur das Grid-Netzwerk aktualisieren"

* "IP-Adressen werden konfiguriert"
* "DNS-Server werden konfiguriert"
+ "Konfigurieren von NTP-Servern"

+ "Wiederherstellen der Netzwerkverbindung fir isolierte Knoten"

Subnetze fiur das Grid-Netzwerk aktualisieren

StorageGRID pflegt eine Liste der flur die Kommunikation zwischen den Grid-Nodes im
Grid-Netzwerk (ethO) verwendeten Subnetze. Zu diesen Eintragen gehoren die Subnetze,
die von jedem Standort im StorageGRID-System fur das Grid-Netzwerk verwendet
werden, sowie alle Subnetze, die fur NTP, DNS, LDAP oder andere externe Server
verwendet werden, auf die Uber das Grid-Netzwerk-Gateway zugegriffen wird. Wenn Sie
Grid-Nodes oder einen neuen Standort in einer Erweiterung hinzufigen, missen Sie
moglicherweise Subnetze zum Grid-Netzwerk aktualisieren oder hinzufugen.

Was Sie benétigen
» Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber die Berechtigung Wartung oder Stammzugriff verfligen.
» Sie mussen Uber eine Passphrase fir die Bereitstellung verfigen.

» Sie mussen die Netzwerkadressen in CIDR-Notation der Subnetze haben, die Sie konfigurieren méchten.

Uber diese Aufgabe

Wenn Sie eine Erweiterungsaktivitat durchfiihren, die das Hinzufligen eines neuen Subnetzes beinhaltet,
mussen Sie das neue Grid-Subnetz hinzufligen, bevor Sie den Erweiterungsvorgang starten.

Schritte
1. Wahlen Sie Wartung Netzwerk Grid-Netzwerk.



Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Provisioning
Passphrase

2. Klicken Sie in der Liste Subnetze auf das Pluszeichen, um ein neues Subnetz in CIDR-Notation
hinzuzufiigen.

Geben Sie beispielsweise ein 10.96.104.0/22.
3. Geben Sie die Provisionierungs-Passphrase ein, und klicken Sie auf Speichern.

Die angegebenen Subnetze werden automatisch fur lhr StorageGRID System konfiguriert.

IP-Adressen werden konfiguriert

Sie kdnnen eine Netzwerkkonfiguration durchfiihren, indem Sie IP-Adressen fur Grid-
Nodes mithilfe des Tools IP andern konfigurieren.

Sie miissen das Change IP-Tool verwenden, um die meisten Anderungen an der Netzwerkkonfiguration
vorzunehmen, die urspriinglich wahrend der Grid-Implementierung festgelegt wurde. Manuelle Anderungen
unter Verwendung von standardmafigen Linux-Netzwerkbefehlen und Dateien werden mdglicherweise nicht
an allen StorageGRID-Diensten weitergegeben. Dabei bleiben Upgrades, Neustarts oder Recovery-Verfahren
fur Knoten nicht erhalten.

@ Wenn Sie die Grid-Netzwerk-IP-Adresse fiir alle Knoten im Raster andern moéchten, verwenden
Sie das spezielle Verfahren fiir Grid-weite Anderungen.

"Andern der IP-Adressen fiir alle Nodes im Grid"

Wenn Sie nur Anderungen an der Netznetzwerksubnetz-Liste vornehmen, verwenden Sie den
Grid-Manager, um die Netzwerkkonfiguration hinzuzufligen oder zu dndern. Verwenden Sie

@ andernfalls das Change IP-Tool, wenn der Grid Manager aufgrund eines
Netzwerkkonfigurationsproblem nicht erreichbar ist, oder Sie fiihren gleichzeitig eine Anderung
des Grid Network Routing und andere Netzwerkanderungen durch.

@ Das IP-Anderungsverfahren kann eine UnterbrechungsMaRnahme sein. Teile des Rasters sind
maoglicherweise erst verfligbar, wenn die neue Konfiguration angewendet wird.



» Ethernet-Schnittstellen*

Die ethO zugewiesene IP-Adresse ist immer die Grid-Netzwerk-IP-Adresse des Grid-Node. Die eth1
zugewiesene IP-Adresse ist immer die Admin-Netzwerk-IP-Adresse des Grid-Node. Die eth2 zugewiesene IP-
Adresse ist immer die Client-Netzwerk-IP-Adresse des Grid-Node.

Beachten Sie, dass auf einigen Plattformen, z. B. StorageGRID Appliances, eth0, eth1 und eth2, aggregierte
Schnittstellen bestehen, die aus untergeordneten Bridges oder Bindungen von physischen oder VLAN-
Schnittstellen bestehen. Auf diesen Plattformen wird auf der Registerkarte SSM Ressourcen die Grid-, Admin-
und Client-Netzwerk-IP-Adresse angezeigt, die anderen Schnittstellen zusatzlich zu eth0, eth1 oder eth2
zugewiesen ist.

DHCP

Sie kdnnen DHCP nur wahrend der Bereitstellungsphase einrichten. Sie konnen DHCP wahrend der
Konfiguration nicht einrichten. Sie miissen die Anderungsverfahren fir die IP-Adresse verwenden, wenn Sie
IP-Adressen, Subnetzmaske und Standard-Gateways fiir einen Grid-Node andern mdéchten. Wenn Sie das
Tool IP andern verwenden, werden DHCP-Adressen statisch.

Hochverfiigbarkeitsgruppen
* Die Client-Netzwerk-IP-Adresse kann nicht auerhalb des Subnetzes einer HA-Gruppe geandert werden,

die in der Client-Netzwerkschnittstelle konfiguriert ist.

+ Sie kdnnen die IP-Adresse des Client-Netzwerks nicht in den Wert einer vorhandenen virtuellen 1P-
Adresse andern, die von einer HA-Gruppe zugewiesen wurde, die in der Client-Netzwerkschnittstelle
konfiguriert ist.

* Die Grid-Netzwerk-IP-Adresse kann nicht aul3erhalb des Subnetzes einer auf der Grid-
Netzwerkschnittstelle konfigurierten HA-Gruppe geandert werden.

+ Sie kdnnen die IP-Adresse des Grid-Netzwerks nicht in den Wert einer vorhandenen virtuellen IP-Adresse
andern, die von einer HA-Gruppe zugewiesen wurde, die auf der Grid-Netzwerkschnittstelle konfiguriert ist.

Wahlmoglichkeiten
+ "Andern der Netzwerkkonfiguration eines Node"

+ "Hinzufligen oder Andern von Subnetzlisten im Admin-Netzwerk"
* "Hinzufligen oder Andern von Subnetzlisten im Grid-Netzwerk"
« "Linux: Hinzufligen von Schnittstellen zu einem vorhandenen Node"

+ "Andern der IP-Adressen fiir alle Nodes im Grid"

Andern der Netzwerkkonfiguration eines Knotens

Mit dem Change IP-Tool kdnnen Sie die Netzwerkkonfiguration fur einen oder mehrere
Knoten andern. Sie kdnnen die Konfiguration des Grid-Netzwerks andern oder den
Administrator- oder Client-Netzwerk hinzuflgen, andern oder entfernen.

Was Sie bendtigen

Sie missen die haben Passwords. txt Datei:

Uber diese Aufgabe

Linux: Wenn Sie zum ersten Mal einen Grid-Knoten zum Admin-Netzwerk oder Client-Netzwerk hinzufiigen
und SIE IN der Node-Konfigurationsdatei NOCH nicht ADMIN_NETWORK_TARGET oder



CLIENT_NETWORK_TARGET konfiguriert haben, miissen Sie dies jetzt tun.
Weitere Informationen finden Sie in der StorageGRID-Installationsanleitung fur lhr Linux-Betriebssystem.

Appliances: bei StorageGRID-Geraten, wenn das Client- oder Admin-Netzwerk wahrend der Erstinstallation
nicht im StorageGRID Appliance Installer konfiguriert wurde, kann das Netzwerk nicht mit dem Change IP-Tool
hinzugefugt werden. Zunachst missen Sie das Gerat in den Wartungsmodus versetzen, die Links
konfigurieren, das Gerat in den normalen Betriebsmodus zuriickversetzen und die Netzwerkkonfiguration
mithilfe des Tools IP andern andern. Informationen zum Konfigurieren von Netzwerkverbindungen finden Sie in
der Installations- und Wartungsanleitung fur lhre Appliance.

Sie konnen die IP-Adresse, die Subnetzmaske, das Gateway oder den MTU-Wert fiir einen oder mehrere
Knoten in einem Netzwerk andern.

Sie kénnen auch einen Knoten aus einem Client-Netzwerk oder aus einem Admin-Netzwerk hinzufligen oder
entfernen:

« Sie kdnnen einem Client-Netzwerk oder einem Admin-Netzwerk einen Knoten hinzufligen, indem Sie dem
Knoten eine IP-Adresse/Subnetzmaske hinzufligen.
» Sie kdnnen einen Knoten aus einem Client-Netzwerk oder aus einem Admin-Netzwerk entfernen, indem

Sie die IP-Adresse/Subnetzmaske fir den Knoten in diesem Netzwerk 16schen.

Knoten kdnnen nicht aus dem Grid-Netzwerk entfernt werden.

@ IP-Adressenschwalben sind nicht zulassig. Wenn Sie IP-Adressen zwischen Grid-Nodes
austauschen missen, missen Sie eine temporare IP-Adresse verwenden.

Wenn Single Sign-On (SSO) fur Ihr StorageGRID-System aktiviert ist und Sie die IP-Adresse
eines Admin-Knotens andern, ist zu beachten, dass jedes Vertrauen, das mit der IP-Adresse
des Admin-Knotens konfiguriert wurde (anstelle des vollstandig qualifizierten Domanennamens,

@ wie empfohlen), unglltig wird. Sie kénnen sich nicht mehr bei dem Node anmelden. Unmittelbar
nach dem Andern der IP-Adresse missen Sie das Vertrauen des Knotens in Active Directory
Federation Services (AD FS) mit der neuen IP-Adresse aktualisieren oder neu konfigurieren.
Lesen Sie die Anweisungen zum Verwalten von StorageGRID.

Alle Anderungen, die Sie mit dem Change IP-Tool an das Netzwerk vornehmen, werden an die

@ Installer-Firmware fur die StorageGRID-Appliances Ubertragen. Auf diese Weise wird bei einer
erneuten Installation der StorageGRID Software auf einer Appliance oder beim Einsatz einer
Appliance in den Wartungsmodus die Netzwerkkonfiguration korrekt ausgefihrt.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.



2. Starten Sie das Change IP-Tool mit folgendem Befehl: change-ip

3. Geben Sie an der Eingabeaufforderung die Provisionierungs-Passphrase ein.

Das Hauptmeni wird angezeigt.

Welcome to the StorsgeGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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4. Wahlen Sie optional 1 aus, um die zu aktualisierenden Knoten auszuwahlen. Wahlen Sie dann eine der
folgenden Optionen aus:
o 1: Einzelner Knoten — nach Namen auswahlen
o 2: Single Node — Wahlen Sie nach Standort, dann nach Name
> 3: Single Node — Wahlen Sie nach aktueller IP
> 4: Alle Knoten an einem Standort

o 5: Alle Knoten im Raster
Hinweis: Wenn Sie alle Knoten aktualisieren mochten, lassen Sie "alle" ausgewahlt bleiben.

Nachdem Sie lhre Auswahl getroffen haben, wird das Hauptmeni angezeigt, wobei das Feld Ausgewahlte
Knoten aktualisiert wird, um lhre Auswahl zu bertcksichtigen. Alle nachfolgenden Aktionen werden nur auf
den angezeigten Nodes ausgefuhrt.

5. Wahlen Sie im Hauptmeni die Option 2, um IP/Maske, Gateway und MTU-Informationen fur die
ausgewahlten Knoten zu bearbeiten.

a. Wahlen Sie das Netzwerk aus, in dem Sie Anderungen vornehmen mochten:

= 1: Netznetz
= 2: Admin-Netzwerk
= 3: Client-Netzwerk

= 4: Alle Netzwerke nach der Auswahl zeigt die Eingabeaufforderung den Knotennamen, den
Netzwerknamen (Grid, Admin oder Client), den Datentyp (IP/Maske, Gateway oder MTU) und
aktueller Wert.

Wenn Sie die IP-Adresse, die Prafixlange, das Gateway oder die MTU einer DHCP-konfigurierten
Schnittstelle bearbeiten, wird die Schnittstelle zu statisch gedndert. Wenn Sie eine durch DHCP
konfigurierte Schnittstelle andern mochten, wird eine Warnung angezeigt, die Sie darliber
informiert, dass sich die Schnittstelle in statisch andert.

Als konfigurierte Schnittstellen £ixed Kann nicht bearbeitet werden.



b. Um einen neuen Wert festzulegen, geben Sie ihn in das fur den aktuellen Wert angezeigte Format ein.

c. Um den aktuellen Wert unverandert zu lassen, driicken Sie Enter.

d. Wenn der Datentyp ist IP/mask, Sie konnen das Admin- oder Client-Netzwerk vom Knoten l6schen,
indem Sie d oder 0.0.0.0/0 eingeben.

e. Nachdem Sie alle Knoten bearbeitet haben, die Sie d&ndern mdchten, geben Sie q ein, um zum
Hauptmeni zurickzukehren.

Ihre Anderungen werden so lange gespeichert, bis sie geldscht oder angewendet wurden.

6. Uberpriifen Sie Ihre Anderungen, indem Sie eine der folgenden Optionen auswahlen:

o 5: Zeigt Edits in der Ausgabe an, die isoliert sind, um nur das geanderte Element anzuzeigen.
Anderungen werden griin (Ergéanzungen) oder rot (L6schungen) hervorgehoben, wie in der
Beispielausgabe dargestellt:

o 6: Zeigt Anderungen in der Ausgabe an, die die vollstandige Konfiguration anzeigen. Anderungen
werden grin (Ergéanzungen) oder rot (L6schungen) markiert.

Bestimmte Befehlszeilenschnittstellen zeigen moglicherweise Erganzungen und
@ Léschungen mithilfe von durchgestrickter Formatierung. Die richtige Anzeige hangt von
Ihrem Terminalclient ab, der die erforderlichen VT100-Escape-Sequenzen unterstitzt.

7. Wahlen Sie Option 7, um alle Anderungen zu validieren.

Durch diese Validierung wird sichergestellt, dass die Regeln fur Grid-, Admin- und Client-Netzwerke, z. B.
die Verwendung Uberlappender Subnetze, nicht verletzt werden.

In diesem Beispiel ergab die Validierung Fehler.
In diesem Beispiel wurde die Validierung erfolgreich bestanden.

8. Wenn die Validierung erfolgreich abgeschlossen ist, wahlen Sie eine der folgenden Optionen:

o 8: Speichern Sie nicht angewendete Anderungen.

Mit dieser Option kénnen Sie das Tool IP andern beenden und es spater erneut starten, ohne dabei
unangewendete Anderungen zu verlieren.

> 10: Die neue Netzwerkkonfiguration anwenden.
9. Wenn Sie die Option 10 ausgewahlt haben, wahlen Sie eine der folgenden Optionen:
- Apply: Die Anderungen sofort anwenden und bei Bedarf automatisch jeden Knoten neu starten.
Wenn fiir die neue Netzwerkkonfiguration keine Anderungen am physischen Netzwerk erforderlich
sind, kénnen Sie Apply auswahlen, um die Anderungen sofort anzuwenden. Nodes werden bei Bedarf
automatisch neu gestartet. Knoten, die neu gestartet werden miissen, werden angezeigt.

o Stufe: Beim nachsten manuellen Neustart der Knoten die Anderungen anwenden.

Wenn Sie Anderungen an der physischen oder virtuellen Netzwerkkonfiguration vornehmen miissen,
damit die neue Netzwerkkonfiguration funktioniert, miissen Sie die Option Stage verwenden, die



10.

betroffenen Knoten herunterfahren, die erforderlichen Anderungen am physischen Netzwerk
vornehmen und die betroffenen Knoten neu starten. Wenn Sie Apply wahlen, ohne zuvor diese
Netzwerkanderungen vornehmen zu missen, schlagen die Anderungen normalerweise fehl.

@ Wenn Sie die Option Stage verwenden, missen Sie den Knoten nach der Staging so
schnell wie moglich neu starten, um Stérungen zu minimieren.

Abbrechen: Nehmen Sie keine Netzwerkanderungen vor.
Wenn Sie nicht wissen, dass fiir die vorgeschlagenen Anderungen ein Neustart von Nodes erforderlich
ist, kdnnen Sie die Anderungen verschieben, um die Auswirkungen fiir den Benutzer zu minimieren.

Mit der Option Cancel gelangen Sie zuriick zum Hauptmenii und erhalten Ihre Anderungen, damit Sie
sie spater anwenden kdnnen.

Wenn Sie Apply oder Stage auswahlen, wird eine neue Netzwerkkonfigurationsdatei generiert, die
Bereitstellung durchgefiihrt und Knoten mit neuen Arbeitsinformationen aktualisiert.

Wahrend der Bereitstellung wird der Status bei der Anwendung von Aktualisierungen angezeigt.
Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

Nach dem Anwenden oder Staging von Anderungen wird ein neues Wiederherstellungspaket als Ergebnis
der Anderung der Grid-Konfiguration generiert.

Wenn Sie Phase ausgewahlt haben, fiilhren Sie nach Abschluss der Bereitstellung folgende Schritte aus:

a. Nehmen Sie die erforderlichen Anderungen am physischen oder virtuellen Netzwerk vor.

Physische Netzwerkinderungen: Nehmen Sie die erforderlichen Anderungen an der physischen
Netzwerkumgebung vor, und fahren Sie den Knoten bei Bedarf sicher herunter.

Linux: Wenn Sie den Knoten zum ersten Mal zu einem Admin-Netzwerk oder Client-Netzwerk hinzufiigen,
stellen Sie sicher, dass Sie die Schnittstelle wie unter ,Hinzufiligen von Schnittstellen zu einem
vorhandenen Knoten® hinzugefiigt haben.

a. Starten Sie die betroffenen Knoten neu.

11. Wahlen Sie 0 aus, um das Change IP-Tool nach Abschluss der Anderungen zu beenden.

12. Laden Sie ein neues Wiederherstellungspaket aus dem Grid Manager herunter.

a. Wahlen Sie Wartung > System > Wiederherstellungspaket.

b. Geben Sie die Provisionierungs-Passphrase ein.

Verwandte Informationen

"Linux: Hinzufigen von Schnittstellen zu einem vorhandenen Node"

"Installieren Sie Red hat Enterprise Linux oder CentOS"


https://docs.netapp.com/de-de/storagegrid-115/rhel/index.html

"Installieren Sie Ubuntu oder Debian"
"SG100 SG1000 Services-Appliances"
"SG6000 Storage-Appliances”
"SG5700 Storage-Appliances”
"StorageGRID verwalten"

"IP-Adressen werden konfiguriert"

Hinzufiigen oder Andern von Subnetzlisten im Admin-Netzwerk

Sie konnen die Subnetze in der Subnetz-Liste Admin-Netzwerk eines oder mehrerer
Nodes hinzuflugen, I6schen oder andern.

Was Sie benoétigen

* Sie missen die haben Passwords. txt Datei:

Sie kdnnen Subnetze zu allen Nodes in der Subnetz-Liste des Admin-Netzwerks hinzufiigen, |I6schen oder
andern.
Schritte

1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Starten Sie das Change IP-Tool mit folgendem Befehl: change-ip

3. Geben Sie an der Eingabeaufforderung die Provisionierungs-Passphrase ein.

Das Hauptmenu wird angezeigt.

Welcome to the StorsgeGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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https://docs.netapp.com/de-de/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg6000/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg5700/index.html
https://docs.netapp.com/de-de/storagegrid-115/admin/index.html

4. Optional kdnnen Sie auch die Netzwerke/Nodes begrenzen, auf denen Vorgange ausgefihrt werden.
Folgenden Optionen wahlbar:

o Wahlen Sie die Knoten aus, die Sie bearbeiten mdchten, indem Sie 1 wahlen, wenn Sie bestimmte
Knoten filtern méchten, auf denen der Vorgang ausgefiihrt werden soll. Wahlen Sie eine der folgenden
Optionen:

= 1: Einzelner Knoten (nach Namen auswahlen)

= 2: Einzelner Knoten (nach Standort auswahlen, dann nach Name)
= 3: Einzelner Knoten (nach aktueller IP auswahlen)

= 4: Alle Knoten an einem Standort

= 5: Alle Knoten im Raster

= 0: Zurlck

° Die Option ,a11“ bleibt aktiviert. Nach der Auswahl wird der Hauptmenu-Bildschirm angezeigt. Das
Feld ,Ausgewahlte Knoten“ gibt Ihre neue Auswahl wieder. Nun werden alle ausgewahlten Vorgange
nur fur dieses Element ausgefuhrt.

5. Wahlen Sie im Hauptmenu die Option zum Bearbeiten von Subnetzen flr das Admin-Netzwerk (Option 3).

6. Folgenden Optionen wahlbar:

° Flgen Sie ein Subnetz hinzu, indem Sie diesen Befehl eingeben: add CIDR
° Léschen Sie ein Subnetz, indem Sie diesen Befehl eingeben: del CIDR

° Legen Sie die Liste der Subnetze fest, indem Sie diesen Befehl eingeben: set CIDR

@ Fir alle Befehle kénnen Sie mit diesem Format mehrere Adressen eingeben: add
CIDR, CIDR

Beispiel: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

Sie kénnen den erforderlichen Tippaufwand reduzieren, indem Sie ,Pfeil nach
oben” verwenden, um zuvor eingegebene Werte an die aktuelle Eingabeaufforderung
abzurufen und diese gegebenenfalls zu bearbeiten.

Im folgenden Beispiel werden Subnetze zur Subnetz-Liste des Admin-Netzwerks hinzugefiigt:




7. Wenn Sie bereit sind, geben Sie q ein, um zum Hauptmeni-Bildschirm zuriickzukehren. lhre Anderungen
werden so lange gespeichert, bis sie geldscht oder angewendet wurden.

@ Wenn Sie in Schritt 2 einen der ,alle“ Knotenauswahlmodi ausgewahlt haben, missen Sie
Enter (ohne q) driicken, um zum nachsten Knoten in der Liste zu gelangen.

8. Folgenden Optionen wahlbar:

> Wahlen Sie die Option 5, um Anderungen in der Ausgabe anzuzeigen, die isoliert sind, um nur das
geanderte Element anzuzeigen. Anderungen werden griin (Zuséatze) oder rot (Léschungen)
hervorgehoben, wie in der Beispielausgabe unten gezeigt:

> Wahlen Sie die Option 6, um Anderungen in der Ausgabe anzuzeigen, die die vollstandige
Konfiguration anzeigen. Anderungen werden griin (Ergéanzungen) oder rot (Léschungen) markiert.
Hinweis: bestimmte Terminalemulatoren kénnten Erganzungen und Léschungen mit durchgestrickter
Formatierung anzeigen.

Wenn Sie versuchen, die Subnetz-Liste zu andern, wird die folgende Meldung angezeigt:

CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this
caution.

Wenn Sie die NTP- und DNS-Servernetze nicht speziell einem Netzwerk zugewiesen haben, erstellt
StorageGRID automatisch eine Host-Route (/32) fur die Verbindung. Wenn Sie beispielsweise eine /16-
oder /24-Route fir eine ausgehende Verbindung zu einem DNS- oder NTP-Server verwenden
mochten, sollten Sie die automatisch erstellte /32-Route I6schen und die gewlinschten Routen
hinzufigen. Wenn Sie die automatisch erstellte Host-Route nicht I6schen, wird sie beibehalten,
nachdem Sie Anderungen an der Subnetz-Liste vorgenommen haben.

Sie kdnnen diese automatisch erkannten Host-Routen verwenden, aber im Allgemeinen
sollten Sie die DNS- und NTP-Routen manuell konfigurieren, um die Konnektivitat zu
gewabhrleisten.

9. Wahlen Sie Option 7, um alle stufenweisen Anderungen zu validieren.

Diese Validierung stellt sicher, dass die Regeln fiir Grid, Admin und Client-Netzwerke befolgt werden, z. B.
die Verwendung Uberlappender Subnetze.

10. Wahlen Sie optional die Option 8, um alle Anderungen in der Stufendschicht zu speichern und spéater
zuriickzukehren, um die Anderungen fortzusetzen.
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Mit dieser Option kdnnen Sie das Tool IP andern beenden und es spater erneut starten, ohne dabei
unangewendete Anderungen zu verlieren.
11. Flhren Sie einen der folgenden Schritte aus:

> Wahlen Sie Option 9, wenn Sie alle Anderungen l6schen mochten, ohne die neue
Netzwerkkonfiguration zu speichern oder anzuwenden.

> Wahlen Sie Option 10, wenn Sie bereit sind, Anderungen anzuwenden und die neue
Netzwerkkonfiguration bereitzustellen. Wahrend des Provisioning wird der Status als Aktualisierung
angezeigt, wie in der folgenden Beispielausgabe dargestellt:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

12. Laden Sie ein neues Wiederherstellungspaket aus dem Grid Manager herunter.
a. Wahlen Sie Wartung > System > Wiederherstellungspaket.

b. Geben Sie die Provisionierungs-Passphrase ein.

Verwandte Informationen

"IP-Adressen werden konfiguriert"

Hinzufiigen oder Andern von Subnetzlisten im Grid-Netzwerk

Mithilfe des Tools IP andern kénnen Sie Subnetze im Grid Network hinzufiigen oder
andern.

Was Sie benétigen

* Sie haben die Passwords. txt Datei:

Uber diese Aufgabe

Sie kdnnen Subnetze in der Netznetznetznetznetznetznetzsubnetliste hinzufiigen, I6schen oder andern.
Anderungen wirken sich auf das Routing aller Knoten im Raster aus.

Wenn Sie nur Anderungen an der Netznetzwerksubnetz-Liste vornehmen, verwenden Sie den
Grid-Manager, um die Netzwerkkonfiguration hinzuzufligen oder zu andern. Verwenden Sie

@ andernfalls das Change IP-Tool, wenn der Grid Manager aufgrund eines
Netzwerkkonfigurationsproblem nicht erreichbar ist, oder Sie fiihren gleichzeitig eine Anderung
des Grid Network Routing und andere Netzwerkanderungen durch.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
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d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Starten Sie das Change IP-Tool mit folgendem Befehl: change-ip

3. Geben Sie an der Eingabeaufforderung die Provisionierungs-Passphrase ein.

Das Hauptmenu wird angezeigt.

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MWODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet Iists

EDIT grid network subnet list

EHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

0o L b e
Ee mn Ew En o oEw

-H
i
-
o
18:
- H

Selection: E

4. Wahlen Sie im Hauptmenu die Option zum Bearbeiten von Subnetzen fir das Grid-Netzwerk (Option 4).
@ Anderungen an der Netznetzwerksubnetz-Liste sind im gesamten Grid verfuigbar.

5. Folgenden Optionen wahlbar:

° Flgen Sie ein Subnetz hinzu, indem Sie diesen Befehl eingeben: add CIDR
° Léschen Sie ein Subnetz, indem Sie diesen Befehl eingeben: del CIDR

° Legen Sie die Liste der Subnetze fest, indem Sie diesen Befehl eingeben: set CIDR

@ Fir alle Befehle kénnen Sie mit diesem Format mehrere Adressen eingeben: add
CIDR, CIDR

Beispiel: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

Sie kénnen den erforderlichen Tippaufwand reduzieren, indem Sie ,Pfeil nach

. oben” verwenden, um zuvor eingegebene Werte an die aktuelle Eingabeaufforderung
abzurufen und diese gegebenenfalls zu bearbeiten.

Die unten stehende Beispieleingabe zeigt das Festlegen von Subnetzen fir die Netzsubnetz-Liste:

6. Wenn Sie bereit sind, geben Sie q ein, um zum Hauptmeni-Bildschirm zuriickzukehren. lhre Anderungen
werden so lange gespeichert, bis sie geldscht oder angewendet wurden.

7. Folgenden Optionen wahlbar:

> Wahlen Sie die Option 5, um Anderungen in der Ausgabe anzuzeigen, die isoliert sind, um nur das
geanderte Element anzuzeigen. Anderungen werden griin (Zuséatze) oder rot (Léschungen)
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hervorgehoben, wie in der Beispielausgabe unten gezeigt:

> Wahlen Sie die Option 6, um Anderungen in der Ausgabe anzuzeigen, die die vollstandige
Konfiguration anzeigen. Anderungen werden griin (Erganzungen) oder rot (Léschungen) markiert.

@ Bestimmte Befehlszeilenschnittstellen zeigen moglicherweise Erganzungen und
Léschungen mithilfe von durchgestrickter Formatierung.

8. Wahlen Sie Option 7, um alle stufenweisen Anderungen zu validieren.

Diese Validierung stellt sicher, dass die Regeln fiir Grid, Admin und Client-Netzwerke befolgt werden, z. B.
die Verwendung Uberlappender Subnetze.

9. Wahlen Sie optional die Option 8, um alle Anderungen in der Stufendschicht zu speichern und spéater
zuriickzukehren, um die Anderungen fortzusetzen.

Mit dieser Option kénnen Sie das Tool IP andern beenden und es spater erneut starten, ohne dabei
unangewendete Anderungen zu verlieren.

10. Fuhren Sie einen der folgenden Schritte aus:

> Wahlen Sie Option 9, wenn Sie alle Anderungen l6schen mdchten, ohne die neue
Netzwerkkonfiguration zu speichern oder anzuwenden.

> Wahlen Sie Option 10, wenn Sie bereit sind, Anderungen anzuwenden und die neue
Netzwerkkonfiguration bereitzustellen. Wahrend des Provisioning wird der Status als Aktualisierung
angezeigt, wie in der folgenden Beispielausgabe dargestellt:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name
11. Wenn Sie beim Andern des Grid-Netzwerks die Option 10 ausgewahlt haben, wahlen Sie eine der
folgenden Optionen aus:

- Apply: Die Anderungen sofort anwenden und bei Bedarf automatisch jeden Knoten neu starten.
Wenn die neue Netzwerkkonfiguration ohne externe Anderungen gleichzeitig mit der alten
Netzwerkkonfiguration funktioniert, kdnnen Sie die Option Apply fir eine vollautomatische
Konfigurationsénderung verwenden.

o Stufe: Beim nachsten Neustart der Knoten die Anderungen anwenden.

Wenn Sie Anderungen an der physischen oder virtuellen Netzwerkkonfiguration vornehmen miissen,
damit die neue Netzwerkkonfiguration funktioniert, miissen Sie die Option Stage verwenden, die

betroffenen Knoten herunterfahren, die erforderlichen Anderungen am physischen Netzwerk
vornehmen und die betroffenen Knoten neu starten.

@ Wenn Sie die Option Stage verwenden, missen Sie den Knoten nach der Staging so
schnell wie moglich neu starten, um Stérungen zu minimieren.
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o Abbrechen: Nehmen Sie keine Netzwerkanderungen vor.

Wenn Sie nicht wissen, dass fir die vorgeschlagenen Anderungen ein Neustart von Nodes erforderlich
ist, kdnnen Sie die Anderungen verschieben, um die Auswirkungen fiir den Benutzer zu minimieren.
Mit der Option Cancel gelangen Sie zuriick zum Hauptmenii und erhalten Ihre Anderungen, damit Sie
sie spater anwenden kénnen.

Nach dem Anwenden oder Staging von Anderungen wird ein neues Wiederherstellungspaket als Ergebnis
der Anderung der Grid-Konfiguration generiert.
12. Wenn die Konfiguration aufgrund von Fehlern angehalten wird, stehen folgende Optionen zur Verfligung:
> Um den IP-Anderungsvorgang abzubrechen und zum Hauptmentii zuriickzukehren, geben Sie A ein.
o Um den fehlgeschlagenen Vorgang erneut zu versuchen, geben Sie r ein.
o Um mit der nachsten Operation fortzufahren, geben Sie ¢ ein.
Der fehlgeschlagene Vorgang kann spater erneut versucht werden, indem Sie im Hauptmenu die

Option 10 (Anderungen iibernehmen) wéhlen. Das IP-Anderungsverfahren wird erst abgeschlossen,
wenn alle Vorgange erfolgreich abgeschlossen wurden.

o Wenn Sie manuell eingreifen mussten (zum Beispiel um einen Knoten neu zu starten) und sich sicher
sind, dass die Aktion, die das Tool fir erfolgreich halt, tatsachlich erfolgreich abgeschlossen wurde,
geben Sie f ein, um sie als erfolgreich zu markieren und zum nachsten Vorgang zu wechseln.

13. Laden Sie ein neues Wiederherstellungspaket aus dem Grid Manager herunter.

a. Wahlen Sie Wartung > System > Wiederherstellungspaket.

b. Geben Sie die Provisionierungs-Passphrase ein.

Die Recovery Package-Datei muss gesichert sein, weil sie Verschlisselungsschlissel und
Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System verwendet
werden kdnnen.

Verwandte Informationen
"IP-Adressen werden konfiguriert"

Linux: Hinzufiigen von Schnittstellen zu einem vorhandenen Node

Wenn Sie eine Schnittstelle zu einem Linux-basierten Node hinzufligen mdchten, den Sie
anfangs nicht installiert haben, mussen Sie diese Vorgehensweise anwenden.

Wenn SIE WAHREND der Installation IN der Node-Konfigurationsdatei auf dem Linux-Host NICHT
ADMIN_NETWORK_TARGET oder CLIENT_NETWORK_TARGET konfiguriert haben, verwenden Sie dieses
Verfahren, um die Schnittstelle hinzuzufligen. Weitere Informationen zur Node-Konfigurationsdatei finden Sie
in den StorageGRID-Installationsanweisungen fur lhr Linux-Betriebssystem.

"Installieren Sie Red hat Enterprise Linux oder CentOS"

"Installieren Sie Ubuntu oder Debian"

Sie fuihren diese Schritte auf dem Linux-Server durch, der den Node hostet, der die neue Netzwerkzuweisung

bendtigt, nicht innerhalb des Nodes. Bei diesem Vorgang wird die Schnittstelle nur dem Knoten hinzugefigt.
Ein Validierungsfehler tritt auf, wenn Sie versuchen, andere Netzwerkparameter anzugeben.
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Um Adressinformationen bereitzustellen, missen Sie das Werkzeug IP andern verwenden. Informationen zum
Andern der Netzwerkkonfiguration eines Node finden Sie unter.

"Andern der Netzwerkkonfiguration eines Node"

Schritte

1. Melden Sie sich beim Linux-Server an, auf dem der Node gehostet wird, der die neue Netzwerkzuweisung
bendtigt.

2. Bearbeiten Sie die Konfigurationsdatei des Knotens unter /etc/storagegrid/nodes/node-
name.conft.

@ Geben Sie keine anderen Netzwerkparameter an, oder ein Validierungsfehler fiihrt zu einem
Ergebnis.

a. Fugen Sie das neue Netzwerkziel hinzu.
CLIENT NETWORK TARGET = bond0.3206
b. Optional: Fligen Sie eine MAC-Adresse hinzu.

CLIENT NETWORK MAC = aa:57:61:07:ea:5c

3. Fihren Sie den Node-Validier-Befehl aus: sudo storagegrid node validate node-name
4. Beheben Sie alle Validierungsfehler.

5. Fuhren Sie den Befehl zum erneuten Laden des Node aus: sudo storagegrid node reload node-
name

Verwandte Informationen
"Installieren Sie Red hat Enterprise Linux oder CentOS"

"Installieren Sie Ubuntu oder Debian"

"Andern der Netzwerkkonfiguration eines Node"

Andern der IP-Adressen fiir alle Nodes im Grid

Wenn Sie die Grid-Netzwerk-IP-Adresse fur alle Knoten im Raster andern mussen,
mussen Sie dieses spezielle Verfahren befolgen. Sie kdnnen eine Grid-Netzwerk-IP-
Anderung nicht unter Verwendung des Verfahrens zum Andern einzelner Knoten
vornehmen.

Was Sie bendtigen

* Sie mussen die haben Passwords. txt Datei:

Uber diese Aufgabe

Um sicherzustellen, dass das Raster erfolgreich gestartet wird, miissen Sie alle Anderungen gleichzeitig
vornehmen.

15


https://docs.netapp.com/de-de/storagegrid-115/rhel/index.html
https://docs.netapp.com/de-de/storagegrid-115/ubuntu/index.html

@ Dieses Verfahren gilt nur fiir das Grid-Netzwerk. Mit diesem Verfahren kénnen Sie keine IP-
Adressen in Admin- oder Client-Netzwerken andern.

Wenn Sie die IP-Adressen und die MTU nur fur die Nodes an einem Standort andern mdchten, befolgen Sie
die Anweisungen zum Andern der Netzwerkkonfiguration eines Node.

Schritte

1. Planen Sie im Voraus, wenn Anderungen auRerhalb des Tools zur Anderung der IP vorgenommen werden
mussen, z. B. Anderungen an DNS oder NTP oder Anderungen an der SSO-Konfiguration (Single Sign
On).

Wenn auf den neuen IP-Adressen nicht auf die vorhandenen NTP-Server fir das Grid
@ zugegriffen werden kann, figen Sie die neuen NTP-Server hinzu, bevor Sie das Change-ip-
Verfahren durchfiihren.

Wenn auf den neuen IP-Adressen nicht auf die vorhandenen DNS-Server fur das Grid
@ zugegriffen werden kann, fligen Sie die neuen DNS-Server hinzu, bevor Sie das Change-ip-
Verfahren durchfiihren.

Wenn SSO fur Ihr StorageGRID-System aktiviert ist und alle Vertrauensstellen, die sich auf
Administratorknoten-IP-Adressen befinden, konfiguriert wurden (anstelle von vollstandig

@ qualifizierten Domanennamen, wie empfohlen), missen Sie diese Vertrauensstellungen der
betreffenden Partei in Active Directory Federation Services (AD FS) aktualisieren oder neu
konfigurieren. Unmittelbar nach dem Andern der IP-Adressen. Lesen Sie die Anweisungen
zum Verwalten von StorageGRID.

@ Flgen Sie bei Bedarf das neue Subnetz fir die neuen IP-Adressen hinzu.

2. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

3. Starten Sie das Change IP-Tool mit folgendem Befehl: change-ip

4. Geben Sie an der Eingabeaufforderung die Provisionierungs-Passphrase ein.

Das Hauptmeni wird angezeigt. Standardmafig wird der verwendet Selected nodes Feld ist auf
festgelegt a11.
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Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet 1

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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selection: §

5. Wahlen Sie im Hauptmeni 2 aus, um IP/Subnetzmaske, Gateway und MTU-Informationen fir alle Knoten
zu bearbeiten.

a. Wahlen Sie 1, um Anderungen am Grid-Netzwerk vorzunehmen.

Nach der Auswahl werden in der Eingabeaufforderung die Node-Namen, Grid Network Name,
Datentyp (IP/Maske, Gateway oder MTU) angezeigt. Und aktuellen Werten.

Wenn Sie die IP-Adresse, die Prafixlange, das Gateway oder die MTU einer DHCP-konfigurierten
Schnittstelle bearbeiten, wird die Schnittstelle zu statisch geéndert. Vor jeder Gber DHCP konfigurierten
Schnittstelle wird eine Warnung angezeigt.

Als konfigurierte Schnittstellen £ixed Kann nicht bearbeitet werden.

a. Um einen neuen Wert festzulegen, geben Sie ihn in das fur den aktuellen Wert angezeigte Format ein.

b. Nachdem Sie alle Knoten bearbeitet haben, die Sie andern mdchten, geben Sie q ein, um zum
Hauptmenu zurtckzukehren.

Ihre Anderungen werden so lange gespeichert, bis sie geldscht oder angewendet wurden.

6. Uberprifen Sie Ihre Anderungen, indem Sie eine der folgenden Optionen auswéhlen:

o 5: Zeigt Edits in der Ausgabe an, die isoliert sind, um nur das geanderte Element anzuzeigen.
Anderungen werden griin (Erganzungen) oder rot (Léschungen) hervorgehoben, wie in der
Beispielausgabe dargestellt:

o 6: Zeigt Anderungen in der Ausgabe an, die die vollstandige Konfiguration anzeigen. Anderungen
werden grin (Ergéanzungen) oder rot (L6schungen) markiert.

Bestimmte Befehlszeilenschnittstellen zeigen moglicherweise Erganzungen und
@ Léschungen mithilfe von durchgestrickter Formatierung. Die richtige Anzeige hangt von
Ihrem Terminalclient ab, der die erforderlichen VT100-Escape-Sequenzen unterstitzt.

7. Wahlen Sie Option 7, um alle Anderungen zu validieren.

Diese Validierung stellt sicher, dass die Regeln fiir das Grid-Netzwerk, wie z. B. die Verwendung
Uberlappender Subnetze, nicht verletzt werden.

In diesem Beispiel ergab die Validierung Fehler.
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In diesem Beispiel wurde die Validierung erfolgreich bestanden.

8. Wenn die Validierung erfolgreich abgeschlossen ist, wahlen Sie 10 aus, um die neue
Netzwerkkonfiguration anzuwenden.

9. Wahlen Sie Stufe, um die Anderungen beim néchsten Neustart der Knoten anzuwenden.

@ Sie mussen Stufe wahlen. Fuhren Sie keinen Rolling-Neustart durch, entweder manuell
oder durch Auswahl von Apply statt Stage; das Raster wird nicht erfolgreich gestartet.

10. Wenn die Anderungen abgeschlossen sind, wahlen Sie 0 aus, um das Change IP-Tool zu verlassen.

11. Fahren Sie alle Nodes gleichzeitig herunter.

@ Das gesamte Grid muss gleichzeitig heruntergefahren werden, um alle Nodes gleichzeitig
ausgefallen zu sein.

12. Nehmen Sie die erforderlichen Anderungen am physischen oder virtuellen Netzwerk vor.
13. Vergewissern Sie sich, dass alle Grid-Nodes ausgefallen sind.
14. Schalten Sie alle Knoten ein.
15. Sobald das Raster erfolgreich gestartet wurde:
a. Wenn Sie neue NTP-Server hinzugefligt haben, I6schen Sie die alten NTP-Serverwerte.
b. Wenn Sie neue DNS-Server hinzugefligt haben, I6schen Sie die alten DNS-Serverwerte.
16. Laden Sie das neue Wiederherstellungspaket aus dem Grid Manager herunter.
a. Wahlen Sie Wartung > System > Wiederherstellungspaket.

b. Geben Sie die Provisionierungs-Passphrase ein.

Verwandte Informationen

"StorageGRID verwalten"
"Andern der Netzwerkkonfiguration eines Node"
"Hinzufligen oder Andern von Subnetzlisten im Grid-Netzwerk"

"Herunterfahren eines Grid-Node"

DNS-Server werden konfiguriert

Sie kdnnen DNS-Server (Domain Name System) hinzufigen, entfernen und
aktualisieren, sodass Sie vollstandig qualifizierte Domain Name (FQDN) Hostnamen
anstelle von IP-Adressen verwenden konnen.

Was Sie benétigen
« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber die Berechtigung Wartung oder Stammzugriff verfligen.

» Sie mussen die IP-Adressen der DNS-Server konfigurieren.

Uber diese Aufgabe
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Wenn Sie DNS-Serverinformationen angeben, kdnnen Sie vollstandig qualifizierte Domanennamen (FQDN)-
Hostnamen anstelle von IP-Adressen fir E-Mail- oder SNMP-Benachrichtigungen und AutoSupport
verwenden. Es wird empfohlen, mindestens zwei DNS-Server anzugeben.

Geben Sie zwei bis sechs IP-Adressen fir DNS-Server ein. Im Allgemeinen wahlen Sie DNS-
Server aus, auf die jeder Standort im Falle einer NetzwerkisLanding lokal zugreifen kann. Damit

@ soll sichergestellt werden, dass ein islanded-Standort weiterhin Zugriff auf den DNS-Dienst hat.
Nach der Konfiguration der DNS-Serverliste flir das gesamte Grid kdnnen Sie die DNS-
Serverliste fur jeden Knoten weiter anpassen.

"Andern der DNS-Konfiguration fiir einen einzelnen Grid-Node"

Wenn die DNS-Serverinformationen nicht angegeben oder falsch konfiguriert sind, wird ein DNST-Alarm fur
den SSM-Service jedes Grid-Knotens ausgeldst. Der Alarm wird geléscht, wenn DNS richtig konfiguriert ist und
die neuen Serverinformationen alle Grid-Knoten erreicht haben.

Schritte
1. Wahlen Sie Wartung Netzwerk DNS Server.

2. Fugen Sie im Abschnitt ,Server* nach Bedarf Aktualisierungen hinzu oder entfernen Sie DNS-
Servereintrage.

Als Best Practice empfehlen wir, mindestens zwei DNS-Server pro Standort anzugeben. Sie kdnnen bis zu
sechs DNS-Server angeben.

3. Klicken Sie Auf Speichern.

Andern der DNS-Konfiguration fiir einen einzelnen Grid-Node

Anstatt das Domain Name System (DNS) global fir die gesamte Bereitstellung zu
konfigurieren, kdnnen Sie ein Skript ausfuhren, um DNS fur jeden Grid-Knoten
unterschiedlich zu konfigurieren.

Im Allgemeinen sollten Sie die Option Wartung Netzwerk DNS Server im Grid Manager verwenden, um DNS-
Server zu konfigurieren. Verwenden Sie das folgende Skript nur, wenn Sie unterschiedliche DNS-Server flr
unterschiedliche Grid-Nodes verwenden muissen.

1. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

€. Fligen Sie den SSH-privaten Schliissel zum SSH-Agenten hinzu. Geben Sie Ein: ssh-add
f. Geben Sie das SSH-Zugriffspasswort ein, das im aufgefiihrt ist Passwords . txt Datei:

2. Melden Sie sich beim Knoten an, den Sie mit einer benutzerdefinierten DNS-Konfiguration aktualisieren
mochten: ssh node IP address
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3. Flhren Sie das DNS-Setup-Skript aus: setup resolv.rb.

Das Skript antwortet mit der Liste der unterstitzten Befehle.

Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>
add a specified IP address to the name server list
e.g.> add nameserver 192.0.2.65

remove nameserver <ip>
remove a specified IP address from list
e.g.> remove nameserver 192.0.2.65

remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add
nameserver <ip>']
[ 'remove nameserver <ip>|remove nameserver

all|save|abort|help ]

N

. Flgen Sie die IPv4-Adresse eines Servers hinzu, der einen Domanennamendienst fur Ihr Netzwerk
bereitstellt: add <nameserver IP address>

($)]

. Wiederholen Sie den add nameserver Befehl zum Hinzufigen von Nameserver.

[02]

. Befolgen Sie die Anweisungen, wenn Sie dazu aufgefordert werden, weitere Befehle einzugeben.

~

. Speichern Sie Ihre Anderungen und beenden Sie die Anwendung: save
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8. SchlieRen Sie die Befehlsshell auf dem Server: exit

9. Wiederholen Sie fir jeden Grid-Node die Schritte von Anmeldung beim Node Bis Schlielten der
Befehlsshell.

10. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten
Schlissel vom SSH-Agent. Geben Sie Ein: ssh-add -D

Konfigurieren von NTP-Servern

Sie konnen NTP-Server (Network Time Protocol) hinzufugen, aktualisieren oder
entfernen, um sicherzustellen, dass die Daten zwischen den Grid-Nodes in lhrem
StorageGRID-System korrekt synchronisiert werden.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

+ Sie missen Uber die Berechtigung Wartung oder Stammzugriff verfligen.
» Sie mlssen Uber eine Passphrase fir die Bereitstellung verfigen.

» Sie mUssen die IPv4-Adressen der NTP-Server konfigurieren.

Uber diese Aufgabe

Das StorageGRID-System verwendet das Network Time Protocol (NTP) zur Synchronisierung der Zeit
zwischen allen Grid-Nodes im Grid.

Jedem Standort werden mindestens zwei Nodes im StorageGRID-System die primare NTP-Rolle zugewiesen.
Sie synchronisieren sich mit einem vorgeschlagenen Minimum von vier und maximal sechs externen
Zeitquellen und miteinander. Jeder Node im StorageGRID System, der kein primarer NTP-Node ist, fungiert als
NTP-Client und synchronisiert mit diesen primaren NTP-Nodes.

Die externen NTP-Server stellen eine Verbindung zu den Nodes her, denen Sie zuvor primare NTP-Rollen
zugewiesen haben. Aus diesem Grund wird die Angabe von mindestens zwei Nodes mit primaren NTP-Rollen
empfohlen.

Vergewissern Sie sich, dass mindestens zwei Nodes an jedem Standort auf mindestens vier
externe NTP-Quellen zugreifen kénnen. Wenn nur ein Node an einem Standort die NTP-Quellen

@ erreichen kann, treten Probleme mit dem Timing auf, wenn dieser Node ausfallt. Durch die
Festlegung von zwei Nodes pro Standort als primare NTP-Quellen ist zudem ein genaues
Timing gewabhrleistet, wenn ein Standort vom Rest des Grid isoliert ist.

Die angegebenen externen NTP-Server missen das NTP-Protokoll verwenden. Sie missen NTP-
Serverreferenzen von Stratum 3 oder besser angeben, um Probleme mit Zeitdrift zu vermeiden.

Wenn Sie die externe NTP-Quelle firr eine StorageGRID-Installation auf Produktionsebene
angeben, verwenden Sie den Windows Time-Dienst (W32Time) nicht auf einer Windows-

@ Version als Windows Server 2016. Der Zeitdienst fur &ltere Windows Versionen ist nicht
ausreichend genau und wird von Microsoft nicht fir die Verwendung in Umgebungen mit hoher
Genauigkeit, wie z. B. StorageGRID, unterstitzt.

"Begrenzung des Supports, um Windows Time Service fir hochprazise Umgebungen zu konfigurieren"

Wenn Probleme mit der Stabilitat oder Verfligbarkeit der NTP-Server auftreten, die urspringlich wahrend der
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Installation angegeben wurden, kénnen Sie die Liste der externen NTP-Quellen, die das StorageGRID-System
verwendet, aktualisieren oder entfernen Sie vorhandene Server.

Schritte
1. Wahlen Sie Wartung Netzwerk NTP Server.

2. Fligen Sie im Abschnitt ,Server” bei Bedarf Update hinzu oder entfernen Sie NTP-Servereintrage.
Sie sollten mindestens 4 NTP-Server enthalten, und Sie kénnen bis zu 6 Server angeben.

3. Geben Sie im Textfeld Provisioning Passphrase die Provisioning-Passphrase fur lhr StorageGRID-
System ein und klicken Sie auf Speichern.

Der Status des Verfahrens wird oben auf der Seite angezeigt. Die Seite wird deaktiviert, bis die
Konfigurationsaktualisierungen abgeschlossen sind.

Wenn alle NTP-Server den Verbindungstest nicht ausfiihren, nachdem Sie die neuen NTP-
Server gespeichert haben, fahren Sie nicht fort. Wenden Sie sich an den technischen
Support.

Wiederherstellen der Netzwerkverbindung flir isolierte
Knoten

Unter bestimmten Umsténden, z. B. Anderungen an der IP-Adresse fir Standort oder das
gesamte Grid, kann sich eine oder mehrere Node-Gruppen maoglicherweise nicht an den
Rest des Grid wenden.

Wenn ein Knoten grau ist, oder wenn ein Knoten blau ist und viele seiner Dienste einen anderen Status als
laufen zeigen, sollten Sie im Grid Manager (Support > Tools > Grid Topology) auf Knotenisolierung prufen.

'm Grid Topoloay

Overview | Alarms | Reports Configuration
EE cridt | Man
E-f Sitet
it- 4 abrian-admi Overview: SSM (abrian-g1) - Services
-4 abrian-g1 Updated: 2018-01-23 15:03:45 MST
-2} ssm
-“?;-3 Services
o Bvents Operating System Linux 4.9.0-3-amd64
14y Resources
) Timing Services
[H-+4e CLE
iz-¢p abrian-s1 Senice Version Status Threads Load Memary
(z-¢lh abrian-s2 ADE Exporter Service 11,1.0-20171214.1441.62902f8 Running E3@ 11 E001% B7s7 M B
F-ff abrian-s2 Connection Load Balancer (CLB) 11.1.0-20180120.0111,02137e Running B9e6 Hoorws T393us T
Dynamic [P Service 11.1.0-20160123 1919 .deeeba? abrian Not Running Bj & ¢ Bo0% BoB 5
Nginx Senvice 1.10.3-1+deb9ut Running Hws5 Hooew Houme [
Node Exporter Service 013 0+ds-1+b2 Rurining Bgs Box Hessus B
Persisterice Service 11.1.0-20180123.1919 deeeba7 abrian Running o6 Hoosdiw B{irims B
Server Manager 11.1.0-20171214.1441.c29228 Running @4 BH2116% Bis7Me B
Server Status Monitor (SSM)  11.1.0-20180120.0111.02137fe Rurning B4y 61 HB0288% H45eme B
System Logging 38110 Running Bo 3 Booww Hsruvs B
Time Synchronization 1:4.2 8p10+dfsg-3+dablut Running B4 2 Hooorys B45¢4M8 B
Packages
Package Installed Version
storage-grid-release [nstalled 11.1.0-20180123.1919. deeeba’ abrian
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Isolierte Nodes haben einige der Folgen:
* Wenn mehrere Knoten isoliert sind, kdnnen Sie sich mdglicherweise nicht bei Grid Manager anmelden
oder auf diesen zugreifen.

» Wenn mehrere Nodes isoliert sind, sind die im Dashboard fiir den Mandanten-Manager angezeigten Werte
flr Storage-Auslastung und Kontingente moglicherweise nicht mehr aktuell. Die Gesamtwerte werden
aktualisiert, wenn die Netzwerkverbindung wiederhergestellt ist.

Um das Isolationsproblem zu I6sen, fihren Sie auf jedem isolierten Knoten oder auf einem Knoten in einer
Gruppe (alle Knoten in einem Subnetz, das nicht den primaren Admin-Node enthalt) ein Befehlszeilen-
Dienstprogramm aus, das vom Raster isoliert ist. Das Dienstprogramm stellt den Knoten die IP-Adresse eines
nicht isolierten Knotens im Raster zur Verfligung, sodass der isolierte Knoten oder die Gruppe der Knoten das
gesamte Raster erneut kontaktieren kann.

Wenn das Multicast Domain Name System (mDNS) in den Netzwerken deaktiviert ist, muss
moglicherweise auf jedem isolierten Knoten das Befehlszeilendienstprogramm ausgefihrt
werden.

Schritte

1. Auf den Knoten zugreifen und Uberpriifen /var/local/log/dynip.log Fir Isolationsmeldungen.
Beispiel:
[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,

no contact with other nodes.

If this warning persists, manual action may be required.

Wenn Sie die VMware Konsole verwenden, enthalt sie eine Meldung, dass der Node mdéglicherweise
isoliert ist.

Bei Linux-Bereitstellungen werden in Isolationsmeldungen angezeigt
/var/log/storagegrid/node/<nodename>.log Dateien:

2. Wenn die Isolationsmeldungen immer wieder und dauerhaft sind, fihren Sie den folgenden Befehl aus:
add node ip.py <address\>

Wo <address\> Ist die IP-Adresse eines Remote-Node, der mit dem Grid verbunden ist.

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. Uberpriifen Sie Folgendes fiir jeden zuvor isolierten Node:

> Die Services des Knotens wurden gestartet.
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° Der Status des dynamischen IP-Dienstes lautet ,Running®, nachdem Sie den ausgefiihrt haben
storagegrid-status Befehl.

o In der Struktur Grid Topology erscheint der Knoten nicht mehr vom Rest des Rasters getrennt.

@ Wenn Sie den ausflihren add _node ip.py Der Befehl I0st das Problem nicht, es kdnnen
weitere Netzwerkprobleme auftreten, die geldst werden missen.
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