Planung und Vorbereitung
StorageGRID

NetApp
October 03, 2025

This PDF was generated from https://docs.netapp.com/de-de/storagegrid-115/vmware/required-
materials.html on October 03, 2025. Always check docs.netapp.com for the latest.



Inhalt

Planung und Vorbereitung

Erforderliche Materialien

Herunterladen und Extrahieren der StorageGRID-Installationsdateien

Softwareanforderungen
VMware vSphere Hypervisor
Konfigurationsanforderungen fir den ESX Host
Konfigurationsanforderungen fir VMware

CPU- und RAM-Anforderungen erfiillt

Storage- und Performance-Anforderungen erflllt
Performance-Anforderungen erfullt
Anforderungen fur Virtual Machines, die NetApp AFF Storage nutzen
Anzahl der erforderlichen Virtual Machines
Storage-Anforderungen nach Node-Typ
Storage-Anforderungen fur Storage-Nodes

Anforderungen an einen Webbrowser

© 00 N N NO O oror o o AN



Planung und Vorbereitung

Bevor Sie Grid-Nodes implementieren und das StorageGRID Grid konfigurieren, miussen
Sie die Schritte und Anforderungen fir das Durchfihren des Verfahrens kennen.

Bei den Implementierungs- und Konfigurationsverfahren fur StorageGRID ist bereits die Architektur und die
betrieblichen Funktionen des StorageGRID Systems bekannt.

Sie kdnnen einen oder mehrere Standorte gleichzeitig implementieren. Alle Standorte miissen jedoch die
Mindestanforderungen erflllen, die fir mindestens drei Storage-Nodes bestehen.

Bevor Sie mit der Implementierung eines Node und der Grid-Konfiguration beginnen, missen Sie:

* Planung der StorageGRID Implementierung

* Installation, Anschluss und Konfiguration der gesamten erforderlichen Hardware — einschlief3lich aller
StorageGRID Appliances — gemal’ den Spezifikationen

Hardware-spezifische Installations- und Integrationsanweisungen sind nicht im

@ Installationsverfahren fir StorageGRID enthalten. Informationen zur Installation von
StorageGRID Appliances finden Sie in der Installations- und Wartungsanleitung fir Ihre
Appliance.

» Kenntnis der verfigbaren Netzwerkoptionen und Implementierung der einzelnen Netzwerkoptionen auf
Grid Nodes Siehe StorageGRID Netzwerkrichtlinien.

» Sammeln Sie alle Netzwerkinformationen im Voraus. Wenn Sie nicht DHCP verwenden, sammeln Sie die
IP-Adressen, die jedem Grid-Node zugewiesen werden sollen, und die IP-Adressen des Domain Name
System (DNS) und der von lhnen verwendeten NTP-Server (Network Time Protocol).

* Legen Sie fest, welche der verfugbaren Implementierungs- und Konfigurationstools Sie verwenden
mdchten.

Verwandte Informationen

"Netzwerkrichtlinien"

"SG100 SG1000 Services-Appliances"
"SG6000 Storage-Appliances”
"SG5700 Storage-Appliances”

"SG5600 Storage Appliances"

Erforderliche Materialien

Bevor Sie StorageGRID installieren, mussen Sie die erforderlichen Materialien erfassen
und vorbereiten.


https://docs.netapp.com/de-de/storagegrid-115/network/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg6000/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg5700/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg5600/index.html

Element Hinweise

NetApp StorageGRID Lizenz Sie bendtigen eine giiltige, digital signierte NetApp Lizenz.

Hinweis: Das StorageGRID Installationsarchiv enthalt eine kostenlose
Lizenz, die keinen Support-Anspruch auf das Produkt bietet.

StorageGRID Installationsarchiv flr Sie missen das StorageGRID-Installationsarchiv herunterladen und die

VMware Dateien extrahieren.
VMware Software und Wahrend der Installation implementieren Sie virtuelle Grid-Knoten auf
Dokumentation virtuellen Maschinen in VMware vSphere Web Client.Unterstltzte

Versionen finden Sie in der Interoperabilitats-Matrix.

Service-Laptop Das StorageGRID-System wird Gber einen Service-Laptop installiert der
Service-Laptop muss Folgendes haben:

* Netzwerkport
» SSH-Client (z. B. PuTTY)

» Unterstutzter Webbrowser

StorageGRID-Dokumentation * Versionshinweise

» Anweisungen fir die Administration von StorageGRID

Verwandte Informationen

"NetApp Interoperabilitats-Matrix-Tool"

"Herunterladen und Extrahieren der StorageGRID-Installationsdateien”
"Anforderungen an einen Webbrowser"

"StorageGRID verwalten"

"Versionshinweise"

Herunterladen und Extrahieren der StorageGRID-
Installationsdateien

Sie mUssen die StorageGRID-Installationsarchive herunterladen und die Dateien
extrahieren.

Schritte
1. StorageGRID finden Sie auf der Seite zu NetApp Downloads.

"NetApp Downloads: StorageGRID"

2. Wahlen Sie die Schaltflache zum Herunterladen der neuesten Version, oder wahlen Sie eine andere
Version aus dem Dropdown-Meni aus und wahlen Sie Go.


https://mysupport.netapp.com/matrix
https://docs.netapp.com/de-de/storagegrid-115/admin/index.html
https://docs.netapp.com/de-de/storagegrid-115/release-notes/index.html
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab

3. Melden Sie sich mit Ihrem Benutzernamen und Passwort fir |hr NetApp Konto an.
4. Wenn eine Warnung/MusterLeseanweisung angezeigt wird, lesen Sie sie, und aktivieren Sie das
Kontrollkastchen.

Nachdem Sie die StorageGRID Version installiert haben, missen Sie alle erforderlichen Hotfixes
anwenden. Weitere Informationen finden Sie im Hotfix-Verfahren in den Recovery- und
Wartungsanleitungen.

5. Lesen Sie die Endbenutzer-Lizenzvereinbarung, aktivieren Sie das Kontrollkédstchen und wahlen Sie dann
Akzeptieren und fortfahren.

6. Wahlen Sie in der Spalte Install StorageGRID die entsprechende Software aus.
Laden Sie die herunter . tgz Oder . zip Archivieren Sie die Datei fir Ihre Plattform.

° StorageGRID-Webscale-version-VMware-uniquelID.zip

° StorageGRID-Webscale-version-VMware-uniquelID.tgz
@ Verwenden Sie die . zip Datei, wenn Windows auf dem Service-Laptop ausgefuhrt wird.

1. Speichern und extrahieren Sie die Archivdatei.

2. Wahlen Sie aus der folgenden Liste die bendtigten Dateien aus.

Die bendtigten Dateien hangen von der geplanten Grid-Topologie und der Implementierung des
StorageGRID Systems ab.

@ Die in der Tabelle aufgefiihrten Pfade beziehen sich auf das Verzeichnis der obersten Ebene,
das vom extrahierten Installationsarchiv installiert wird.

Pfad und Dateiname Beschreibung

Eine Textdatei, die alle in der StorageGRID-
Download-Datei enthaltenen Dateien beschreibt.

Eine kostenlose Lizenz, die keinen Support-Anspruch
auf das Produkt bietet.

Die Festplattendatei fir Virtual Machines, die als
Vorlage fur die Erstellung von Grid-Node-Virtual
Machines verwendet wird.

Die Vorlagendatei ,Open Virtualization Format* (
.ovf) Und Manifest-Datei (.mf) Fur die
Bereitstellung des primaren Admin-Knotens.

Die Vorlagendatei (. ovf) Und Manifest-Datei (.mf)
Fur die Bereitstellung von nicht-primaren Admin-
Knoten.



Pfad und Dateiname Beschreibung

Die Vorlagendatei (. ovf) Und Manifest-Datei (.mf)
FUr die Bereitstellung von Archiv-Knoten.

Die Vorlagendatei (. ovf) Und Manifest-Datei (.mf)
Fir die Bereitstellung von Gateway-Knoten.

Die Vorlagendatei (. ov£) Und Manifest-Datei (. mf)
Zur Bereitstellung von virtuellen Maschinen-basierten
Speicherknoten.

Tool zur Implementierung von Skripten Beschreibung

Ein Bash Shell-Skript, das zur Automatisierung der
Implementierung virtueller Grid-Nodes verwendet
wird.

Eine Beispielkonfigurationsdatei fur die Verwendung
mit dem deploy-vsphere-ovftool.sh Skript:

Ein Python-Skript zur Automatisierung der
Konfiguration eines StorageGRID Systems.

Ein Python-Skript zur Automatisierung der
Konfiguration von StorageGRID Appliances

Ein Beispiel-Python-Skript, mit dem Sie sich bei
aktivierter Single-Sign-On-Funktion bei der Grid-
Management-APl anmelden kdnnen.

Eine Beispielkonfigurationsdatei fir die Verwendung
mit dem configure-storagegrid.py Skript:

Eine leere Konfigurationsdatei fur die Verwendung mit
dem configure-storagegrid.py Skript:

Verwandte Informationen
"Verwalten Sie erholen"

Softwareanforderungen

Sie kdnnen eine Virtual Machine zum Hosten jedes beliebigen Typs des StorageGRID
Grid Node verwenden. Fur jeden Grid-Node, der auf dem VMware-Server installiert ist, ist
eine Virtual Machine erforderlich.


https://docs.netapp.com/de-de/storagegrid-115/maintain/index.html

VMware vSphere Hypervisor

Sie mussen VMware vSphere Hypervisor auf einem vorbereiteten physischen Server installieren. Die
Hardware muss vor der Installation der VMware Software korrekt konfiguriert sein (einschlief3lich Firmware-
Versionen und BIOS-Einstellungen).

» Zur Unterstitzung des Netzwerkes fiir das zu installierende StorageGRID-System konfigurieren Sie das
Netzwerk im Hypervisor nach Bedarf.

"Netzwerkrichtlinien"

« Stellen Sie sicher, dass der Datastore grof3 genug fir die virtuellen Maschinen und virtuellen Festplatten
ist, die zum Hosten der Grid-Nodes bendtigt werden.

* Wenn Sie mehr als einen Datenspeicher erstellen, benennen Sie jeden Datenspeicher. So kdnnen Sie bei
der Erstellung von Virtual Machines leicht ermitteln, welchen Datenspeicher fir die einzelnen Grid-Nodes
verwendet werden soll.

Konfigurationsanforderungen fur den ESX Host

Sie mussen das Network Time Protocol (NTP) auf jedem ESX-Host ordnungsgemaf
@ konfigurieren. Wenn die Host-Zeit falsch ist, kdnnen negative Auswirkungen, einschlieflich
Datenverlust, auftreten.

Konfigurationsanforderungen fur VMware

Vor der Implementierung von StorageGRID Grid-Nodes missen Sie VMware vSphere und vCenter installieren
und konfigurieren.

Weitere Informationen zu unterstiitzten Versionen von VMware vSphere Hypervisor und VMware vCenter
Server Software finden Sie in der Interoperabilitats-Matrix.

Die Schritte zur Installation dieser VMware-Produkte finden Sie in der VMware-Dokumentation.

Verwandte Informationen

"NetApp Interoperabilitats-Matrix-Tool"

CPU- und RAM-Anforderungen erfullt

Uberpriifen und konfigurieren Sie vor dem Installieren der StorageGRID Software die
Hardware so, dass sie zur Unterstlitzung des StorageGRID Systems bereit ist.

Weitere Informationen zu unterstiitzten Servern finden Sie in der Interoperabilitats-Matrix.
Jeder StorageGRID Node benétigt die folgenden Mindestanforderungen:

* CPU-Cores: 8 pro Node

* RAM: Mindestens 24 GB pro Node und 2 bis 16 GB weniger als der gesamte System-RAM, abhangig von
der verfugbaren RAM-Gesamtkapazitat und der Anzahl der nicht-StorageGRID-Software, die auf dem
System ausgefihrt wird

Stellen Sie sicher, dass die Anzahl der StorageGRID-Knoten, die Sie auf jedem physischen oder virtuellen
Host ausfihren mochten, die Anzahl der CPU-Kerne oder des verfligbaren physischen RAM nicht


https://docs.netapp.com/de-de/storagegrid-115/network/index.html
https://mysupport.netapp.com/matrix

Uberschreitet. Wenn die Hosts nicht dediziert fir die Ausfiihrung von StorageGRID sind (nicht empfohlen),
sollten Sie die Ressourcenanforderungen der anderen Applikationen bertcksichtigen.

Uberwachen Sie Ihre CPU- und Arbeitsspeicherauslastung regelméaRig, um sicherzustellen,
dass diese Ressourcen Ihre Workloads weiterhin erfiillen. Beispielsweise wirde eine
Verdoppelung der RAM- und CPU-Zuweisung fur virtuelle Storage-Nodes ahnliche Ressourcen
bereitstellen wie fur die StorageGRID Appliance-Nodes. Wenn die Menge der Metadaten pro

@ Node 500 GB Uberschreitet, sollten Sie darliber hinaus den RAM pro Node auf 48 GB oder
mehr erhdhen. Informationen zum Management von Objekt-Metadaten-Storage, zum Erhéhen
der Einstellung fur reservierten Speicherplatz und zum Monitoring der CPU- und
Arbeitsspeicherauslastung finden Sie in den Anweisungen fur die Administration, das Monitoring
und das Upgrade von StorageGRID.

Wenn Hyper-Threading auf den zugrunde liegenden physischen Hosts aktiviert ist, kbnnen Sie 8 virtuelle
Kerne (4 physische Kerne) pro Node bereitstellen. Wenn Hyperthreading auf den zugrunde liegenden
physischen Hosts nicht aktiviert ist, missen Sie 8 physische Kerne pro Node bereitstellen.

Wenn Sie Virtual Machines als Hosts verwenden und die Grofe und Anzahl der VMs kontrollieren kénnen,
sollten Sie fir jeden StorageGRID Node eine einzelne VM verwenden und die Grofie der VM entsprechend
festlegen.

Bei Produktionsimplementierungen sollten nicht mehrere Storage-Nodes auf derselben physischen
Speicherhardware oder einem virtuellen Host ausgefiihrt werden. Jeder Storage-Node in einer einzelnen
StorageGRID-Implementierung sollte sich in einer eigenen, isolierten Ausfall-Domane befinden. Sie kbnnen die
Langlebigkeit und Verfiigbarkeit von Objektdaten maximieren, wenn sichergestellt wird, dass ein einzelner
Hardwareausfall nur einen einzelnen Storage-Node beeintrachtigen kann.

Siehe auch die Informationen Uber Speicheranforderungen.

Verwandte Informationen

"NetApp Interoperabilitats-Matrix-Tool"

"Storage- und Performance-Anforderungen erfallt"
"StorageGRID verwalten"

"Monitor Fehlerbehebung"

"Software-Upgrade"

Storage- und Performance-Anforderungen erfullt

Sie mUssen die Storage- und Performance-Anforderungen fur StorageGRID Nodes
kennen, die von Virtual Machines gehostet werden. So kdnnen Sie ausreichend
Speicherplatz fur die anfangliche Konfiguration und die zukunftige Storage-Erweiterung
bereitstellen.

Performance-Anforderungen erfullt

Die Performance des Betriebssystem-Volumes und des ersten Storage Volumes wirkt sich erheblich auf die
Gesamt-Performance des Systems aus. Vergewissern Sie sich, dass diese eine ausreichende Festplatten-
Performance in Bezug auf Latenz, IOPS (Input/Output Operations per Second) und Durchsatz bieten.


https://mysupport.netapp.com/matrix
https://docs.netapp.com/de-de/storagegrid-115/admin/index.html
https://docs.netapp.com/de-de/storagegrid-115/monitor/index.html
https://docs.netapp.com/de-de/storagegrid-115/upgrade/index.html

Fir alle StorageGRID Nodes ist das BS-Laufwerk und alle Storage Volumes ein Write Back-Caching aktiviert.
Der Cache muss sich auf einem geschutzten oder persistenten Medium befinden.

Anforderungen fiir Virtual Machines, die NetApp AFF Storage nutzen

Wenn Sie einen StorageGRID Node als Virtual Machine mit Storage implementieren, der einem NetApp AFF
System zugewiesen ist, haben Sie bestatigt, dass flir das Volume keine FabricPool Tiering-Richtlinie aktiviert
ist. Wenn ein StorageGRID Node beispielsweise als virtuelle Maschine auf einem VMware-Host ausgeflhrt
wird, stellen Sie sicher, dass flr das Volume, das den Datastore fir den Node unterstitzt, keine FabricPool-
Tiering-Richtlinie aktiviert ist. Das Deaktivieren von FabricPool Tiering flr Volumes, die in Verbindung mit
StorageGRID Nodes verwendet werden, vereinfacht die Fehlerbehebung und Storage-Vorgange.

Verwenden Sie FabricPool niemals, um StorageGRID-bezogene Daten in das Tiering zurlick zu

@ StorageGRID selbst zu verschieben. Das Tiering von StorageGRID-Daten zuriick in die
StorageGRID verbessert die Fehlerbehebung und reduziert die Komplexitat von betrieblichen
Ablaufen.

Anzahl der erforderlichen Virtual Machines

Jeder StorageGRID Standort erfordert mindestens drei Storage-Nodes.

Fihren Sie in einer Produktionsimplementierung nicht mehr als einen Speicherknoten auf einem
virtuellen Maschinenserver aus. Die Verwendung eines dedizierten Virtual Machine-Hosts flr
jeden Storage Node stellt eine isolierte Ausfall-Domane bereit.

Andere Node-Typen, wie beispielsweise Admin-Nodes oder Gateway-Nodes, konnen auf demselben Virtual-
Machine-Host oder je nach Bedarf auf ihren eigenen dedizierten Virtual-Machine-Hosts implementiert werden.
Wenn Sie jedoch mehrere Nodes desselben Typs haben (z. B. zwei Gateway-Nodes), installieren Sie nicht alle
Instanzen auf demselben Virtual-Machine-Host.

Storage-Anforderungen nach Node-Typ

In einer Produktionsumgebung miissen die Virtual Machines fiir StorageGRID Grid-Nodes je nach Node-Typ
unterschiedliche Anforderungen erfiillen.

@ Disk Snapshots kénnen nicht zum Wiederherstellen von Grid-Nodes verwendet werden.
Beachten Sie stattdessen die Recovery- und Wartungsablaufe fir jeden Node-Typ.

Node-Typ Storage
Admin-Node 100 GB LUN FUR OS

200 GB LUN fur Admin-Node-Tabellen

200 GB LUN fur Admin Node Audit-Protokoll



Node-Typ Storage
Storage-Node 100 GB LUN FUR OS

3 LUNSs fir jeden Speicherknoten auf diesem Host

Hinweis: Ein Speicherknoten kann 1 bis 16 Speicher-LUNs haben;
mindestens 3 Speicher-LUNs werden empfohlen.

Mindestgrofie pro LUN: 4 TB

Maximale getestete LUN-GroRe: 39 TB.
Gateway-Node 100 GB LUN FUR 0OS

Archiv-Node 100 GB LUN FUR 0OS

Je nach konfiguriertem Audit Level, GrolRe der Benutzereingaben wie z. B. S3-
Objektschlisselname und wie viele Audit-Protokoll-Daten Sie erhalten missen, missen Sie

@ mdglicherweise die Grolke der Audit-Protokoll-LUN auf jedem Admin-Node erhdhen. In der
Regel generiert ein Grid etwa 1 KB Audit-Daten pro S3-Betrieb. Dies bedeutet, dass ein 200
GB-LUN 70 Millionen Operationen pro Tag und 800 Operationen pro Sekunde flir zwei bis drei
Tage unterstlitzen wirde.

Storage-Anforderungen fiir Storage-Nodes

Ein softwarebasierter Speicher-Node kann 1 bis 16 Speicher-Volumes haben - -3 oder mehr Speicher-Volumes
werden empfohlen. Jedes Storage-Volume sollte 4 TB oder grof3er sein.

@ Ein Appliance-Speicherknoten kann bis zu 48 Speicher-Volumes haben.

Wie in der Abbildung dargestellt, reserviert StorageGRID Speicherplatz fiir Objekt-Metadaten auf dem Storage
Volume 0 jedes Storage-Nodes. Alle verbleibenden Speicherplatz auf dem Storage-Volume 0 und anderen
Storage-Volumes im Storage-Node werden ausschlief3lich flr Objektdaten verwendet.



Storage Node

Volume 0  Volume 1 Volume 2 Volume n

Object
space
Object Object
Sitmote space space
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Um Redundanz zu gewahrleisten und Objekt-Metadaten vor Verlust zu schitzen, speichert StorageGRID drei
Kopien der Metadaten fiur alle Objekte im System an jedem Standort. Die drei Kopien der Objektmetadaten
werden gleichmafig auf alle Storage-Nodes an jedem Standort verteilt.

Wenn Sie Volume 0 eines neuen Storage-Node Speicherplatz zuweisen, missen Sie sicherstellen, dass fiir
den Anteil aller Objekt-Metadaten des Node ausreichend Speicherplatz vorhanden ist.

* Mindestens muissen Sie Volume 0 mindestens 4 TB zuweisen.

Wenn Sie nur ein Storage-Volume fiir einen Storage-Node verwenden und dem Volume 4
@ TB oder weniger zuweisen, hat der Storage-Node beim Start mdglicherweise den
Schreibgeschutzten Storage-Status und speichert nur Objekt-Metadaten.

* Wenn Sie ein neues StorageGRID 11.5-System installieren und jeder Speicherknoten 128 GB oder mehr
RAM hat, sollten Sie Volume 0 8 TB oder mehr zuweisen. Bei Verwendung eines groReren Werts flr
Volume 0 kann der zulassige Speicherplatz flir Metadaten auf jedem Storage Node erhéht werden.

* Verwenden Sie bei der Konfiguration verschiedener Storage-Nodes fir einen Standort, falls méglich, die
gleiche Einstellung fir Volume 0. Wenn ein Standort Storage-Nodes unterschiedlicher Grée enthalt,
bestimmt der Storage-Node mit dem kleinsten Volume 0 die Metadaten-Kapazitat dieses Standorts.

Weitere Informationen finden Sie unter Anweisungen zum Verwalten von StorageGRID und suchen nach
,managing Objekt-Metadaten-Storage".

"StorageGRID verwalten"

Verwandte Informationen
"Verwalten Sie erholen"

Anforderungen an einen Webbrowser

Sie mussen einen unterstitzten Webbrowser verwenden.


https://docs.netapp.com/de-de/storagegrid-115/admin/index.html
https://docs.netapp.com/de-de/storagegrid-115/maintain/index.html

Webbrowser Unterstiitzte Mindestversion

Google Chrome 87
Microsoft Edge 87
Mozilla Firefox 84

Sie sollten das Browserfenster auf eine empfohlene Breite einstellen.

Browserbreite Pixel
Minimum 1024
Optimal 1280
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