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StorageGRID verwalten

Erfahren Sie, wie das StorageGRID System konfiguriert wird.

+ "Verwalten eines StorageGRID-Systems"

+ "Kontrolle des Administratorzugriffs auf StorageGRID"

« "Konfigurieren von Verschllisselungsmanagement-Servern"

* "Management von Mandanten"

+ "Konfigurieren von S3- und Swift-Client-Verbindungen"

* "Verwalten von StorageGRID-Netzwerken und -Verbindungen"
* "AutoSupport wird konfiguriert"

* "Verwalten Von Storage-Nodes"

» "Verwalten Von Admin-Nodes"

* "Verwalten Von Archivierungs-Knoten"

+ "Datenmigration zu StorageGRID"

Verwalten eines StorageGRID-Systems

Verwenden Sie diese Anweisungen, um ein StorageGRID System zu konfigurieren und
zu verwalten.

In diesen Anweisungen wird beschrieben, wie Sie mit dem Grid Manager Gruppen und Benutzer einrichten,
Mandantenkonten erstellen, damit S3- und Swift-Client-Applikationen Objekte speichern und abrufen kénnen,
StorageGRID-Netzwerke konfigurieren und managen, AutoSupport konfigurieren, Node-Einstellungen
verwalten und vieles mehr.

@ Die Anweisungen zum Management von Objekten mit Regeln und Richtlinien fur das
Information Lifecycle Management (ILM) wurden in verschoben"Objektmanagement mit ILM".

Diese Anweisungen richtet sich an technische Mitarbeiter, die nach der Installation ein StorageGRID System
konfigurieren, verwalten und unterstitzen.

Was Sie bendtigen
+ Sie verflgen Uber allgemeine Kenntnisse des StorageGRID Systems.

« Sie verfugen uber ziemlich detaillierte Kenntnisse Uber Linux-Befehlssells, das Netzwerk und die
Einrichtung und Konfiguration von Serverhardware.

Anforderungen an einen Webbrowser

Sie mussen einen unterstutzten Webbrowser verwenden.

Webbrowser Unterstiitzte Mindestversion

Google Chrome 87


https://docs.netapp.com/de-de/storagegrid-115/{relative_path}administering-storagegrid-system.html
https://docs.netapp.com/de-de/storagegrid-115/{relative_path}controlling-administrator-access-to-storagegrid.html
https://docs.netapp.com/de-de/storagegrid-115/{relative_path}kms-configuring.html
https://docs.netapp.com/de-de/storagegrid-115/{relative_path}managing-tenants.html
https://docs.netapp.com/de-de/storagegrid-115/{relative_path}configuring-client-connections.html
https://docs.netapp.com/de-de/storagegrid-115/{relative_path}managing-storagegrid-networks-and-connections.html
https://docs.netapp.com/de-de/storagegrid-115/{relative_path}configuring-autosupport.html
https://docs.netapp.com/de-de/storagegrid-115/{relative_path}managing-storage-nodes.html
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Webbrowser Unterstiitzte Mindestversion

Microsoft Edge 87

Mozilla Firefox 84

Sie sollten das Browserfenster auf eine empfohlene Breite einstellen.

Browserbreite Pixel
Minimum 1024
Optimal 1280

Melden Sie sich beim Grid Manager an

Sie greifen auf die Anmeldeseite des Grid Manager zu, indem Sie den vollstandig
qualifizierten Domanennamen (FQDN) oder die IP-Adresse eines Admin-Knotens in die
Adressleiste eines unterstutzten Webbrowsers eingeben.

Was Sie bendétigen
« Sie missen uber lhre Anmeldedaten verfiigen.

« Sie mlssen Uber die URL fir den Grid Manager verfigen.
» Sie missen einen unterstitzten Webbrowser verwenden.
» Cookies missen in Ihrem Webbrowser aktiviert sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Jedes StorageGRID System umfasst einen primaren Admin-Node und eine beliebige Anzahl nicht primarer
Admin-Nodes. Sie kénnen sich bei einem beliebigen Admin-Knoten beim Grid-Manager anmelden, um das
StorageGRID-System zu verwalten. Die Admin-Nodes sind jedoch nicht genau die gleichen:

* Die auf einem Admin-Knoten ausgemachten Alarmbestatigungen (Legacy-System) werden nicht auf
andere Admin-Knoten kopiert. Aus diesem Grund sehen die fir Alarme angezeigten Informationen auf
jedem Administratorknoten moglicherweise nicht gleich aus.

 Einige Wartungsvorgange kénnen nur vom primaren Admin-Node ausgefiihrt werden.
Wenn Admin-Nodes in einer HA-Gruppe (High Availability, Hochverfligbarkeit) enthalten sind, stellen Sie eine
Verbindung uber die virtuelle IP-Adresse der HA-Gruppe oder einen vollstandig qualifizierten Dom&nennamen
her, der der der virtuellen IP-Adresse zugeordnet ist. Der primare Admin-Node sollte als bevorzugter Master

der Gruppe ausgewahlt werden, sodass Sie beim Zugriff auf den Grid-Manager auf den primaren Admin-Node
zugreifen kdnnen, wenn der primare Admin-Node nicht verflgbar ist.

Schritte
1. Starten Sie einen unterstltzten Webbrowser.

2. Geben Sie in der Adressleiste des Browsers die URL fir den Grid Manager ein:

https://FODN or Admin Node IP/



Wo FODN or Admin Node IPIstein vollstandig qualifizierter Domain-Name oder die IP-Adresse eines
Admin-Knotens oder die virtuelle IP-Adresse einer HA-Gruppe von Admin-Nodes.

Wenn Sie auf den Grid Manager auf einem anderen Port als dem Standard-Port fir HTTPS (443) zugreifen
mussen, geben Sie Folgendes ein, wobei FODN or Admin Node IP Ist ein vollstandig qualifizierter
Domain-Name oder |IP-Adresse und Port ist die Port-Nummer:

https://FODN or Admin Node IP:port/

3. Wenn Sie aufgefordert werden, eine Sicherheitswarnung zu erhalten, installieren Sie das Zertifikat mithilfe
des Browser-Installationsassistenten.

4. Melden Sie sich beim Grid Manager an:

> Wenn Single Sign On (SSO) nicht fur Ihr StorageGRID-System verwendet wird:
i. Geben Sie Ihren Benutzernamen und lhr Kennwort flir den Grid Manager ein.

ii. Klicken Sie Auf Anmelden.

StorageGRID® Grid Manager

Username

Password

NetApp

Sign in

o Wenn SSO fur Ihr StorageGRID-System aktiviert ist und Sie in diesem Browser zum ersten Mal auf die
URL zugreifen:

i. Klicken Sie auf Anmelden. Sie kdnnen das Feld Konto-ID leer lassen.

i. Geben Sie auf der SSO-Anmeldeseite Ihres Unternehmens lhre Standard-SSO-Anmeldedaten ein.
Beispiel:



Sign in with your organizational account

someone@example.com

|:‘ass-.x-'t:| rd

o Wenn SSO fir Ihr StorageGRID-System aktiviert ist und Sie zuvor auf den Grid Manager oder ein
Mandantenkonto zugegriffen haben:

i. FUhren Sie einen der folgenden Schritte aus:
= Geben Sie 0 (die Konto-ID fur den Grid Manager) ein, und klicken Sie auf Anmelden.

= Wahlen Sie Grid Manager aus, wenn er in der Liste der letzten Konten angezeigt wird, und
klicken Sie auf Anmelden.

StorageGRID® Sign in

Recent | Grid Manager l!

AccountID O

NetAppr

Sign in

i. Melden Sie sich mit lhren Standard-SSO-Anmeldedaten auf der SSO-Anmeldeseite lhres
Unternehmens an. Wenn Sie sich angemeldet haben, wird die Startseite des Grid Managers
angezeigt, die das Dashboard enthalt. Informationen zu den bereitgestellten Informationen finden
Sie unter ,Viewing the Dashboard"in den Monitoring- und Fehlerbehebungsanweisungen fur
StorageGRID.



NetApp® StorageGRID® Heip + | Root + | Sign Out

Dashboard " Alerts - Modes Tenants ILM - Configuration - Maintenance ~ Support -
Dashboard
Health @ Available Storage @
« - Data Center 1
No current alerts. All grid nodes are connected. Overall I
Used
Information Lifecycle Management (ILM) © '
Dala Center 2
Awaiting - Client 0 objects
Awaiting - Evaluation Rate 0 objects / second '
Scan Period - Estimated 0 seconds 29 TB
Protocol Operations @ Data Center 3 =
]
S3rate 0 operations / second Eree
Swift rate 0 operations / second 5
5. Wenn Sie sich bei einem anderen Admin-Knoten anmelden méchten:
Option Schritte
SSO ist nicht aktiviert a. Geben Sie in der Adressleiste des Browsers

den vollstandig qualifizierten Domanennamen
oder die IP-Adresse des anderen Admin-
Knotens ein. Geben Sie die Portnummer nach
Bedarf an.

b. Geben Sie lhren Benutzernamen und lhr
Kennwort fir den Grid Manager ein.

c. Klicken Sie Auf Anmelden.



Option
SSO aktiviert

Verwandte Informationen

"Anforderungen an einen Webbrowser"
"Zugriffskontrolle durch Firewalls"
"Serverzertifikate werden konfiguriert"
"Konfigurieren der Single Sign-On-Konfiguration"
"Verwalten von Admin-Gruppen"

"Verwalten von Hochverfligbarkeitsgruppen"

"Verwenden Sie ein Mandantenkonto"

"Monitor Fehlerbehebung"

Vom Grid Manager abmelden

Schritte

Geben Sie in der Adressleiste des Browsers den
vollstandig qualifizierten Domanennamen oder die
IP-Adresse des anderen Admin-Knotens ein.

Wenn Sie sich bei einem Admin-Knoten angemeldet
haben, kdnnen Sie auf andere Admin-Knoten
zugreifen, ohne sich erneut anmelden zu mussen.
Wenn lhre SSO-Sitzung jedoch ablauft, werden Sie
erneut zur Eingabe Ihrer Anmeldedaten
aufgefordert.

Hinweis: SSO ist auf dem Port des
eingeschrankten Grid Manager nicht verfiigbar. Sie
mussen den Standard-HTTPS-Port (443)
verwenden, wenn Benutzer sich mit Single Sign-On
authentifizieren méchten.

Wenn Sie mit dem Grid-Manager arbeiten, mussen Sie sich anmelden, um
sicherzustellen, dass nicht autorisierte Benutzer nicht auf das StorageGRID-System
zugreifen konnen. Wenn Sie |hren Browser schliel3en, werden Sie moglicherweise
aufgrund der Cookie-Einstellungen des Browsers nicht aus dem System abgesendet.

Schritte

1. Klicken Sie oben rechts auf der Benutzeroberflache auf den Link Abmelden.

Help = | Root » | Sign Out

U

2. Klicken Sie Auf Abmelden.


https://docs.netapp.com/de-de/storagegrid-115/tenant/index.html
https://docs.netapp.com/de-de/storagegrid-115/monitor/index.html

Option Beschreibung

SSO wird nicht verwendet Sie sind vom Admin-Knoten abgemeldet.
Die Anmeldeseite des Grid Manager wird angezeigt.

Hinweis: Wenn Sie sich bei mehr als einem Admin-
Knoten angemeldet haben, missen Sie sich von
jedem Knoten abmelden.

SSO aktiviert Sie sind von allen Admin-Knoten abgemeldet, auf
die Sie zugreifen konnten. Die Seite StorageGRID-
Anmeldung wird angezeigt. Grid Manager wird
standardmafig im Dropdown-MenU Letzte Konten
aufgefihrt, und im Feld Konto-ID wird 0 angezeigt.

Hinweis: Wenn SSO aktiviert ist und Sie auch beim
Mandantenmanager angemeldet sind, missen Sie
sich ebenfalls vom Mandantenkonto abzeichnen,
um sich von SSO abzumelden.

Verwandte Informationen

"Konfigurieren der Single Sign-On-Konfiguration"

"Verwenden Sie ein Mandantenkonto"

Ihr Passwort wird geandert

Wenn Sie ein lokaler Benutzer des Grid Managers sind, konnen Sie |hr eigenes Passwort
andern.

Was Sie bendtigen
Sie mussen Uber einen unterstutzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

Wenn Sie sich bei StorageGRID als foderierten Benutzer anmelden oder SSO (Single Sign On) aktiviert ist,
kénnen Sie Ihr Kennwort im Grid Manager nicht andern. Stattdessen missen Sie |hr Passwort in der externen
Identitatsquelle andern, z. B. Active Directory oder OpenLDAP.

Schritte

1. Wahlen Sie in der Kopfzeile des Grid Managers your Name > Passwort @ndern.

2. Geben Sie |hr aktuelles Kennwort ein.

3. Geben Sie ein neues Passwort ein.
lhr Kennwort muss mindestens 8 und hochstens 32 Zeichen enthalten. Bei Passwortern wird die Grof3-
/Kleinschreibung berucksichtigt.

4. Geben Sie das neue Passwort erneut ein.

5. Klicken Sie Auf Speichern.


https://docs.netapp.com/de-de/storagegrid-115/tenant/index.html

Andern der Provisionierungs-Passphrase

Verwenden Sie dieses Verfahren, um die StorageGRID-Provisionierungs-Passphrase zu
andern. Die Passphrase ist flir Recovery-, Erweiterungs- und Wartungsvorgange
erforderlich. Die Passphrase ist auRerdem erforderlich, um Backups im Recovery-Paket
herunterzuladen, die Grid-Topologiedaten und Verschlusselungen fur das StorageGRID-
System enthalten.

Was Sie bendtigen

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
» Sie mussen Uber Wartungs- oder Root-Zugriffsberechtigungen verfligen.

» Sie missen Uber die aktuelle Passphrase fiir die Bereitstellung verfligen.

Uber diese Aufgabe

Die Provisionierungs-Passphrase ist fur viele Installations- und Wartungsverfahren und fir das Herunterladen
des Recovery Package erforderlich. Die Provisionierungs-Passphrase wird im nicht aufgefihrt

Passwords. txt Datei: Achten Sie darauf, die Provisionierungs-Passphrase zu dokumentieren und an einem
sicheren Ort zu halten.

Schritte
1. Wahlen Sie Konfiguration > Zugangskontrolle > Grid-Passworter.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ Nodes Tenants ILM ~ Configuration ~ Maintenance ~ Support ~
Grid Passwords

Change the provisioning passphrase and other passwords for your StorageGRID system

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package.

Current Provisioning Passphrase = ssesasss
New Provisioning Passphrase | sssssssses

Confirm New Provisioning | ssssssesss
Passphrase

2. Geben Sie Ihre aktuelle Provisionierungs-Passphrase ein.

3. Geben Sie die neue Passphrase ein.die Passphrase muss mindestens 8 und nicht mehr als 32 Zeichen
enthalten. Passphrases sind Gro3-/Kleinschreibung.

@ Speichern Sie die neue Provisionierungs-Passphrase an einem sicheren Ort. Sie ist fur
Installations-, Erweiterungs- und Wartungsverfahren erforderlich.

4. Geben Sie die neue Passphrase erneut ein, und klicken Sie auf Speichern.

Das System zeigt ein griines Erfolgsbanner an, wenn die Anderung der Provisionierungs-Passphrase



abgeschlossen ist. Die Anderung sollte weniger als eine Minute dauern.

NetApp® StorageGRID® Help ~ | Root | Sign Out

Dashboard " Alerts Nodes Tenants ILM ~ Configuration « Maintenance « Support «

Grid Passwords

Change the provisioning passphrase and other passwords for your StorageGRID system

Provisioning passphrase successfully changed. Go to the|Recovery Package page to download a new Recovery Package

Change Provisioning Passphrase
The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the

provisioning passphrase, you must download a new Recovery Package

Current Provisioning Passphrase
New Provisioning Passphrase

Confirm New Provisioning
Passphrase

5. Wahlen Sie den Link * Wiederherstellungspaket Seite* im Erfolgsbanner aus.

6. Laden Sie das neue Wiederherstellungspaket aus dem Grid Manager herunter. Wahlen Sie Wartung >
Wiederherstellungspaket und geben Sie die neue Provisioning-Passphrase ein.

Nachdem Sie die Provisionierungs-Passphrase geandert haben, missen Sie sofort ein
@ neues Wiederherstellungspaket herunterladen. Die Recovery Package-Datei ermdglicht es
Ihnen, das System wiederherzustellen, wenn ein Fehler auftritt.

Andern der Zeitiiberschreitung der Browser-Sitzung

Sie kdnnen steuern, ob Grid Manager und Tenant Manager-Benutzer abgemeldet
werden, wenn sie langer als eine bestimmte Zeit inaktiv sind.

Was Sie benétigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfugen.

Uber diese Aufgabe

Das Timeout fur die GUI-Inaktivitat ist standardmafig auf 900 Sekunden (15 Minuten) eingestellt. Wenn die
Browser-Sitzung eines Benutzers flr diesen Zeitraum nicht aktiv ist, wird die Sitzung beendet.

Nach Bedarf kdnnen Sie den Timeout-Zeitraum vergrof3ern oder verkleinern, indem Sie die Anzeigeoption GUI
Inaktivitat Timeout einstellen.

Wenn Single Sign-On (SSO) aktiviert ist und die Browsersitzung eines Benutzers beendet wird, verhalt sich
das System so, als ob der Benutzer manuell auf Abmelden geklickt hat. Der Benutzer muss seine SSO-
Anmeldedaten erneut eingeben, um wieder auf StorageGRID zugreifen zu konnen.



Das Timeout der Benutzersitzung kann auch durch Folgendes gesteuert werden:

* Ein separater, nicht konfigurierbarer StorageGRID-Timer, der fir die Systemsicherheit
enthalten ist. StandardmaRig lauft das Authentifizierungs-Token jedes Benutzers 16 Stunden
@ nach der Anmeldung des Benutzers ab. Wenn die Authentifizierung eines Benutzers ablauft,
wird dieser Benutzer automatisch abgemeldet, auch wenn der Wert fiir das Timeout der GUI
nicht erreicht wurde. Um das Token zu erneuern, muss sich der Benutzer erneut anmelden.

* Zeituberschreitungseinstellungen fir den Identitats-Provider, vorausgesetzt, SSO ist fir
StorageGRID aktiviert.
Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Anzeigeoptionen.
2. Geben Sie fir GUI Inaktivitat Timeout einen Timeout-Zeitraum von mindestens 60 Sekunden ein.

Setzen Sie dieses Feld auf 0, wenn Sie diese Funktion nicht verwenden mochten. Benutzer werden 16
Stunden nach ihrer Anmeldung bei Ablauf ihrer Authentifizierungs-Tokens abgemeldet.

Display Options
Updated: 2017-03-08 20:26:53 M5T

Current Sender ADMIN-DCA1-ADMA

Preferred Sender | ADMIM-DC1-ADMA ;l
Ul Inactimty Timeout |9[J[J

Matification Suppress All r

Apply Changes .

3. Klicken Sie Auf Anderungen Ubernehmen.

Die neue Einstellung hat keine Auswirkung auf die derzeit angemeldenen Benutzer. Benutzer missen sich
erneut anmelden oder ihre Browser aktualisieren, damit die neue Timeout-Einstellung wirksam wird.

Verwandte Informationen

"Funktionsweise von Single Sign-On"

"WVerwenden Sie ein Mandantenkonto"

Anzeigen von StorageGRID-Lizenzinformationen

Sie kdnnen die Lizenzinformationen fur Ihr StorageGRID-System anzeigen, z. B. die
maximale Storage-Kapazitat eines Grids, wann immer sie bendtigt werden.

Was Sie bendtigen

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

10


https://docs.netapp.com/de-de/storagegrid-115/tenant/index.html

Wenn ein Problem mit der Softwarelizenz fiir dieses StorageGRID-System vorliegt, enthalt das Bedienfeld
~oystemzustand“ auf dem Dashboard ein Symbol flr den Lizenzstatus und einen Link mit Lizenz. Die Nummer
gibt an, wie viele Probleme mit Lizenzen es gibt.

Dashboard
Health @
License
Schritt

Um die Lizenz anzuzeigen, fihren Sie einen der folgenden Schritte aus:
« Klicken Sie im Bedienfeld ,Systemzustand” des Dashboards auf das Symbol Lizenzstatus oder den Link
Lizenz. Dieser Link wird nur angezeigt, wenn ein Problem mit der Lizenz vorliegt.
* Wahlen Sie Wartung > System > Lizenz.

Die Lizenzseite wird angezeigt und enthalt die folgenden, schreibgeschuitzten Informationen zur aktuellen
Lizenz:

» StorageGRID System-ID. Hierbei handelt es sich um die eindeutige Identifikationsnummer fur diese
StorageGRID Installation

» Seriennummer der Lizenz

* Lizenzierte Storage-Kapazitat des Grid

» Enddatum der Softwarelizenz

» Enddatum des Support-Servicevertrags

* |Inhalt der Lizenztext-Datei

Bei Lizenzen, die vor StorageGRID 10.3 ausgestellt wurden, ist die lizenzierte Speicherkapazitat
nicht in der Lizenzdatei enthalten, und anstelle eines Werts wird eine Meldung ,Siehe
Lizenzvereinbarung“ angezeigt.

Die StorageGRID-Lizenzinformationen werden aktualisiert

Sie mussen die Lizenzinformationen fur Ihr StorageGRID-System jederzeit aktualisieren,
wenn sich die Bedingungen lhrer Lizenz andern. Sie missen beispielsweise die
Lizenzinformationen aktualisieren, wenn Sie zusatzliche Speicherkapazitat fur Ihr Grid
erwerben.

Was Sie bendtigen

11



« Sie mlssen Uber eine neue Lizenzdatei verfigen, um sich auf Ihr StorageGRID-System bewerben zu
konnen.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

» Sie missen Uber eine Passphrase fir die Bereitstellung verfigen.

Schritte
1. Wahlen Sie Wartung > System > Lizenz.

2. Geben Sie die Provisionierungs-Passphrase fur Ihr StorageGRID-System im Textfeld Provisioning-
Passphrase ein.

3. Klicken Sie Auf Durchsuchen.

4. Suchen Sie im Dialogfeld Offnen die neue Lizenzdatei, und wéhlen Sie sie aus (".txt'Und klicken Sie auf
Offnen.

Die neue Lizenzdatei wird validiert und angezeigt.

5. Klicken Sie Auf Speichern.

Verwenden der Grid-Management-API

Sie kdnnen Systemmanagementaufgaben mithilfe der Grid Management REST-API
anstelle der Grid Manager-Benutzeroberflache ausfuhren. Moglicherweise mochten Sie
beispielsweise die APl zur Automatisierung von Vorgangen verwenden oder mehrere
Einheiten, wie beispielsweise Benutzer, schneller erstellen.

Die Grid Management APl verwendet die Swagger Open-Source-API-Plattform. Swagger bietet eine intuitive
Benutzeroberflache, die es Entwicklern und nicht-Entwicklern ermdéglicht, mit der API Echtzeit-Operationen in
StorageGRID durchzufthren.

Allgemeine Ressourcen

Die Grid Management API bietet die folgenden Ressourcen auf oberster Ebene:

* /grid: Der Zugriff ist auf Grid Manager-Benutzer beschrankt und basiert auf den konfigurierten
Gruppenberechtigungen.

* /org: Der Zugriff ist auf Benutzer beschrankt, die zu einer lokalen oder féderierten LDAP-Gruppe fir ein
Mandantenkonto gehoéren. Details finden Sie in den Informationen zur Verwendung von Mandantenkonten.

* /private: Der Zugriff ist auf Grid Manager-Benutzer beschrankt und basiert auf den konfigurierten
Gruppenberechtigungen. Diese APIs sind nur zur internen Verwendung bestimmt und nicht 6ffentlich
dokumentiert. Diese APIs kénnen auch ohne vorherige Ankiindigung geandert werden.

Verwandte Informationen

"Verwenden Sie ein Mandantenkonto"
"Prometheus: Grundlagen der Abfrage"
Grid-Management-API-Vorgange

Die Grid Management API organisiert die verfugbaren API-Vorgange in die folgenden
Abschnitte.
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Accounts — Operationen flr das Management von Speicher-Mandantenkonten, einschliel3lich der
Erstellung neuer Konten und der Abruf der Speichernutzung fir ein bestimmtes Konto.

Alarms — Operationen zur Auflistung aktueller Alarme (Legacy-System) und zur Ausgabe von
Informationen Gber den Systemzustand des Rasters, einschlie3lich der aktuellen Warnungen und einer
Zusammenfassung der Knoten Verbindungsstatus.

Alarmverlauf — Betrieb bei gelésten Warnmeldungen.

Alarm-Empfanger — Betrieb bei Alarmbenachrichtigungen Empfanger (E-Mail).

Alert-rules — Operationen flir Alarmregeln.

Alarm-Stille — Operationen bei Alarmgerauschen.

Alerts — Betrieb bei Warnungen.

Audit — Operationen zur Auflistung und Aktualisierung der Audit-Konfiguration.

Auth — Operationen zur Authentifizierung der Benutzersitzung.

Die Grid Management API unterstutzt das Authentifizierungsschema fur das Inhabertoken. Zur Anmeldung
geben Sie im JSON-Text der Authentifizierungsanforderung einen Benutzernamen und ein Passwort an (d.
h. POST /api/v3/authorize). Wenn der Benutzer erfolgreich authentifiziert wurde, wird ein

Sicherheitstoken zurlickgegeben. Dieses Token muss in der Kopfzeile der nachfolgenden API-
Anforderungen ("Authorization: Bearer_Token_") angegeben werden.

Wenn Single Sign-On fir das StorageGRID-System aktiviert ist, miissen Sie zur

@ Authentifizierung verschiedene Schritte durchfihren. Weitere Informationen finden Sie unter
JAuthentifizierung bei aktivierter Einzelanmelde-Aktivierung bei der
API."

Informationen zur Verbesserung der Authentifizierungssicherheit finden Sie unter ,Protecting Against
Cross-Site Request Forgery".

Client-Zertifikate — Betrieb zum Konfigurieren von Client-Zertifikaten, sodass mit externen Monitoring-
Tools sicher auf StorageGRID zugegriffen werden kann.

Config — Operationen bezogen auf die Produktversion und Versionen der Grid Management API. Sie
kdnnen die Produktversion und die Hauptversionen der von dieser Version unterstitzten Grid Management
API auflisten und veraltete Versionen der API deaktivieren.

Deaktivierte Funktionen — Funktionen zum Anzeigen von Funktionen, die mdglicherweise deaktiviert
wurden.

dns-Server — Operationen, um konfigurierte externe DNS-Server aufzulisten und zu andern.
Endpunkt-Domain-Namen — Operationen zum Auflisten und Andern von Endpunkt-Domain-Namen.
Erasure-Coding — Operationen auf Erasure Coding-Profilen.

Erweiterung — Betrieb bei Erweiterung (Verfahrensebene).

Erweiterungsknoten — Betrieb auf Erweiterung (Knotenebene).

Erweiterungsstandorte — Betrieb auf Erweiterungsebene (Standort-Ebene).

Grid-Networks — Operationen zur Auflistung und Anderung der Grid-Netzwerkliste.
Grid-passwords — Operationen fir das Grid-Passwort-Management.

Groups — Operationen zur Verwaltung lokaler Grid-Administratorgruppen und zum Abrufen von
foderierten Grid-Administratorgruppen von einem externen LDAP-Server.
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* Identity-Source — Operationen, um eine externe ldentitatsquelle zu konfigurieren und foderierte Gruppen-
und Benutzerinformationen manuell zu synchronisieren.

¢ ilm — Operationen zum Information Lifecycle Management (ILM).
 Lizenz — Operationen zum Abrufen und Aktualisieren der StorageGRID-Lizenz.
* Logs — Operationen zum Sammeln und Herunterladen von Protokolldateien.

* Metriken — Betrieb auf StorageGRID-Kennzahlen einschlielich sofortiger metrischer Abfragen zu einem
einzelnen Zeitpunkt und metrischen Bereichsabfragen tber einen bestimmten Zeitraum. Die Grid
Management API verwendet das Prometheus Systems Monitoring Tool als Backend-Datenquelle.
Informationen zum Erstellen von Prometheus-Abfragen finden Sie auf der Prometheus-Website.

Metriken, die enthaltenprivate In ihren Namen sind nur fir den internen Gebrauch
@ bestimmt. Diese Kennzahlen kénnen sich ohne Anklindigung zwischen StorageGRID
Versionen andern.

* Node-Health — Operationen auf Node-Status.

* ntp-Server — Operationen zum Auflisten oder Aktualisieren von NTP-Servern (External Network Time
Protocol).

* Objects — Operationen an Objekten und Objektmetadaten.

* Recovery — Operationen fir den Wiederherstellungsvorgang.

* Recovery-Paket — Operationen, um das Recovery-Paket herunterzuladen.

* Regionen — Operationen zum Anzeigen und Erstellen von Regionen.

* s3-Object-Lock — Operationen auf globalen S3 Object Lock Einstellungen.

» Server-Zertifikat — Operationen zum Anzeigen und Aktualisieren von Grid Manager-Serverzertifikaten.
* snmp — Betrieb auf der aktuellen SNMP-Konfiguration.

» Verkehrsklassen — Operationen fiir Verkehrsklassifizierungen.

* UnTrusted-Client-Netzwerk — Operationen auf der nicht vertrauenswirdigen Client-Netzwerk-
Konfiguration.

* Benutzer — Operationen zum Anzeigen und Verwalten von Grid Manager-Benutzern.

API-Anforderungen werden ausgegeben

Die Swagger-Benutzeroberflache bietet vollstandige Details und Dokumentation fur jeden
API-Vorgang.

Was Sie bendétigen
» Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Alle API-Operationen, die Sie mit der API Docs Webseite durchfiihren, sind Live-Operationen.
Achten Sie darauf, dass Konfigurationsdaten oder andere Daten nicht versehentlich erstellt,
aktualisiert oder geloscht werden.

Schritte
1. Wahlen Sie in der Kopfzeile des Grid Managers die Option Hilfe > API-Dokumentation aus.
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2. Wahlen Sie den gewiinschten Vorgang aus.

Wenn Sie einen API-Vorgang erweitern, werden die verfiigbaren HTTP-Aktionen angezeigt, z. B. GET,
PUT, UPDATE und DELETE.

3. Wahlen Sie eine HTTP-Aktion aus, um die Anforderungsdetails anzuzeigen, einschlief3lich der Endpunk-
URL, einer Liste aller erforderlichen oder optionalen Parameter, einem Beispiel flir den Anforderungskoérper
(falls erforderlich) und den mdglichen Antworten.

groups Operations on groups v
GET /grid/groups Lists Grid Administrator Groups =
Parameters
Name Description
type
string filter by group type
(query)

Available values : local, federated

v |

limit
integer maximum number of results
(query)
: Default value - 25
marker
string marker-style pagination offset (value is Group's URN)
(query)
marker - marker-style pagination offset (value
includeMarker
Rooleen if set, the marker element is also returned
(query)
e
order
string pagination order (desc requires marker)
(query) =
Available values : asc, desc
v
Responses Response content type | application/json v I
Code Description
200
successfully retrieved
Example Value Model
"responseTime”: "2021-03-29T714:22:19.673Z",
"status®: "success”,
"apiversion®: "3.3",
"deprecated”: false,
"data”: [
{
"displayName”: "Developers”
Y rrrr o A o AT

4. Stellen Sie fest, ob fir die Anforderung zusatzliche Parameter erforderlich sind, z. B. eine Gruppe oder
eine Benutzer-ID. Dann erhalten Sie diese Werte. Sie missen moglicherweise zuerst eine andere API-
Anfrage stellen, um die Informationen zu erhalten, die Sie bendtigen.
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5. Bestimmen Sie, ob Sie den Text fir die Beispielanforderung andern muissen. In diesem Fall kénnen Sie auf
Modell klicken, um die Anforderungen fur jedes Feld zu erfahren.

Klicken Sie auf Probieren Sie es aus.
Geben Sie alle erforderlichen Parameter ein, oder andern Sie den Anforderungskorper nach Bedarf.
Klicken Sie Auf Ausfiihren.

© © N o

Uberpriifen Sie den Antwortcode, um festzustellen, ob die Anfrage erfolgreich war.

Die Grid Management API-Versionierung

Die Grid Management API verwendet Versionierung zur Unterstlitzung
unterbrechungsfreier Upgrades.

Diese Anforderungs-URL gibt beispielsweise Version 3 der API an.
https://hostname or ip address/api/v3/authorize

Die Hauptversion der Mandantenmanagement-AP| wird angestoRen, wenn Anderungen vorgenommen
werden, die mit alteren Versionen nicht kompatibel sind. Die Nebenversion der Mandantenmanagement-API
wird angestoRen, wenn Anderungen vorgenommen werden, dass kompatibel mit élteren Versionen sind. Zu
den kompatiblen Anderungen gehért das Hinzufligen neuer Endpunkte oder neuer Eigenschaften. Das
folgende Beispiel zeigt, wie die API-Version basierend auf dem Typ der vorgenommenen Anderungen
angestofRen wird.

Typ der Anderung in API Alte Version Neue Version
Kompatibel mit alteren Versionen 2.1 2.2

Nicht kompatibel mit alteren 2.1 3.0

Versionen

Wenn Sie die StorageGRID-Software zum ersten Mal installieren, ist nur die neueste Version der Grid-
Management-API aktiviert. Wenn Sie jedoch ein Upgrade auf eine neue Funktionsversion von StorageGRID
durchfuhren, haben Sie weiterhin Zugriff auf die altere API-Version fur mindestens eine StorageGRID-
Funktionsversion.

Sie kénnen die Grid Management AP| verwenden, um die unterstiitzten Versionen zu

@ konfigurieren. Weitere Informationen finden Sie im Abschnitt ,config" der Dokumentation der
Swagger API. Sie sollten die Unterstitzung fur die altere Version deaktivieren, nachdem Sie alle
Grid Management API-Clients aktualisiert haben, um die neuere Version zu verwenden.

Veraltete Anfragen werden wie folgt als veraltet markiert:

» Der Antwortkopf ist "Deprecated: True"
* Der JSON-Antwortkorper enthalt ,veraltet“: Wahr

* Eine veraltete Warnung wird nms.log hinzugefligt. Beispiel:

Received call to deprecated vl API at POST "/api/vl/authorize"
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Ermitteln, welche API-Versionen in der aktuellen Version unterstiitzt werden

Verwenden Sie die folgende API-Anforderung, um eine Liste der unterstitzten API-Hauptversionen
anzuzeigen:

GET https://{{IP-Address}}/api/versions
{

"responseTime": "2019-01-10T20:41:00.845z2",
"status": "success",
"apiVersion": "3.0",
"data": [
2,
3

Angeben einer API-Version fiir eine Anforderung

Sie kénnen die API-Version mithilfe eines Pfadparameters angeben (/api/v3) Oder eine Kopfzeile (Api-
Version: 3). Wenn Sie beide Werte angeben, Uberschreibt der Kopfzeilenwert den Pfadwert.

curl https://[IP-Address]/api/v3/grid/accounts

curl -H "Api-Version: 3" https://[IP-Address]/api/grid/accounts

Schutz vor standortiibergreifenden Anfrageschmieden (CSRF)

Sie kdnnen mithilfe von CSRF-Tokens die Authentifizierung verbessern, die Cookies
verwendet, um Angriffe auf Cross-Site Request Forgery (CSRF) gegen StorageGRID zu
schitzen. Grid Manager und Tenant Manager aktivieren diese Sicherheitsfunktion
automatisch; andere API-Clients kdnnen wahlen, ob sie aktiviert werden sollen, wenn sie
sich anmelden.

Ein Angreifer, der eine Anfrage an eine andere Website auslésen kann (z. B. mit einem HTTP-
FORMULARPOST), kann dazu fuhren, dass bestimmte Anfragen mithilfe der Cookies des angemelten
Benutzers erstellt werden.

StorageGRID schiitzt mit CSRF-Tokens vor CSRF-Angriffen. Wenn diese Option aktiviert ist, muss der Inhalt

eines bestimmten Cookies mit dem Inhalt eines bestimmten Kopfes oder eines bestimmten POST-Body-
Parameters Ubereinstimmen.

Um die Funktion zu aktivieren, stellen Sie die ein csrfToken Parameter an true Wahrend der
Authentifizierung. Die Standardeinstellung lautet false.
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curl -X POST --header "Content-Type: application/json" --header "Accept:
application/json" -d "{

\"username\": \"MyUserName\",
\"password\": \"MyPassword\",
\"cookie\": true,
\"csrfToken\": true

}" "https://example.com/api/v3/authorize"

Wenn wahr, A GridCsrfToken Cookies werden mit einem zufalligen Wert fiir die Anmeldung bei Grid
Manager und dem gesetzt AccountCsrfToken Cookie wird mit einem zufalligen Wert fur die Anmeldung bei
Tenant Manager gesetzt.

Wenn das Cookie vorhanden ist, missen alle Anforderungen, die den Status des Systems (POST, PUT,
PATCH, DELETE) andern kénnen, eine der folgenden Optionen enthalten:

* Der Xx-Csrf-Token Kopfzeile, wobei der Wert der Kopfzeile auf den Wert des CSRF-Token-Cookies
gesetzt ist.
* Fur Endpunkte, die einen formcodierten Kérper annehmen: A csrfToken Formularkodierung fir den

Anforderungskorperparameter.

Weitere Beispiele und Details finden Sie in der Online-API-Dokumentation.

Anforderungen, die tber ein CSRF-Token-Cookie-Set verfigen, werden auch die durchsetzen
"Content-Type: application/json" Kopfzeile fur jede Anfrage, die einen JSON-
Anforderungskorper als zusatzlichen Schutz gegen CSRF-Angriffe erwartet.

Verwenden der API, wenn Single Sign-On aktiviert ist

Wenn Single Sign-On (SSO) fur Ihr StorageGRID-System aktiviert wurde, konnen Sie
sich nicht mit den Standard-Authenticate-API-Anforderungen bei der Grid-Management-
API oder der Mandantenmanagement-API anmelden und diese abzeichnen.

Melden Sie sich an der API an, wenn Single Sign-On aktiviert ist

Wenn Single Sign-On (SSO) aktiviert ist, miissen Sie eine Reihe von API-Anforderungen ausstellen, um ein
Authentifizierungs-Token von AD FS zu erhalten, das fur die Grid Management API oder die
Mandantenmanagement-API giiltig ist.

Was Sie bendtigen

» Sie kennen den SSO-Benutzernamen und das Passwort fiir einen foderierten Benutzer, der einer
StorageGRID-Benutzergruppe angehort.

» Wenn Sie auf die Mandanten-Management-API zugreifen méchten, kennen Sie die Mandanten-Account-
ID.

Uber diese Aufgabe
Um ein Authentifizierungs-Token zu erhalten, kdnnen Sie eines der folgenden Beispiele verwenden:

* Der storagegrid-ssoauth.py Python-Skript, das sich im Verzeichnis der Installationsdateien von
StorageGRID befindet (. /rpms Fir Red hat Enterprise Linux oder CentOS, . /debs Fur Ubuntu oder

18



Debian, und . /vsphere FUr VMware).

* Ein Beispielworkflow von Curl-Anforderungen.

Der Curl-Workflow kann sich aushalten, wenn Sie ihn zu langsam ausfiihren. Mdglicherweise wird der
Fehler angezeigt: Eine guiltige SubjectConfirmation wurde bei dieser Antwort nicht gefunden.

@ Der Beispiel-Curl-Workflow schiitzt das Passwort nicht vor der Sicht anderer Benutzer.

Falls Sie ein Problem mit der URL-Codierung haben, sehen Sie mdglicherweise den Fehler: Nicht unterstitzte
SAML-Version.

Schritte
1. Wahlen Sie eine der folgenden Methoden aus, um ein Authentifizierungs-Token zu erhalten:

° Verwenden Sie die storagegrid-ssoauth.py Python-Skript Fahren Sie mit Schritt 2 fort.
> Verwenden Sie Curl-Anforderungen. Fahren Sie mit Schritt 3 fort.
2. Wenn Sie den verwenden méchten storagegrid-ssoauth.py Skript, bergeben Sie das Skript an den
Python-Interpreter und flihren Sie das Skript aus.

Geben Sie bei der entsprechenden Aufforderung Werte fiir die folgenden Argumente ein:

o Der SSO-Benutzername
o Die Domane, in der StorageGRID installiert ist
> Die Adresse fur StorageGRID

o Wenn Sie auf die Mandantenmanagement-API| zugreifen mdchten, geben Sie die
Mandantenkontokennung ein.

python3 ftmp/storagegrid-ssoauth.py
saml_user: my-sso0-username
saml_domain: my-domain
sg_address: storagegrid.example.com
tenant_account_id: 12345

- 1 - -
Enter the user's SAML password:
FEFFFFFFFIFFIETFFIFFIFIFFFETFFEFTIFIIFEFITEFEEIFEIFEFITEFTFIFFIFFEFEFIFEFIEFIEF T E I EE T T ETEE

EFFXEFXXEFIFFFETFIFFFXTFIFFFTFIFTFIFTFIFTFIFTFIFTFFITFIFTFFEFIEFFEFIEFFEFXEFFEFXEFFEFXEFFESE

StorageGRID Auth Token: sbeboybf-21f6-40by-afob-scboacfbager

Das StorageGRID-Autorisierungs-Token wird in der Ausgabe bereitgestellt. Sie kbnnen das Token jetzt
auch fur andere Anforderungen verwenden. Dies entspricht der Verwendung der API, wenn SSO nicht
verwendet wurde.

3. Wenn Sie Curl-Anforderungen verwenden méchten, gehen Sie wie folgt vor.

a. Deklarieren der Variablen, die fur die Anmeldung erforderlich sind.
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export SAMLUSER='my-sso-username'

export SAMLPASSWORD='my-password'

export SAMLDOMAIN='my-domain'

export TENANTACCOUNTID='12345'

export STORAGEGRID ADDRESS='storagegrid.example.com'
export AD FS ADDRESS='adfs.example.com'

@ Um auf die Grid Management API zuzugreifen, verwenden Sie 0 als
TENANTACCOUNTID.

b. Um eine signierte Authentifizierungs-URL zu erhalten, senden Sie eine POST-Anfrage an
/api/v3/authorize-saml, Und entfernen Sie die zusatzliche JSON-Kodierung aus der Antwort.

Dieses Beispiel zeigt eine POST-Anforderung fir eine signierte Authentifizierungs-URL flr
TENANTACCOUNTID. Die Ergebnisse werden an Python -m json.Tool Gbergeben, um die JSON-
Codierung zu entfernen.

curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json"™ -H "Content-Type: application/json"

--data "{\"accountId\": \"STENANTACCOUNTID\"}" | python -m

json.tool

Die Antwort flr dieses Beispiel enthalt eine signierte URL, die URL-codiert ist, aber nicht die
zusatzliche JSON-Kodierungsschicht enthalt.

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHLbsIWEEVS$2FJTuv7. ..
sS1%2BfQ33cviwA%3D&RelayState=12345",

"responseTime": "2018-11-06T16:30:23.3552",

"status": "success"

C. Speichern Sie die SAMLRequest Aus der Antwort zur Verwendung in nachfolgenden Befehlen.
export SAMLREQUEST='fZHLbsIWEEV$2FJTuv7...sS1%2BfQ33cviwA%3D"
d. Rufen Sie eine vollstandige URL ab, die die Client-Anforderungs-ID aus AD FS enthalt.

Eine Mdglichkeit besteht darin, das Anmeldeformular Gber die URL der vorherigen Antwort
anzufordern.
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curl
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID" | grep 'form method="post" id="loginForm"'

Die Antwort umfasst die Client-Anforderungs-ID:

<form method="post" id="loginForm" autocomplete="off"
novalidate="novalidate" onKeyPress="if (event && event.keyCode == 13)
Login.submitLoginRequest () ;" action="/adfs/1ls/?
SAMLRequest=fZHRToMwFIZfhb...UJikvo77sXPw%3D%3D&RelayState=12345&clie
nt-request-i1d=00000000-0000-0000-ee02-0080000000de" >

e. Speichern Sie die Client-Anforderungs-ID aus der Antwort.

export SAMLREQUESTID='00000000-0000-0000-ee02-0080000000de"

f. Senden Sie lhre Zugangsdaten an die Formularaktion aus der vorherigen Antwort.

curl -X POST
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

-—-data
"UserName=$SAMLUSERQ@RSSAMLDOMAIN&Password=$SSAMLPASSWORD&AuthMethod=For
msAuthentication" --include

AD FS gibt eine Umleitung 302 mit zusatzlichen Informationen in den Kopfzeilen zurlick.

@ Wenn Multi-Faktor-Authentifizierung (MFA) fir Thr SSO-System aktiviert ist, enthalt der
Formularpost auch das zweite Passwort oder andere Anmeldedaten.

HTTP/1.1 302 Found

Content-Length: 0

Content-Type: text/html; charset=utf-8

Location:
https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHRTOMwFIZfhb...UJikvo
77sXPw%3D%3D&RelayState=12345&client-request-1d=00000000-0000-0000-
ee02-0080000000de

Set-Cookie: MSISAuth=AAEAADAVSHpXk6ApV...pmPO0aEiNtJvWY=; path=/adfs;
HttpOnly; Secure

Date: Tue, 06 Nov 2018 16:55:05 GMT
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g. Speichern Sie die MS1SAuth Cookie aus der Antwort.

export MSISAuth='AAEAADAvsHpXk6ApV...pmPOaEiNtJvWY="

h. Senden Sie eine GET-Anfrage an den angegebenen Ort mit den Cookies aus dem
AUTHENTIFIZIERUNGPOST.

curl
"https://$AD _FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
$TENANTACCOUNTID&Client—request—id=$SAMLREQUESTID" \

-—cookie "MSISAuth=$MSISAuth" --include

Die Antwortheader enthalten AD FS-Sitzungsdaten fur die spatere Abmeldung, und der Antwortkoérper
enthalt die SAMLResponse in einem verborgenen Formularfeld.

HTTP/1.1 200 OK

Cache-Control: no-cache,no-store

Pragma: no-cache

Content-Length: 5665

Content-Type: text/html; charset=utf-8

Expires: -1

Server: Microsoft-HTTPAPI/2.0

P3P: ADFS doesn't have P3P policy, please contact your site's admin
for more details

Set-Cookie:
SamlSession=a3dpbnRlcnMtUHIpbWFyeS1BZGlpbi0xNzgmRmFsc2Umcng4NnJDZmEKV
XEFxVWx3bk11MnFuUSUzZCUzZCYmJIiYmXzE3MjAyZTASLThmMDgtNDRkZC04Yzg5LTQ3ND
UxYzA37ZjkzYw==; path=/adfs; HttpOnly; Secure

Set-Cookie: MSISAuthenticated=MTEvNy8yMDE4IDQ6MzI6NTkgUEO=;
path=/adfs; HttpOnly; Secure

Set-Cookie: MSISLoopDetectionCookie=MjAxOCOxMSOwNzoxNjozMjolOVpcMQ==;
path=/adfs; HttpOnly; Secure

Date: Wed, 07 Nov 2018 16:32:59 GMT

<form method="POST" name="hiddenform"
action="https://storagegrid.example.com:443/api/saml-response">

<input type="hidden" name="SAMLResponse"
value="PHNhbWxw0O1J1c3BvbnN. ..lscDpSzZXNwb25z72T4=" /><input
type="hidden" name="RelayState" value="12345" />

i. Speichern Sie die SAMLResponse Aus dem ausgeblendeten Feld:



export SAMLResponse='PHNhbWxwOlJ1lc3BvbnN. ..lscDpSZXNwb25z72T4="

j- Verwenden des gespeicherten SAMLResponse, Erstellen Sie eine StorageGRID/api/saml-
response Anforderung zum Generieren eines StorageGRID-Authentifizierungs-Tokens

Fir RelayState, Verwenden Sie die Mandanten-Konto-ID oder verwenden Sie 0, wenn Sie sich bei
der Grid Management-API anmelden mochten.

curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json™ \
--data-urlencode "SAMLResponse=S$SAMLResponse" \
--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

Die Antwort umfasst das Authentifizierungs-Token.

"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. Speichern Sie das Authentifizierungs-Token in der Antwort als MYTOKEN.
export MYTOKEN="56eb07bf-21f6-40b7-af0b-5c6cacfb25e7"

Jetzt kbnnen Sie verwenden MYTOKEN Fur andere Anfragen, ahnlich wie Sie die APl verwenden
wurden, wenn SSO nicht verwendet wurde.

Wenn Single Sign-On aktiviert ist, wird die APl von der API absigniert

Wenn Single Sign-On (SSO) aktiviert ist, missen Sie eine Reihe von API-Anforderungen zum Abzeichnen der
Grid Management API oder der Mandantenmanagement-API ausstellen.

Uber diese Aufgabe

Bei Bedarf kdnnen Sie sich einfach von der StorageGRID-API abmelden, indem Sie sich einfach von der Seite
Ihres Unternehmens abmelden. Alternativ kbnnen Sie einzelne Abmeldungen (SLO) von StorageGRID
ausldsen, was ein giltiges StorageGRID-Ubertrager-Token erfordert.

Schritte

1. Um eine signierte Abmeldeanforderung zu erstellen, Gibergeben cookie "sso=true" Zur SLO-API:
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2.

3.

4.
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curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--cookie "sso=true" \

| python -m json.tool

Es wird eine Abmeldung-URL zurtickgegeben:

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/ls/?SAMLRequest=fZDNboMwEIRfhZ...HcQ%3D%3
p",

"responseTime": "2018-11-20T22:20:30.839z2",

"status": "success"

Speichern Sie die Abmeldung-URL.

export
LOGOUT REQUEST='https://adfs.example.com/adfs/1ls/?SAMLRequest=£fZDNboMwETI
RfhZ...HcQ%3D%3D'

Senden Sie eine Anfrage an die Logout-URL, um SLO auszulésen und zu StorageGRID zurilickzukehren.

curl --include "SLOGOUT REQUEST"

Die Antwort 302 wird zuriickgegeben. Der Umleitungsort gilt nicht fiir die nur-API-Abmeldung.

HTTP/1.1 302 Found

Location: https://$STORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwV0o7ss%...%23rsa-sha256

Set-Cookie: MSISSignoutProtocol=U2FtbA==; expires=Tue, 20 Nov 2018
22:35:03 GMT; path=/adfs; HttpOnly; Secure

Loschen Sie das StorageGRID-Ubertrager-Token.

Das Loschen des StorageGRID-Inhabertoken funktioniert auf die gleiche Weise wie ohne SSO. Wenn
cookie "sso=true" Wird nicht angegeben, wird der Benutzer von StorageGRID abgemeldet, ohne
dass der SSO-Status beeintrachtigt wird.



curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize™ \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

-—-include

A 204 No Content Die Antwort zeigt an, dass der Benutzer jetzt abgemeldet ist.

HTTP/1.1 204 No Content

StorageGRID-Sicherheitszertifikate werden verwendet

Sicherheitszertifikate sind kleine Datendateien, die zur Erstellung sicherer,
vertrauenswurdiger Verbindungen zwischen StorageGRID-Komponenten und zwischen
StorageGRID-Komponenten und externen Systemen verwendet werden.

StorageGRID verwendet zwei Arten von Sicherheitszertifikaten:

» Serverzertifikate sind erforderlich, wenn Sie HTTPS-Verbindungen verwenden. Serverzertifikate werden
verwendet, um sichere Verbindungen zwischen Clients und Servern herzustellen, die Identitat eines
Servers bei seinen Clients zu authentifizieren und einen sicheren Kommunikationspfad flir Daten
bereitzustellen. Der Server und der Client verfiigen jeweils Uber eine Kopie des Zertifikats.

» Clientzertifikate authentifizieren eine Client- oder Benutzeridentitat auf dem Server und bieten eine
sicherere Authentifizierung als Passworter allein. Clientzertifikate verschlisseln keine Daten.

Wenn ein Client Gber HTTPS eine Verbindung zum Server herstellt, antwortet der Server mit dem
Serverzertifikat, das einen 6ffentlichen Schlissel enthalt. Der Client Gberprift dieses Zertifikat, indem er die
Serversignatur mit der Signatur seiner Kopie des Zertifikats vergleicht. Wenn die Signaturen Gbereinstimmen,
startet der Client eine Sitzung mit dem Server, der denselben 6ffentlichen Schllissel verwendet.

StorageGRID-Funktionen wie der Server fir einige Verbindungen (z. B. den Endpunkt des Load Balancer)
oder als Client fir andere Verbindungen (z. B. den CloudMirror-Replikationsdienst).

Eine externe Zertifizierungsstelle (CA) kann benutzerdefinierte Zertifikate ausstellen, die vollstandig den
Informationssicherheitsrichtlinien lhres Unternehmens entsprechen. StorageGRID umfasst auRerdem eine
integrierte Zertifizierungsstelle (Certificate Authority, CA), die wahrend der Systeminstallation interne CA-
Zertifikate generiert. Diese internen CA-Zertifikate werden standardmafig zum Schutz des internen
StorageGRID-Datenverkehrs verwendet. Obwohl Sie die internen CA-Zertifikate fur eine nicht-
Produktionsumgebungen verwenden kdénnen, empfiehlt es sich, benutzerdefinierte Zertifikate zu verwenden,
die von einer externen Zertifizierungsstelle signiert sind. Ungesicherte Verbindungen ohne Zertifikat werden
ebenfalls unterstitzt, werden jedoch nicht empfohlen.

* Benutzerdefinierte CA-Zertifikate entfernen die internen Zertifikate nicht. Die benutzerdefinierten Zertifikate
sollten jedoch die fir die Uberpriifung der Serververbindungen angegebenen Zertifikate sein.

* Alle benutzerdefinierten Zertifikate miissen den Richtlinien zur Systemhartung fir Serverzertifikate
entsprechen.

"Systemhartung"
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« StorageGRID unterstutzt das Blindeln von Zertifikaten aus einer Zertifizierungsstelle in einer einzelnen
Datei (Bundle als CA-Zertifikat).

StorageGRID enthalt auch CA-Zertifikate flr das Betriebssystem, die in allen Grids identisch

@ sind. Stellen Sie in Produktionsumgebungen sicher, dass Sie ein benutzerdefiniertes Zertifikat
angeben, das von einer externen Zertifizierungsstelle anstelle des CA-Zertifikats des
Betriebssystems signiert wurde.

Varianten der Server- und Client-Zertifikatstypen werden auf verschiedene Weise implementiert. Vor der
Konfiguration des Systems sollten Sie alle erforderlichen Zertifikate fur Ihre spezifische StorageGRID-
Konfiguration bereithaben.

Zertifikat Zertifikatstyp Beschreibung Speicherort fiir die Details
Navigation
Administrator-Client- Client Wird auf jedem Konfiguration > "Administrator-
Zertifikat Client installiert, Zugangskontrolle > Client-Zertifikate
sodass Client-Zertifikate werden konfiguriert"

StorageGRID den
externen Client-
Zugriff
authentifizieren
kann.

* Ermdglicht
autorisierten
externen Clients
den Zugriff auf
die
StorageGRID
Prometheus-
Datenbank.

* Ermdglicht die
sichere
Uberwachung
von
StorageGRID
mit externen
Tools.
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Zertifikat Zertifikatstyp
Zertifikat far Server
Identitatsfoderation

SSO-Zertifikat Server

(Single Sign On)

KMS-Zertifikat (Key Server und Client
Management
Server)

Beschreibung

Authentifiziert die
Verbindung
zwischen
StorageGRID und
einem externen
Active Directory-,
OpenLDAP- oder
Oracle Directory-
Server.wird fur die
Identitatsfoderation
verwendet, sodass
Administratorgruppe
n und Benutzer von
einem externen
System gemanagt
werden kdénnen.

Authentifiziert die
Verbindung
zwischen Active
Directory Federation
Services (AD FS)
und StorageGRID,
die fir SSO-
Anfragen (Single
Sign On) verwendet
werden.

Authentifiziert die
Verbindung
zwischen
StorageGRID und
einem externen
Verschlisselungsma
nagement-Server
(KMS), der
Verschlisselungssc
hlissel fur die
StorageGRID
Appliance-Nodes
bereitstellt.

Speicherort fiir die Details
Navigation

Konfiguration > "ldentitatsféderation
Zugangskontrolle > verwenden"
Identitatsfoderatio

n

Konfiguration > "Konfigurieren der
Zugangskontrolle > Single Sign-On-
Single Sign-On Konfiguration"

Konfiguration >
Systemeinstellung

"Hinzufligen eines
Verschlusselungsma

en > nagement-Servers
Schliisselverwaltu (KMS)"
ngsserver
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Zertifikat

Zertifikat fur eine E-

Mail-
Benachrichtigung
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Zertifikatstyp

Server und Client

Beschreibung Speicherort fiir die

Navigation
Authentifiziert die Alarme > E-Mail-
Verbindung Einrichtung

zwischen einem
SMTP-E-Mail-Server
und StorageGRID,
die flr
Benachrichtigungen
verwendet werden.

* Wenn die
Kommunikation
mit dem SMTP-
Server TLS
(Transport Layer
Security)
erfordert,
mussen Sie das
CA-Zertifikat fur
den E-Mail-
Server angeben.

* Geben Sie ein
Clientzertifikat
nur an, wenn fur
den SMTP-E-
Mail-Server
Clientzertifikate
zur
Authentifizierung
erforderlich sind.

Details

"Monitor
Fehlerbehebung"


https://docs.netapp.com/de-de/storagegrid-115/monitor/index.html
https://docs.netapp.com/de-de/storagegrid-115/monitor/index.html

Zertifikat

Endpunkt-Zertifikat
fir Load Balancer

Zertifikatstyp

Server

Beschreibung

Authentifiziert die
Verbindung
zwischen S3- oder
Swift-Clients und
dem StorageGRID
Load Balancer-
Service auf
Gateway-Nodes
oder Admin-Nodes.
Sie laden ein Load
Balancer-Zertifikat
hoch oder
generieren ein Load
Balancer-Zertifikat,
wenn Sie einen
Load Balancer-
Endpunkt
konfigurieren.Client-
Anwendungen
verwenden das
Load Balancer-
Zertifikat bei der
Verbindung zu
StorageGRID zum
Speichern und
Abrufen von
Objektdaten.

Hinweis: das Load
Balancer-Zertifikat
ist das am
haufigsten
verwendete
Zertifikat wahrend
des normalen
StorageGRID-
Betriebs.

Speicherort fiir die Details

Navigation

Konfiguration >
Netzwerkeinstellun
gen > Load
Balancer
Endpoints

« "Konfigurieren
von Load
Balancer-
Endpunkten”

 Erstellen eines
Endpunkts fir
den Load
Balancer flr
FabricPool

"Konfigurieren
Sie
StorageGRID fir
FabricPool"
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Zertifikat Zertifikatstyp

Zertifikat FUr Den
Management
Interface Server

Server

Endpunkt-Zertifikat
fur Cloud Storage
Pool

Server

Endpoint-Zertifikat  Server
fur Plattform-

Services
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Beschreibung

Authentifiziert die
Verbindung
zwischen Client-
Webbrowsern und
der StorageGRID-
Managementoberfla
che, sodass
Benutzer ohne
Sicherheitswarnung
en auf Grid-Manager
und
Mandantenmanager
zugreifen kdnnen.

Dieses Zertifikat
authentifiziert auch
Grid Management-
API- und
Mandantenmanage
ment-API-
Verbindungen.

Sie kdnnen das
interne CA-Zertifikat
verwenden oder ein
benutzerdefiniertes
Zertifikat hochladen.

Authentifiziert die
Verbindung vom
StorageGRID Cloud
Storage Pool an
einem externen
Storage-Standort (z.
B. S3 Glacier oder
Microsoft Azure Blob
Storage). Fur jeden
Cloud-Provider-Typ
ist ein anderes
Zertifikat
erforderlich.

Authentifiziert die
Verbindung vom
StorageGRID
Plattform-Service zu
einer S3-Storage-
Ressource.

Speicherort fiir die Details
Navigation

» "Serverzertifikat
e werden
konfiguriert"

Konfiguration >
Netzwerkeinstellun
gen >

Serverzertifikate " S
+ "Konfigurieren

eines
benutzerdefiniert
en
Serverzertifikats
fur den Grid
Manager und
den Tenant
Manager"

ILM >
Speicherpools

"Objektmanagement
mit ILM"

"Verwenden Sie ein
Mandantenkonto"

Tenant Manager >
STORAGE (S3) >
Plattform-Services-
Endpunkte


https://docs.netapp.com/de-de/storagegrid-115/ilm/index.html
https://docs.netapp.com/de-de/storagegrid-115/ilm/index.html
https://docs.netapp.com/de-de/storagegrid-115/tenant/index.html
https://docs.netapp.com/de-de/storagegrid-115/tenant/index.html

Zertifikat Zertifikatstyp Beschreibung Speicherort fiir die Details

Navigation
Endpoint Server- Server Authentifiziert Konfiguration > "Konfigurieren eines
Zertifikat fir den sichere S3- oder Netzwerkeinstellun benutzerdefinierten
Objekt-Storage-API- Swift-Client- gen > Load Serverzertifikats fur
Service Verbindungen mit Balancer Verbindungen mit
dem LDR-Service Endpoints dem Speicherknoten
(Local Distribution oder dem CLB-
Router) auf einem Dienst"

Storage-Node oder
zum veralteten
Connection Load
Balancer (CLB)-
Service auf einem
Gateway-Node.

Beispiel 1: Load Balancer Service

In diesem Beispiel fungiert StorageGRID als Server.

1.

Sie konfigurieren einen Load Balancer-Endpunkt und laden ein Serverzertifikat in StorageGRID hoch oder
erstellen.

Sie konfigurieren eine S3- oder Swift-Client-Verbindung zum Endpunkt des Load Balancer und laden
dasselbe Zertifikat auf den Client hoch.

. Wenn der Client Daten speichern oder abrufen méchte, stellt er ber HTTPS eine Verbindung zum Load

Balancer-Endpunkt her.

. StorageGRID antwortet mit dem Serverzertifikat, das einen 6ffentlichen Schlissel enthalt, und mit einer

Signatur auf Grundlage des privaten Schllssels.

Der Client Uberprift dieses Zertifikat, indem er die Serversignatur mit der Signatur seiner Kopie des
Zertifikats vergleicht. Wenn die Signaturen Ubereinstimmen, startet der Client eine Sitzung mit demselben
offentlichen Schlissel.

Der Client sendet Objektdaten an StorageGRID.

Beispiel 2: Externer KMS (Key Management Server)

In diesem Beispiel fungiert StorageGRID als Client.

1.

Mithilfe der Software flr den externen Verschllisselungsmanagement-Server konfigurieren Sie
StorageGRID als KMS-Client und erhalten ein von einer Zertifizierungsstelle signiertes Serverzertifikat, ein
offentliches Clientzertifikat und den privaten Schlussel fiir das Clientzertifikat.

Mit dem Grid Manager konfigurieren Sie einen KMS-Server und laden die Server- und Client-Zertifikate
sowie den privaten Client-Schliissel hoch.

Wenn ein StorageGRID-Node einen Verschlisselungsschlissel bendtigt, fordert er den KMS-Server an,
der Daten des Zertifikats enthalt und eine auf dem privaten Schlissel basierende Signatur.

Der KMS-Server validiert die Zertifikatsignatur und entscheidet, dass er StorageGRID vertrauen kann.

5. Der KMS-Server antwortet Gber die validierte Verbindung.
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Kontrolle des Administratorzugriffs auf StorageGRID

Sie kdnnen den Administratorzugriff auf das StorageGRID-System steuern, indem Sie
Firewall-Ports 6ffnen oder schlielRen, Administratorgruppen und Benutzer verwalten, SSO
konfigurieren und Client-Zertifikate fur den sicheren externen Zugriff auf StorageGRID-
Metriken bereitstellen.

+ "Zugriffskontrolle durch Firewalls"

* "ldentitatsfoderation verwenden"

« "Verwalten von Admin-Gruppen"

» "Verwalten von lokalen Benutzern"

* "Verwenden von Single Sign On (SSO) fir StorageGRID"

+ "Administrator-Client-Zertifikate werden konfiguriert"

Zugriffskontrolle durch Firewalls

Wenn Sie den Zugriff Uber Firewalls steuern mochten, 6ffnen oder schlielRen Sie
bestimmte Ports an der externen Firewall.

Kontrolle des Zugriffs an der externen Firewall

Sie kénnen den Zugriff auf die Benutzeroberflachen und APls auf StorageGRID-Administratorknoten steuern,
indem Sie bestimmte Ports an der externen Firewall 6ffnen oder schliel3en. Beispielsweise mochten Sie
verhindern, dass Mandanten sich an der Firewall mit dem Grid Manager verbinden kénnen, und zwar
zusatzlich Uber andere Methoden zur Steuerung des Systemzugriffs.

Port Beschreibung Port offen...
443 Standard-HTTPS-Port fir Webbrowser und Management-API-Clients kénnen
Admin-Nodes auf den Grid Manager, die Grid Management API, den

Mandanten-Manager und die Mandanten-
Management-API zugreifen.

Hinweis: Port 443 wird auch flir einen internen
Verkehr genutzt.

8443 Eingeschrankter Grid » Webbrowser und Management-API-Clients
Manager-Port an Admin- kénnen mithilfe von HTTPS auf den Grid Manager
Nodes und die Grid Management API zugreifen.

* Webbrowser und Management-API-Clients
kénnen nicht auf den Mandanten-Manager oder
die Mandanten-Management-API zugreifen.

» Anfragen nach internen Inhalten werden
abgelehnt.
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Port Beschreibung Port offen...

9443 Eingeschrankter » Webbrowser und Management-API-Clients
Mandantenmanager-Port kénnen mithilfe von HTTPS auf den Mandanten-
an Admin-Nodes Manager und die Mandanten-Management-API

zugreifen.

» Webbrowser und Management-API-Clients
koénnen nicht auf den Grid Manager oder die Grid
Management API zugreifen.

» Anfragen nach internen Inhalten werden
abgelehnt.

Single Sign-On (SSO) ist auf den Ports Restricted Grid Manager oder Tenant Manager nicht
verfugbar. Sie missen den Standard-HTTPS-Port (443) verwenden, wenn Benutzer sich mit
Single Sign-On authentifizieren méchten.

Verwandte Informationen

"Melden Sie sich beim Grid Manager an"

"Erstellen eines Mandantenkontos, wenn StorageGRID kein SSO verwendet"
"Zusammenfassung: IP-Adressen und Ports fur Client-Verbindungen"
"Verwalten von nicht vertrauenswirdigen Client-Netzwerken"

"Installieren Sie Ubuntu oder Debian"

"VMware installieren”

"Installieren Sie Red hat Enterprise Linux oder CentOS"

Identitatsfoderation verwenden

Durch die Verwendung von Identity Federation lassen sich Gruppen und Benutzer
schneller einrichten, und Benutzer konnen sich mithilfe vertrauter Anmeldedaten bei
StorageGRID anmelden.

Identitatsfoderation wird konfiguriert

Sie kdnnen einen Identitatsverbund konfigurieren, wenn Administratorgruppen und Benutzer in einem anderen
System wie Active Directory, OpenLDAP oder Oracle Directory Server verwaltet werden sollen.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

* Wenn Sie Single Sign-On (SSO) aktivieren méchten, missen Sie Active Directory als foderierte
Identitdtsquelle und AD FS als Identitats-Provider verwenden. Siehe ,Anforderungen fiir die
Verwendung von Single Sign-0On."

+ Sie missen Active Directory, OpenLDAP oder Oracle Directory Server als Identitats-Provider verwenden.
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@ Wenn Sie einen nicht aufgeflihrten LDAP v3-Dienst verwenden mochten, missen Sie sich
an den technischen Support wenden.

* Wenn Sie Transport Layer Security (TLS) flr die Kommunikation mit dem LDAP-Server verwenden
mochten, muss der Identitats-Provider TLS 1.2 oder 1.3 verwenden.

Uber diese Aufgabe

Sie mussen eine |dentitatsquelle fir den Grid Manager konfigurieren, wenn Sie die folgenden Typen von
foderierten Gruppen importieren moéchten:

* Verwaltungsgruppen. Die Benutzer in Admin-Gruppen kdnnen sich beim Grid Manager anmelden und
anhand der Verwaltungsberechtigungen, die der Gruppe zugewiesen sind, Aufgaben ausflihren.

* Mandanten-Benutzergruppen fir Mandanten, die ihre eigene Identitatsquelle nicht verwenden Benutzer in
Mandantengruppen konnen sich beim Mandanten-Manager anmelden und Aufgaben ausfiihren, basierend
auf den Berechtigungen, die der Gruppe im Mandanten-Manager zugewiesen sind.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Identitatsfoderation.

2. Wahlen Sie Identitatsfoderation aktivieren.
Die Felder zum Konfigurieren des LDAP-Servers werden angezeigt.

3. Wahlen Sie im Abschnitt LDAP-Servicetyp den Typ des LDAP-Dienstes aus, den Sie konfigurieren
mochten.

Sie kénnen Active Directory, OpenLDAP oder Other auswahlen.

Wenn Sie OpenLDAP auswahlen, missen Sie den OpenLDAP-Server konfigurieren.
@ Weitere Informationen zur Konfiguration eines OpenLDAP-Servers finden Sie in den
Richtlinien.

@ Wahlen Sie Other aus, um Werte fir einen LDAP-Server zu konfigurieren, der Oracle
Directory Server verwendet.

4. Wenn Sie Sonstige ausgewahlt haben, flllen Sie die Felder im Abschnitt LDAP-Attribute aus.

o Eindeutiger Benutzername: Der Name des Attributs, das die eindeutige Kennung eines LDAP-
Benutzers enthalt. Dieses Attribut ist aquivalent zu sAMAccountName Fur Active Directory und uid
Fir OpenLDAP. Wenn Sie Oracle Directory Server konfigurieren, geben Sie ein uid.

o Benutzer-UUID: Der Name des Attributs, das den permanenten eindeutigen Identifier eines LDAP-
Benutzers enthalt. Dieses Attribut ist aquivalent zu objectGUID Fur Active Directory und entryUUID
Fir OpenLDAP. Wenn Sie Oracle Directory Server konfigurieren, geben Sie ein nsuniqueid. Der
Wert jedes Benutzers fiir das angegebene Attribut muss eine 32-stellige Hexadezimalzahl im 16-Byte-
oder String-Format sein, wobei Bindestriche ignoriert werden.

o Group Unique Name: Der Name des Attributs, das den eindeutigen Identifier einer LDAP-Gruppe
enthalt. Dieses Attribut ist aquivalent zu sAMAccountName FUr Active Directory und cn Fur
OpenLDAP. Wenn Sie Oracle Directory Server konfigurieren, geben Sie ein cn.

o Group UUID: Der Name des Attributs, das den permanenten eindeutigen Identifier einer LDAP-Gruppe
enthalt. Dieses Attribut ist &quivalent zu ocbjectGUID Fir Active Directory und entryUUID Fir
OpenLDAP. Wenn Sie Oracle Directory Server konfigurieren, geben Sie ein nsuniqueid. Der Wert
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jeder Gruppe fir das angegebene Attribut muss eine 32-stellige Hexadezimalzahl im 16-Byte- oder
String-Format sein, wobei Bindestriche ignoriert werden.

5. Geben Sie im Abschnitt LDAP-Server konfigurieren die erforderlichen Informationen zum LDAP-Server und
zur Netzwerkverbindung ein.

o Hostname: Der Server-Hostname oder die IP-Adresse des LDAP-Servers.

o Port: Der Port, Gber den eine Verbindung zum LDAP-Server hergestellt wird.

Der Standardport fir STARTTLS ist 389 und der Standardport fiir LDAPS ist 636. Sie
@ koénnen jedoch jeden beliebigen Port verwenden, solange lhre Firewall korrekt
konfiguriert ist.

o Benutzername: Der vollstandige Pfad des Distinguished Name (DN) fir den Benutzer, der eine
Verbindung zum LDAP-Server herstellt.

@ Fir Active Directory kdnnen Sie auch den unten angegebenen Anmeldenamen oder den
Benutzerprinzipalnamen festlegen.

Der angegebene Benutzer muss Uber die Berechtigung zum Auflisten von Gruppen und Benutzern
sowie zum Zugriff auf die folgenden Attribute verfligen:

* sAMAccountName Oder uid

" objectGUID, entryUUID, Oder nsuniqueid
" cn

* memberOf Oder isMemberOf

o Passwort: Das mit dem Benutzernamen verknupfte Passwort.

o Gruppenbasis DN: Der vollstandige Pfad des Distinguished Name (DN) fur einen LDAP-Unterbaum,
nach dem Sie nach Gruppen suchen mdchten. Im Active Directory-Beispiel (unten) kénnen alle
Gruppen, deren Distinguished Name relativ zum Basis-DN (DC=storagegrid,DC=example,DC=com) ist,
als foderierte Gruppen verwendet werden.

@ Die Group Unique Name-Werte mussen innerhalb der Group-Basis-DN, zu der sie
gehoren, eindeutig sein.

o User Base DN: Der vollstandige Pfad des Distinguished Name (DN) eines LDAP-Unterbaums, nach
dem Sie nach Benutzern suchen méchten.

@ Die User Unique Name-Werte mussen innerhalb der User Base DN, zu der sie
gehdren, eindeutig sein.

6. Wahlen Sie im Abschnitt Transport Layer Security (TLS) eine Sicherheitseinstellung aus.

> Verwenden Sie STARTTLS (empfohlen): Verwenden Sie STARTTLS, um die Kommunikation mit dem
LDAP-Server zu sichern. Dies ist die empfohlene Option.

o LDAPS verwenden: Die Option LDAPS (LDAP lber SSL) verwendet TLS, um eine Verbindung zum
LDAP-Server herzustellen. Diese Option wird aus Kompatibilitatsgrinden unterstitzt.

> Verwenden Sie keine TLS: Der Netzwerkverkehr zwischen dem StorageGRID-System und dem
LDAP-Server wird nicht gesichert.
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Die Verwendung der Option keine TLS verwenden wird nicht unterstitzt, wenn lhr
@ Active Directory-Server die LDAP-Signatur erzwingt. Sie missen STARTTLS oder
LDAPS verwenden.

7. Wenn Sie STARTTLS oder LDAPS ausgewahlt haben, wahlen Sie das Zertifikat aus, mit dem die
Verbindung gesichert werden soll.

> Verwenden Sie das Betriebssystem CA-Zertifikat: Verwenden Sie das auf dem Betriebssystem
installierte Standard-CA-Zertifikat, um Verbindungen zu sichern.

o Benutzerdefiniertes CA-Zertifikat verwenden: Verwenden Sie ein benutzerdefiniertes
Sicherheitszertifikat.

Wenn Sie diese Einstellung auswahlen, kopieren Sie das benutzerdefinierte Sicherheitszertifikat in das
Textfeld CA-Zertifikat und fligen Sie es ein.

8. Wahlen Sie optional Verbindung testen, um die Verbindungseinstellungen fir den LDAP-Server zu
validieren.

Wenn die Verbindung gliltig ist, wird oben rechts auf der Seite eine Bestatigungsmeldung angezeigt.
9. Wenn die Verbindung gultig ist, wahlen Sie Speichern.

Der folgende Screenshot zeigt Beispielkonfigurationswerte fur einen LDAP-Server, der Active Directory
verwendet.

Verwandte Informationen
"Unterstitzte Chiffren flir ausgehende TLS-Verbindungen"

"Anforderungen fiir die Nutzung von Single Sign On"
"Erstellen eines Mandantenkontos"
"Verwenden Sie ein Mandantenkonto"

Richtlinien fiir die Konfiguration eines OpenLDAP-Servers

Wenn Sie einen OpenLDAP-Server fir die Identitdtsfoderation verwenden méchten, missen Sie bestimmte
Einstellungen auf dem OpenLDAP-Server konfigurieren.

Uberlagerungen in Memberof und Refint

Die Uberlagerungen Memberof und Refint sollten aktiviert sein. Weitere Informationen finden Sie im
Administratorhandbuch flir OpenLDAP in den Anweisungen zur Wartung der Reverse-Group-Mitgliedschaft.

Indizierung

Sie mussen die folgenden OpenLDAP-Attribute mit den angegebenen Stichwdrtern fir den Index
konfigurieren:

®* 0lcDbIndex: objectClass eq

®* olcDbIndex: uid eq,pres, sub
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* olcDbIndex: cn eq,pres,sub

®* 0lcDbIndex: entryUUID eq

Stellen Sie aulRerdem sicher, dass die in der Hilfe fir den Benutzernamen genannten Felder fur eine optimale
Leistung indiziert sind.

Weitere Informationen zur Wartung der Umkehrgruppenmitgliedschaft finden Sie im Administratorhandbuch fur
OpenLDAP.

Verwandte Informationen
"OpenLDAP-Dokumentation: Version 2.4 Administratorhandbuch"

Synchronisierung mit der Identitatsquelle erzwingen

Das StorageGRID-System synchronisiert regelmafig féderierte Gruppen und Benutzer von der Identitatsquelle
aus. Sie kdnnen die Synchronisierung erzwingen, wenn Sie Benutzerberechtigungen so schnell wie mdglich
aktivieren oder einschranken mdéchten.

Was Sie benétigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mUssen Uber spezifische Zugriffsberechtigungen verfligen.

* Die ldentitatsquelle muss aktiviert sein.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Identitatsfoderation.

Die Seite Identity Federation wird angezeigt. Die Schaltflache Synchronisieren befindet sich am unteren
Rand der Seite.

Synchronize

StorageGRID periodically synchronizes federated groups and users from the configured LDAP server. Clicking the button below will immediately start the
synchronization process against the saved LDAP server.

2. Klicken Sie Auf Synchronisieren.

Eine Bestatigungsmeldung gibt an, dass die Synchronisierung erfolgreich gestartet wurde. Der
Synchronisierungsprozess kann je nach Umgebung einige Zeit in Anspruch nehmen.

Die Warnmeldung * Identity Federation Failure* wird ausgeldst, wenn es ein Problem gibt,
das die Synchronisierung von foderierten Gruppen und Benutzern aus der Identitatsquelle
verursacht.

Identitatsfoderation deaktivieren

Sie kdnnen den Identitatsverbund fur Gruppen und Benutzer voribergehend oder dauerhaft deaktivieren.
Wenn die Identitatsfoderation deaktiviert ist, besteht keine Kommunikation zwischen StorageGRID und der
Identitatsquelle. Allerdings bleiben alle von lhnen konfigurierten Einstellungen erhalten, sodass Sie die
Identitatsfoderation zuklinftig einfach wieder aktivieren kdnnen.
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Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie muissen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe
Bevor Sie die Identitatsfoderation deaktivieren, sollten Sie Folgendes beachten:

¢ VVerbundene Benutzer kdnnen sich nicht anmelden.

» Foderierte Benutzer, die sich derzeit anmelden, erhalten bis zu ihrem Ablauf Zugriff auf das StorageGRID-
System, kdnnen sich jedoch nach Ablauf der Sitzung nicht anmelden.

» Die Synchronisierung zwischen dem StorageGRID-System und der Identitatsquelle erfolgt nicht, und
Warnmeldungen oder Alarme werden nicht fur Konten ausgeldst, die nicht synchronisiert wurden.

» Das Kontrollkastchen Identitatsfoderation aktivieren ist deaktiviert, wenn Single Sign-On (SSO) auf
Enabled oder Sandbox Mode gesetzt ist. Der SSO-Status auf der Seite Single Sign-On muss deaktiviert
sein, bevor Sie die Identitatsfoderation deaktivieren kénnen.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Identitatsfoderation.

2. Deaktivieren Sie das Kontrollkdstchen * Identitatsfoderation aktivieren*.
3. Klicken Sie Auf Speichern.

Verwandte Informationen

"Deaktivieren der Einzelanmeldung"

Verwalten von Admin-Gruppen

Sie konnen Administratorgruppen erstellen, um die Sicherheitsberechtigungen fur einen
oder mehrere Admin-Benutzer zu verwalten. Benutzer missen zu einer Gruppe gehéren,
die Zugriff auf das StorageGRID-System gewahrt.

Erstellen von Admin-Gruppen

Administratorgruppen ermoglichen es Ihnen, festzulegen, welche Benutzer auf welche Funktionen und
Vorgange im Grid Manager und in der Grid Management API zugreifen kdnnen.

Was Sie bendtigen
» Sie missen Uber einen unterstiitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

* Wenn Sie eine foderierte Gruppe importieren mochten, missen Sie einen Identitatsverbund konfiguriert
haben, und die féderierte Gruppe muss bereits in der konfigurierten Identitatsquelle vorhanden sein.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Admin-Gruppen.

Die Seite Admin Groups wird angezeigt und enthalt alle vorhandenen Admin-Gruppen.
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Admin Groups

Add and manage local and federated user groups, allowing member users to sign in fo the Grid Manager. Set group permissions to conirol
access to specific pages and featuras.

|4 Add || KN Clone || # Edit|| % Remove

Name D Group Type &  Access Mode &
'*  Flintstone 264083d0-23b5-3046-9bd4-88b7097731ab Federated Read-write

Simpson ccBad11f-68d0-fida-af29-e7 abfcdct3al Federated Read-only

ILM (read-only group) 88446141-9589-4543-b183-8c227ceT767a Local Read-only

AP| Developers 974b2faa-f3al-4cfc-b364-914cdba2905f Local Read-write

ILM Admins (read-write) ab28clc2-2417-4559-862d-f0d2e31daB20 Local Read-write

Maintenance Users 7e3400ec-deBe-45a7-0bbi-21496b362a8d Lecal Read-write

Group Type Al v Show | 20 ¥ | rews perpage 4 :. b

2. Wahlen Sie Hinzufiigen.

Das Dialogfeld Gruppe hinzufligen wird angezeigt.

Add Group

Create a new focal group or import a group from the external identity source,

Group Type @ @ Local i) Federated

Display Name

Unigue Name @
Access Mode @ @ Read-write Read-only

Management Permissions

] RootAccess @ ] Manage Alerts @
] Acknowledge Alarms e [ ] Grid Topology Page Configuration e
1 Other Grid Configuration € [ Tenant Accounts @
Change Tenant Root Password @ [] Maintenance @
(2] Melrics Query @ O @
[| Object Metadata Lookup € || Storage Appliance Administrator €
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3. Wahlen Sie fur den Gruppentyp Lokal aus, wenn Sie eine Gruppe erstellen mdchten, die nur innerhalb von
StorageGRID verwendet werden soll, oder wahlen Sie foderiert aus, wenn Sie eine Gruppe aus der
Identitatsquelle importieren mochten.

4. Wenn Sie Lokal ausgewahlt haben, geben Sie einen Anzeigenamen fir die Gruppe ein. Der Anzeigename
ist der Name, der im Grid Manager angezeigt wird. Zum Beispiel: ,MWartung Benutzer® oder ,ILM-
Administratoren”

5. Geben Sie einen eindeutigen Namen flr die Gruppe ein.
° Lokal: Geben Sie einen eindeutigen Namen ein. Beispiel: ,ILM-Administratoren®

> Federated: Geben Sie den Namen der Gruppe genau so ein, wie er in der konfigurierten
Identitatsquelle angezeigt wird.

6. Wahlen Sie unter Zugriffsmodus aus, ob Benutzer in der Gruppe Einstellungen andern und Vorgange im
Grid Manager und der Grid Management AP| ausflihren kdnnen oder ob sie nur Einstellungen und
Funktionen anzeigen kénnen.

o Lesen-Schreiben (Standard): Benutzer kénnen Einstellungen &dndern und die Operationen
durchfiihren, die durch ihre Verwaltungsberechtigungen erlaubt sind.

o Schreibgeschiitzt: Benutzer kdnnen nur Einstellungen und Funktionen anzeigen. Sie kénnen keine
Anderungen vornehmen oder Vorgange im Grid Manager oder der Grid Management API ausfiihren.
Lokale schreibgeschutzte Benutzer kénnen ihre eigenen Passworter andern.

Wenn ein Benutzer zu mehreren Gruppen gehdrt und eine beliebige Gruppe auf
schreibgeschiitzt gesetzt ist, hat der Benutzer schreibgeschiitzten Zugriff auf alle
ausgewahlten Einstellungen und Features.

7. Wahlen Sie eine oder mehrere Verwaltungsberechtigungen aus.

Sie mussen jeder Gruppe mindestens eine Berechtigung zuweisen. Andernfalls kdnnen sich Benutzer der
Gruppe nicht bei StorageGRID anmelden.

8. Wahlen Sie Speichern.
Die neue Gruppe wird erstellt. Wenn es sich um eine lokale Gruppe handelt, kénnen Sie jetzt einen oder

mehrere Benutzer hinzufiigen. Wenn es sich um eine féderierte Gruppe handelt, verwaltet die
Identitatsquelle, welche Benutzer der Gruppe angehoren.

Verwandte Informationen

"Verwalten von lokalen Benutzern"

Berechtigungen fiir Admin-Gruppen

Beim Erstellen von Admin-Benutzergruppen wahlen Sie eine oder mehrere Berechtigungen, um den Zugriff auf
bestimmte Funktionen des Grid Manager zu steuern. Sie kdnnen dann jeden Benutzer einer oder mehreren
dieser Admin-Gruppen zuweisen, um zu bestimmen, welche Aufgaben der Benutzer ausfiihren kann.

Sie mussen jeder Gruppe mindestens eine Berechtigung zuweisen. Andernfalls kdnnen sich Benutzer, die
dieser Gruppe angehdren, nicht beim Grid Manager anmelden.

StandardmaRig kann jeder Benutzer, der zu einer Gruppe mit mindestens einer Berechtigung gehdrt, die
folgenden Aufgaben ausfihren:

* Melden Sie sich beim Grid Manager an
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« Zeigen Sie das Dashboard an

 Zeigen Sie die Seiten Knoten an

* Monitoring der Grid-Topologie

* Anzeige aktueller und aufgeléster Warnmeldungen
 Aktuelle und historische Alarme anzeigen (Legacy-System)
* Eigenes Kennwort &ndern (nur lokale Benutzer)

 Zeigen Sie bestimmte Informationen auf den Seiten Konfiguration und Wartung an

In den folgenden Abschnitten werden die Berechtigungen beschrieben, die Sie beim Erstellen oder Bearbeiten
einer Admin-Gruppe zuweisen kdnnen. Fir alle nicht explizit genannten Funktionen ist die Root-
Zugriffsberechtigung erforderlich.

Root-Zugriff

Mit dieser Berechtigung erhalten Sie Zugriff auf alle Grid-Administrationsfunktionen.

Verwalten Von Warnmeldungen

Mit dieser Berechtigung erhalten Sie Zugriff auf Optionen zum Verwalten von Warnmeldungen. Benutzer
mussen Uber diese Berechtigung verfligen, um Stille, Warnmeldungen und Alarmregeln zu verwalten.

Quittierung von Alarmen (Altsystem)

Diese Berechtigung ermoglicht den Zugriff auf Quittierung und Reaktion auf Alarme (Altsystem). Alle Benutzer,
die angemeldet sind, kdnnen aktuelle und historische Alarme anzeigen.

Wenn ein Benutzer die Grid-Topologie iberwachen und nur Alarme quittieren soll, sollten Sie diese
Berechtigung zuweisen.

Konfiguration Der Seite Grid Topology
Mit dieser Berechtigung haben Sie Zugriff auf die folgenden Menuoptionen:

» Konfigurationsregisterkarten auf den Seiten Support > Tools > Grid Topology.

* Ereignisanzahl zuriicksetzen-Link auf der Registerkarte Knoten > Ereignisse.

Andere Grid-Konfiguration

Diese Berechtigung ermoglicht den Zugriff auf zusatzliche Grid-Konfigurationsoptionen.

@ Um diese zusatzlichen Optionen zu sehen, missen Benutzer auch lGber die Berechtigung fiir die
Konfiguration der Grid Topology-Seite verfiigen.

» Alarme (Altsystem):

> Globale Alarme

o Einrichtung Alter E-Mail-Adresse
o ILM:

o Storage-Pools

o Storage-Klasse
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+ Konfiguration > Netzwerkeinstellungen
o Verbindungskosten

» Konfiguration > Systemeinstellungen:
o Anzeigeoptionen
o Grid-Optionen
o Storage-Optionen

+ Konfiguration > Uberwachung:
o Veranstaltungen

» * Support*:
o AutoSupport

Mandantenkonten

Mit dieser Berechtigung erhalten Sie Zugriff auf die Seite Mieter > Mandantenkonten.

Version 1 der Grid Management API (die veraltet ist) verwendet diese Berechtigung, um
@ Mandantengruppenrichtlinien zu managen, Swift-Admin-Passworter zurlickzusetzen und S3-
Zugriffschlissel fur den Root-Benutzer zu verwalten.

Root-Passwort Des Mandanten Andern

Mit dieser Berechtigung erhalten Sie Zugriff auf die Option Root Passwort dndern auf der Seite
Mandantenkonten, mit der Sie steuern kdnnen, wer das Passwort fir den lokalen Root-Benutzer des
Mandanten &ndern kann. Benutzer, die diese Berechtigung nicht besitzen, kdnnen die Option Root Passwort
andern nicht sehen.

@ Sie mussen der Gruppe die Berechtigungen fir Mandantenkonten zuweisen, bevor Sie diese
Berechtigung zuweisen kdnnen.

Wartung

Mit dieser Berechtigung haben Sie Zugriff auf die folgenden Mentoptionen:

» Konfiguration > Systemeinstellungen:
o Domain-Namen*
o Server-Zertifikate*
+ Konfiguration > Uberwachung:
o Audit*
» Konfiguration > Zugangskontrolle:
o Grid-Passworter
* Wartung > Wartungsaufgaben
o Ausmustern
o Erweiterung

> Recovery
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* Wartung > Netzwerk:
o DNS-Server*
o Grid-Netzwerk*
o NTP-Server*
* Wartung > System:
o Lizenz*
o Wiederherstellungspaket
o Software-Update
» Support > Tools:
° Protokolle

* Benutzer, die nicht Gber die Wartungsberechtigung verfiigen, kdnnen die mit einem Sternchen
gekennzeichneten Seiten anzeigen, jedoch nicht bearbeiten.

Abfrage Von Kennzahlen

Mit dieser Berechtigung erhalten Sie Zugriff auf die Seite Support > Tools > Metriken. Diese Berechtigung
bietet auch Zugriff auf benutzerdefinierte Prometheus-metrische Abfragen unter Verwendung des Abschnitts
Metriken der Grid Management API.

ILM

Diese Berechtigung bietet Zugriff auf die folgenden ILM MenUoptionen:
» * Erasure Coding*
* Regeln
* Richtlinien

* Regionen

Der Zugriff auf die Menutoptionen ILM > Storage Pools und ILM > Storage Klasse wird tber
@ die anderen Berechtigungen fiir die Konfiguration der Grid-Konfiguration und Grid-Topologie-
Seite gesteuert.

Lookup Von Objektmetadaten

Mit dieser Berechtigung haben Sie Zugriff auf das Menu ILM > Object Metadaten Lookup.

Storage Appliance Administrator

Mit dieser Berechtigung erhalten Sie tiber den Grid Manager Zugriff auf den SANtricity System Manager der E-
Series auf Storage Appliances.

Interaktion zwischen Berechtigungen und Zugriffsmodus

Fir alle Berechtigungen legt die Einstellung Zugriffsmodus der Gruppe fest, ob Benutzer Einstellungen andern
und Vorgange ausfuhren kénnen oder ob sie nur die zugehorigen Einstellungen und Funktionen anzeigen
kénnen. Wenn ein Benutzer zu mehreren Gruppen gehort und eine beliebige Gruppe auf schreibgeschiitzt
gesetzt ist, hat der Benutzer schreibgeschiitzten Zugriff auf alle ausgewahlten Einstellungen und Features.
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Deaktivieren von Funktionen liber die Grid Management API

Mithilfe der Grid Management API kdnnen Sie bestimmte Funktionen im StorageGRID-System komplett
deaktivieren. Wenn ein Feature deaktiviert ist, kann niemand Berechtigungen zum Ausflihren der Aufgaben
zugewiesen werden, die mit diesem Feature verbunden sind.

Uber diese Aufgabe

Mit dem deaktivierten Features-System kénnen Sie den Zugriff auf bestimmte Funktionen im StorageGRID-
System verhindern. Die Deaktivierung einer Funktion ist die einzige Méglichkeit, zu verhindern, dass der Root-
Benutzer oder Benutzer, die zu Administratorgruppen mit Root Access-Berechtigung gehdren, diese Funktion
verwenden kdnnen.

Um zu verstehen, wie diese Funktionalitat nitzlich sein kann, gehen Sie folgendermalen vor:

Unternehmen A ist ein Service Provider, der durch die Erstellung von Mandantenkonten die Storage-Kapazitat
ihres StorageGRID Systems least. Um die Sicherheit der Objekte ihrer Eigentiimer zu schiitzen, méchte
Unternehmen A sicherstellen, dass die eigenen Mitarbeiter nach der Bereitstellung des Kontos niemals auf ein
Mandantenkonto zugreifen kénnen.

Unternehmen A kann dieses Ziel mithilfe des Systems Funktionen deaktivieren in der Grid Management API
erreichen. Durch die vollsténdige Deaktivierung der Funktion Andern des Mandantenstammpassworts im
Grid Manager (sowohl der Ul als auch der API) kann Unternehmen A sicherstellen, dass kein Admin-Benutzer
- einschliellich des Stammbenutzers und der Benutzer, die zu Gruppen mit Root Access-Berechtigung
gehbren - das Passwort fiir den Root-Benutzer eines Mandantenkontos &ndern kann.

Deaktivieren von Funktionen erneut aktivieren

StandardmaRig konnen Sie mit der Grid Management API eine deaktivierte Funktion reaktivieren. Wenn Sie
jedoch verhindern mdchten, dass deaktivierte Funktionen jemals wieder aktiviert werden, kdnnen Sie die
activateFeatures-Funktion selbst deaktivieren.

Die activateFeatures-Funktion kann nicht reaktiviert werden. Wenn Sie sich entscheiden, diese

@ Funktion zu deaktivieren, beachten Sie, dass Sie die Mdglichkeit verlieren, alle anderen
deaktivierten Funktionen dauerhaft zu reaktivieren. Sie missen sich an den technischen
Support wenden, um verlorene Funktionen wiederherzustellen.

Details finden Sie in der Anleitung zur Implementierung von S3- oder Swift-Client-Applikationen.

Schritte
1. Rufen Sie die Swagger-Dokumentation fiir die Grid Management API auf.

2. Suchen Sie den Endpunkt zum Deaktivieren von Funktionen.

3. Um eine Funktion, wie z. B. Andern des Mandantenwurzelkennworts, zu deaktivieren, senden Sie einen
Text wie folgt an die API:

{ "grid": {"changeTenantRootPassword": true} }

Wenn die Anforderung abgeschlossen ist, ist die Funktion Mandantenstammpasswort andern deaktiviert.
Die Berechtigung zum Andern des Stammkennworts fiir Mandanten erscheint nicht mehr in der
Benutzeroberflache, und jede API-Anforderung, die versucht, das Root-Passwort fir einen Mandanten zu
andern, schlagt mit ,403 vVerbotenen” fehl.
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4. Um alle Funktionen erneut zu aktivieren, senden Sie einen Text wie folgt an die API:
{ "grid": null }

Wenn diese Anforderung abgeschlossen ist, werden alle Funktionen, einschlieRlich der Funktion
,Mandantenstammpasswort andern®, erneut aktiviert. Die Berechtigung zum Andern des Root-Kennworts
fuir Mandanten erscheint jetzt in der Benutzeroberflache. Jede API-Anforderung, die versucht, das Root-
Passwort fir einen Mandanten zu andern, wird erfolgreich sein, vorausgesetzt, der Benutzer hat die
Berechtigung zum Verwalten des Root-Zugriffs oder zum Andern des Root-Kennworts fiir Mandanten.

Das vorherige Beispiel fiihrt dazu, dass all deaktivierte Funktionen reaktiviert werden. Wenn
andere Features deaktiviert wurden, die deaktiviert bleiben sollen, missen Sie diese explizit
@ in der PUT-Anforderung angeben. Wenn Sie beispielsweise die Funktion
.Mandantenstammpasswort andern® erneut aktivieren und die Funktion ,Alarm
Acknowledgement® deaktivieren méchten, senden Sie diese PUT-Anforderung:

{ "grid": { "alarmAcknowledgment": true } }

Verwandte Informationen

"Verwenden der Grid-Management-API"

Andern einer Admin-Gruppe

Sie kénnen eine Admin-Gruppe andern, um die Berechtigungen zu andern, die der Gruppe zugeordnet sind.
Fir lokale Admin-Gruppen kdénnen Sie auch den Anzeigenamen aktualisieren.

Was Sie bendtigen
» Sie mussen Uber einen unterstiitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.
Schritte

1. Wahlen Sie Konfiguration > Zugriffskontrolle > Admin-Gruppen.

2. Wahlen Sie die Gruppe aus.

Wenn lhr System mehr als 20 Elemente enthalt, kbnnen Sie festlegen, wie viele Zeilen auf jeder Seite
gleichzeitig angezeigt werden. Sie kdnnen dann die Suchfunktion lhres Browsers verwenden, um nach
einem bestimmten Element in den aktuell angezeigten Zeilen zu suchen.

3. Klicken Sie Auf Bearbeiten.

4. Optional geben Sie fir lokale Gruppen den Gruppennamen ein, der Benutzern angezeigt wird, z. B.
,Maintual users”.

Sie kénnen den eindeutigen Namen, d. h. den internen Gruppennamen, nicht &ndern.

5. Andern Sie optional den Zugriffsmodus der Gruppe.

> Lesen-Schreiben (Standard): Benutzer kdnnen Einstellungen andern und die Operationen
durchfuhren, die durch ihre Verwaltungsberechtigungen erlaubt sind.
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o Schreibgeschiitzt: Benutzer kdnnen nur Einstellungen und Funktionen anzeigen. Sie kbnnen keine
Anderungen vornehmen oder Vorgéange im Grid Manager oder der Grid Management API ausfihren.
Lokale schreibgeschutzte Benutzer konnen ihre eigenen Passworter andern.

Wenn ein Benutzer zu mehreren Gruppen gehdrt und eine beliebige Gruppe auf
schreibgeschiitzt gesetzt ist, hat der Benutzer schreibgeschitzten Zugriff auf alle
ausgewahlten Einstellungen und Features.

6. Optional kdnnen Sie Gruppenberechtigungen hinzufligen oder entfernen.
Weitere Informationen zu Administratorgruppenberechtigungen finden Sie unter.
7. Wahlen Sie Speichern.

Verwandte Informationen

Berechtigungen fir Admin-Gruppen

Loschen einer Admin-Gruppe

Sie kdnnen eine Admin-Gruppe I6schen, wenn Sie die Gruppe aus dem System entfernen mochten, und alle
mit der Gruppe verknupften Berechtigungen entfernen. Durch das Léschen einer Admin-Gruppe werden alle
Admin-Benutzer aus der Gruppe entfernt, die Admin-Benutzer jedoch nicht geldscht.

Was Sie bendtigen
» Sie mussen Uber einen unterstutzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

Uber diese Aufgabe

Wenn Sie eine Gruppe l6schen, verlieren Benutzer, die dieser Gruppe zugewiesen sind, alle
Zugriffsberechtigungen fir den Grid Manager, es sei denn, sie werden von einer anderen Gruppe
Berechtigungen erteilt.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Admin-Gruppen.

2. Wahlen Sie den Namen der Gruppe aus.
Wenn lhr System mehr als 20 Elemente enthalt, kdnnen Sie festlegen, wie viele Zeilen auf jeder Seite
gleichzeitig angezeigt werden. Sie kdnnen dann die Suchfunktion lhres Browsers verwenden, um nach
einem bestimmten Element in den aktuell angezeigten Zeilen zu suchen.
3. Wahlen Sie Entfernen.
4. Wahlen Sie OK.
Verwalten von lokalen Benutzern

Sie kdnnen lokale Benutzer erstellen und lokalen Admin-Gruppen zuweisen, um zu
bestimmen, auf welche Grid Manager-Funktionen diese Benutzer zugreifen konnen.

Der Grid Manager enthalt einen vordefinierten lokalen Benutzer mit dem Namen ,root”. Obwohl Sie lokale
Benutzer hinzufligen und entfernen kénnen, kénnen Sie den Root-Benutzer nicht entfernen.
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@ Wenn Single Sign-On (SSO) aktiviert ist, kdnnen sich lokale Benutzer nicht bei StorageGRID
anmelden.

« Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mUssen Uber spezifische Zugriffsberechtigungen verfiigen.

Erstellen eines lokalen Benutzers

Wenn Sie lokale Administratorgruppen erstellt haben, kdnnen Sie einen oder mehrere lokale Benutzer erstellen
und jeden Benutzer einer oder mehreren Gruppen zuweisen. Die Berechtigungen der Gruppe steuern, auf
welche Grid Manager den Benutzer zugreifen kann.

Uber diese Aufgabe

Sie kénnen nur lokale Benutzer erstellen und diese Benutzer nur lokalen Admin-Gruppen zuweisen.
Verbundene Benutzer und Gruppen werden Uber die externe ldentitatsquelle verwaltet.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Admin-Benutzer.

2. Klicken Sie Auf Erstellen.
3. Geben Sie den Anzeigenamen, den eindeutigen Namen und das Kennwort des Benutzers ein.

4. Weisen Sie den Benutzer einer oder mehreren Gruppen zu, die die Zugriffsberechtigungen regeln.
Die Liste der Gruppennamen wird aus der Tabelle Gruppen generiert.
5. Klicken Sie Auf Speichern.

Verwandte Informationen

"Verwalten von Admin-Gruppen"

Andern des Kontos eines lokalen Benutzers

Sie kdnnen das Konto eines lokalen Administratorbenutzers andern, um den Anzeigenamen oder die
Gruppenmitgliedschaft des Benutzers zu aktualisieren. Sie kdnnen auch vortibergehend verhindern, dass ein
Benutzer auf das System zugreift.

Uber diese Aufgabe

Sie kdnnen nur lokale Benutzer bearbeiten. Verbundene Benutzerdetails werden automatisch mit der externen
Identitatsquelle synchronisiert.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Admin-Benutzer.

2. Wahlen Sie den Benutzer aus, den Sie bearbeiten mochten.
Wenn |hr System mehr als 20 Elemente enthalt, kbnnen Sie festlegen, wie viele Zeilen auf jeder Seite

gleichzeitig angezeigt werden. Sie kdnnen dann die Suchfunktion lhres Browsers verwenden, um nach
einem bestimmten Element in den aktuell angezeigten Zeilen zu suchen.

3. Klicken Sie Auf Bearbeiten.
4. Andern Sie optional den Namen oder die Gruppenmitgliedschaft.

5. Um den Benutzer voribergehend nicht auf das System zugreifen zu kénnen, aktivieren Sie Zugriff
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verweigern.
6. Klicken Sie Auf Speichern.

Die neuen Einstellungen werden angewendet, wenn sich der Benutzer beim nachsten Mal abmeldet und
sich dann wieder beim Grid Manager anmeldet.

Loschen eines lokalen Benutzerkontos
Sie kénnen Konten fur lokale Benutzer I6schen, die keinen Zugriff mehr auf den Grid Manager bendtigen.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Admin-Benutzer.

2. Wahlen Sie den lokalen Benutzer aus, den Sie I6schen méchten.
@ Der vordefinierte lokale Root-Benutzer kann nicht geléscht werden.

Wenn lhr System mehr als 20 Elemente enthalt, kdnnen Sie festlegen, wie viele Zeilen auf jeder Seite
gleichzeitig angezeigt werden. Sie kdnnen dann die Suchfunktion lhres Browsers verwenden, um nach
einem bestimmten Element in den aktuell angezeigten Zeilen zu suchen.

3. Klicken Sie Auf Entfernen.
4. Klicken Sie auf OK.

Andern des Kennworts eines lokalen Benutzers

Lokale Benutzer kdnnen ihre eigenen Passworter mit der Option Passwort @ndern im Banner Grid Manager
andern. Daruiber hinaus kdnnen Benutzer, die Zugriff auf die Seite Admin-Benutzer haben, Passworter flir
andere lokale Benutzer andern.

Uber diese Aufgabe

Sie kdnnen Passworter nur fir lokale Benutzer andern. Verbundene Benutzer missen ihre eigenen Passworter
in der externen Identitatsquelle andern.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Admin-Benutzer.
2. Wahlen Sie auf der Seite Benutzer den Benutzer aus.
Wenn lhr System mehr als 20 Elemente enthalt, kdnnen Sie festlegen, wie viele Zeilen auf jeder Seite

gleichzeitig angezeigt werden. Sie kdnnen dann die Suchfunktion lhres Browsers verwenden, um nach
einem bestimmten Element in den aktuell angezeigten Zeilen zu suchen.

3. Klicken Sie Auf Passwort Andern.

4. Geben Sie das Passwort ein und bestatigen Sie es, und klicken Sie auf Speichern.

Verwenden von Single Sign On (SSO) fur StorageGRID

Das StorageGRID-System unterstitzt Single Sign-On (SSO) unter Verwendung des
Security Assertion Markup Language 2.0 (SAML 2.0)-Standards. Wenn SSO aktiviert ist,
mussen alle Benutzer von einem externen Identitats-Provider authentifiziert werden,
bevor sie auf den Grid Manager, den Mandanten-Manager, die Grid-Management-API
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oder die Mandantenmanagement-API zugreifen kdnnen. Lokale Benutzer kdnnen sich
nicht bei StorageGRID anmelden.

* "Funktionsweise von Single Sign-On"
* "Anforderungen flr die Nutzung von Single Sign On"

+ "Konfigurieren der Single Sign-On-Konfiguration"

Funktionsweise von Single Sign-On

Prufen Sie vor der Aktivierung von Single Sign-On (SSO), wie sich die StorageGRID-
Anmelde- und -Abmelde-Prozesse bei Aktivierung von SSO auswirken.

Anmeldung bei aktiviertem SSO

Wenn SSO aktiviert ist und Sie sich bei StorageGRID anmelden, werden Sie zur SSO-Seite lhres
Unternehmens weitergeleitet, um lhre Anmeldedaten zu validieren.

Schritte

1. Geben Sie in einem Webbrowser den vollstandig qualifizierten Domanennamen oder die IP-Adresse eines

beliebigen StorageGRID-Admin-Knotens ein.

Die Seite StorageGRID-Anmeldung wird angezeigt.

> Wenn Sie in diesem Browser zum ersten Mal auf die URL zugegriffen haben, werden Sie aufgefordert,

eine Konto-ID einzugeben:

StorageGRID® Sign in

Account ID | 00000000000000000000

For Grd Manager, leave this field blank.

NetAppr

Sign in

> Wenn Sie zuvor entweder auf den Grid Manager oder den Tenant Manager zugegriffen haben, werden

Sie aufgefordert, ein aktuelles Konto auszuwahlen oder eine Konto-ID einzugeben:

Die Seite ,StorageGRID-Anmeldung® wird nicht angezeigt, wenn Sie die vollstandige URL

fur ein Mandantenkonto eingeben (d. h. einen vollstandig qualifizierten Domain-Namen oder

@ eine IP-Adresse, gefolgt von /?accountId=20-digit-account-id). Stattdessen
werden Sie sofort auf die SSO-Anmeldeseite Ihres Unternehmens umgeleitet, auf der Sie
sich befinden kdnnen melden Sie sich mit lhren SSO-Anmeldedaten an.

2. Geben Sie an, ob Sie auf den Grid Manager oder den Tenant Manager zugreifen mochten:
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o Um auf den Grid Manager zuzugreifen, lassen Sie das FeldKonto-ID leer, geben Sie 0 als Konto-ID
ein, oder wahlen Sie Grid-Manager, wenn es in der Liste der letzten Konten angezeigt wird.

o Um auf den Mandantenmanager zuzugreifen, geben Sie die 20-stellige Mandantenkonto-ID ein, oder
wahlen Sie einen Mandanten nach Namen aus, wenn er in der Liste der letzten Konten angezeigt wird.

3. Klicken Sie auf Anmelden

StorageGRID leitet Sie zur SSO-Anmeldeseite lhres Unternehmens weiter. Beispiel:

Sign in with your organizational account

someone@example.com

|35|55-:-|:|r|:]

4. Melden Sie sich mit Ihren SSO-Anmeldedaten an.

Falls Thre SSO-Anmeldedaten korrekt sind:

a. Der Identitats-Provider (1dP) stellt eine Authentifizierungsantwort fir StorageGRID bereit.
b. StorageGRID validiert die Authentifizierungsantwort.

c. Wenn die Antwort gultig ist und Sie einer Gruppe angehdren, die Uber ausreichende
Zugriffsberechtigungen verfugt, werden Sie je nach ausgewahltem Konto beim Grid Manager oder dem
Tenant Manager angemeldet.

5. Wenn Sie Uber ausreichende Berechtigungen verfligen, kénnen Sie optional auf andere Admin-Nodes
zugreifen oder auf den Grid Manager oder den Tenant Manager zugreifen.

Sie mussen lhre SSO-Anmeldedaten nicht erneut eingeben.

Abmelden, wenn SSO aktiviert ist

Wenn SSO fir StorageGRID aktiviert ist, hangt dies davon ab, ab, bei welchem Anmeldefenster Sie sich
angemeldet haben und von wo Sie sich abmelden.

Schritte
1. Klicken Sie oben rechts auf der Benutzeroberflache auf den Link Abmelden.

2. Klicken Sie Auf Abmelden.
Die Seite StorageGRID-Anmeldung wird angezeigt. Das Drop-Down Recent Accounts wird aktualisiert

und enthalt Grid Manager oder den Namen des Mandanten, sodass Sie in Zukunft schneller auf diese
Benutzeroberflachen zugreifen kénnen.
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Wenn Sie bei angemeldet
sind...

Grid Manager auf einem oder
mehreren Admin-Nodes

Mandantenmanager auf einem
oder mehreren Admin-Nodes

Sowohl Grid Manager als auch
Tenant Manager

Und Sie melden sich ab von...

Grid Manager auf jedem Admin-
Node

Mandanten-Manager auf jedem
Admin-Node

Grid Manager

Sie sind abgemeldet von...

Grid Manager auf allen Admin-
Nodes

Mandantenmanager auf allen
Admin-Nodes

Nur Grid Manager. Sie missen
sich auch vom Tenant Manager
abmelden, um SSO abzumelden.

Die Tabelle fasst zusammen, was passiert, wenn Sie sich abmelden, wenn Sie eine einzelne
Browser-Sitzung verwenden. Wenn Sie sich bei StorageGRID Uber mehrere Browser-Sitzungen
hinweg angemeldet haben, missen Sie sich von allen Browser-Sitzungen separat anmelden.

Anforderungen fiir die Nutzung von Single Sign On

Bevor Sie Single Sign On (SSO) fur ein StorageGRID-System aktivieren, Uberprufen Sie
die Anforderungen in diesem Abschnitt.

Single Sign-On (SSO) ist auf den Ports Restricted Grid Manager oder Tenant Manager nicht
@ verfugbar. Sie mussen den Standard-HTTPS-Port (443) verwenden, wenn Benutzer sich mit
Single Sign-On authentifizieren moéchten.

Anforderungen an ldentitiatsanbieter

Der Identitats-Provider (IdP) fir SSO muss die folgenden Anforderungen erfiillen:

« Eine der folgenden Versionen des Active Directory Federation Service (AD FS):

> AD FS 4.0, im Lieferumfang von Windows Server 2016 enthalten

@ Windows Server 2016 sollte den verwenden "KB3201845-Update”, Oder hdher.

o AD FS 3.0, im Lieferumfang von Windows Server 2012 R2 Update oder hoher enthalten.
* Transport Layer Security (TLS) 1.2 oder 1.3

* Microsoft .NET Framework, Version 3.5.1 oder hoher

Serverzertifikate-Anforderungen

StorageGRID verwendet auf jedem Admin-Node ein Zertifikat fir die Managementschnittstelle, um den Zugriff
auf den Grid Manager, den Mandanten-Manager, die Grid-Management-API und die Mandantenmanagement-
API zu sichern. Wenn Sie SSO-Vertrauensstellen fir StorageGRID in AD FS konfigurieren, verwenden Sie das
Serverzertifikat als Signaturzertifikat fur StorageGRID-Anforderungen an AD FS.

Falls Sie noch kein benutzerdefiniertes Serverzertifikat fiir die Managementoberflache installiert haben, sollten

Sie dies jetzt tun. Wenn Sie ein benutzerdefiniertes Serverzertifikat installieren, wird es fir alle
Administratorknoten verwendet, und Sie kénnen es in allen StorageGRID-Vertrauensstellungen verwenden.
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Es wird nicht empfohlen, das Standardserverzertifikat eines Admin-Knotens im AD FS-
Vertrauensverhaltnis zu verwenden. Wenn der Knoten ausfallt und Sie ihn wiederherstellen, wird

@ ein neues Standard-Serverzertifikat generiert. Bevor Sie sich beim wiederhergestellten Knoten
anmelden kdnnen, mussen Sie das Vertrauensverhalinis der betreffenden Partei in AD FS mit
dem neuen Zertifikat aktualisieren.

Sie kénnen auf das Serverzertifikat eines Admin-Knotens zugreifen, indem Sie sich bei der Befehlshiille des
Knotens anmelden und auf die zugreifen /var/local/mgmt-api Verzeichnis. Ein benutzerdefiniertes
Serverzertifikat ist benannt custom-server. crt. Das Standardserverzertifikat des Node wird mit benannt
server.crt.

Verwandte Informationen

"Zugriffskontrolle durch Firewalls"

"Konfigurieren eines benutzerdefinierten Serverzertifikats fur den Grid Manager und den Tenant Manager"

Konfigurieren der Single Sign-On-Konfiguration

Wenn Single Sign-On (SSO) aktiviert ist, kobnnen Benutzer nur auf den Grid Manager, den
Mandanten-Manager, die Grid-Management-AP| oder die Mandantenmanagement-API
zugreifen, wenn ihre Anmeldedaten uber den von lhrem Unternehmen implementierten
SSO-Anmeldeprozess autorisiert sind.

+ "Bestatigung der foderierten Benutzer kann sich anmelden”

+ "Sandbox-Modus verwenden"

« "Erstellen von Vertrauensstellungen von Vertrauensstellen in AD FS"
* "Testen von Vertrauen von Vertrauensstellen"

+ "Aktivieren von Single Sign On"

+ "Deaktivieren der Einzelanmeldung"

» "Vorubergehend deaktivieren und erneut aktivieren der Single Sign-On fur einen Admin-Knoten"

Bestatigung der foderierten Benutzer kann sich anmelden

Bevor Sie Single Sign-On (SSO) aktivieren, mussen Sie bestatigen, dass sich
mindestens ein verbundener Benutzer beim Grid Manager und beim Tenant Manager fur
alle bestehenden Mandantenkonten anmelden kann.

Was Sie bendtigen
» Sie mussen Uber einen unterstutzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

 Sie verwenden Active Directory als foderierte Identitatsquelle und AD FS als Identitdtsanbieter.

"Anforderungen fir die Nutzung von Single Sign On"
Schritte

1. Falls bereits vorhandene Mandantenkonten vorhanden sind, bestatigen Sie, dass kein Mandant seine
eigene ldentitatsquelle verwendet.
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T 9

3]

Wenn Sie SSO aktivieren, wird eine im Mandantenmanager konfigurierte Identitatsquelle

@ von der im Grid Manager konfigurierten Identitatsquelle aufRer Kraft gesetzt. Benutzer, die
zur ldentitatsquelle des Mandanten gehéren, kdnnen sich nicht mehr anmelden, es sei
denn, sie verflgen Uber ein Konto bei der Identitatsquelle des Grid Manager.

Melden Sie sich fir jedes Mandantenkonto bei Tenant Manager an.
Wahlen Sie Zugriffskontrolle > Identitatsfoderation.
Bestatigen Sie, dass das Kontrollkastchen Identitatsfoderation aktivieren nicht aktiviert ist.

Wenn dies der Fall ist, bestatigen Sie, dass alle foderierten Gruppen, die flr dieses Mandantenkonto
verwendet werden, nicht mehr erforderlich sind. Deaktivieren Sie das Kontrollkastchen, und klicken Sie
auf Speichern.

2. Bestatigen Sie, dass ein verbundener Benutzer auf den Grid Manager zugreifen kann:

a.
b.

Wahlen Sie im Grid Manager die Option Konfiguration > Zugriffskontrolle > Admin-Gruppen aus.

Stellen Sie sicher, dass mindestens eine féderierte Gruppe aus der Active Directory-ldentitatsquelle
importiert wurde und dass ihr die Root-Zugriffsberechtigung zugewiesen wurde.

Abmelden.

Bestatigen Sie, dass Sie sich wieder bei Grid Manager als Benutzer in der foderierten Gruppe
anmelden koénnen.

3. Wenn es bereits vorhandene Mandantenkonten gibt, bestatigen Sie, dass sich ein féderaler Benutzer mit
Root Access-Berechtigung anmelden kann:

a.
b.

C.

Wahlen Sie im Grid Manager die Option Miters aus.
Wahlen Sie das Mandantenkonto aus und klicken Sie auf Konto bearbeiten.

Wenn das Kontrollkastchen * verwendet eigene Identitatsquelle* aktiviert ist, deaktivieren Sie das
Kontrollkastchen und klicken Sie auf Speichern.

Edit Tenant Account

Tenant Details
Display Mame 53 tenant account
Uses Own ldentity Source [
Allow Platform Services W

Storage Quota (optional) GB -

Die Seite Mandantenkonten wird angezeigt.

a.

b.

Wahlen Sie das Mandantenkonto aus, klicken Sie auf Anmelden und melden Sie sich als lokaler Root-
Benutzer beim Mandantenkonto an.

Klicken Sie im Mandantenmanager auf Zugriffskontrolle > Gruppen.
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c. Stellen Sie sicher, dass mindestens eine foderierte Gruppe aus dem Grid Manager der Root Access-
Berechtigung fir diesen Mandanten zugewiesen wurde.

d. Abmelden.

e. Bestatigen Sie, dass Sie sich wieder bei dem Mandanten als Benutzer in der foderierten Gruppe
anmelden koénnen.

Verwandte Informationen
"Anforderungen fur die Nutzung von Single Sign On"

"Verwalten von Admin-Gruppen"

"Verwenden Sie ein Mandantenkonto"

Sandbox-Modus verwenden

Sie kdnnen den Sandbox-Modus verwenden, um Active Directory Federation Services
(AD FS) zu konfigurieren und zu testen, die auf Vertrauen von Parteien basieren, bevor
Sie SSO fur StorageGRID-Benutzer durchsetzen. Nachdem SSO aktiviert ist, kdbnnen Sie
den Sandbox-Modus erneut aktivieren, um neue und vorhandene Vertrauensstellen zu
konfigurieren oder zu testen. Im Sandbox-Modus wird SSO fur StorageGRID-Benutzer
vorubergehend deaktiviert.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Wenn SSO aktiviert ist und ein Benutzer versucht, sich bei einem Admin-Node anzumelden, sendet
StorageGRID eine Authentifizierungsanforderung an AD FS. Wiederum sendet AD FS eine
Authentifizierungsantwort zuriick an StorageGRID, die angibt, ob die Autorisierungsanforderung erfolgreich
war. Fir erfolgreiche Anforderungen enthalt die Antwort eine universell eindeutige Kennung (UUID) fir den
Benutzer.

Damit StorageGRID (der Service Provider) und AD FS (der Identitats-Provider) sicher tber
Benutzerauthentifizierungsanforderungen kommunizieren kénnen, missen Sie bestimmte Einstellungen in
StorageGRID konfigurieren. Als Nachstes miissen Sie AD FS verwenden, um fir jeden Admin-Knoten ein
Vertrauensverhaltnis zu erstellen. Abschlie®end muissen Sie zu StorageGRID zurtickkehren, um SSO zu
aktivieren.

Im Sandbox-Modus ist es einfach, diese Rickkehrkonfiguration durchzufihren und alle Einstellungen zu
testen, bevor Sie SSO aktivieren.

Die Verwendung des Sandbox-Modus ist sehr empfehlenswert, aber nicht unbedingt
erforderlich. Wenn Sie bereit sind, AD FS zu erstellen, auf denen die Teilnehmer vertrauen,

@ unmittelbar nach der Konfiguration von SSO in StorageGRID, Und Sie miussen die SSO- und
SLO-Prozesse (Single Logout) fur jeden Admin-Knoten nicht testen, klicken Sie auf aktiviert,
geben Sie die StorageGRID-Einstellungen ein, erstellen Sie fir jeden Admin-Knoten in AD FS
ein Vertrauensverhaltnis, und klicken Sie dann auf Speichern, um SSO zu aktivieren.

Schritte
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1. Wahlen Sie Konfiguration > Zugriffskontrolle > Single Sign-On.

Die Seite Single Sign-On wird angezeigt, wobei die Option deaktiviertes ausgewahlt ist.

Single Sign-on

You can enable single sign-on (S30) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start, enable identity federation
and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for any existing tenant accounts. MNext,
select Sandbox Mode to configure, save, and then test your S50 settings. After verifying the connections, select Enabled and click Save to start using S50.

550 Status % Disabled " Sandbox Mode " Enabled

Wenn die Optionen fiir den SSO-Status nicht angezeigt werden, bestatigen Sie, dass Sie
Active Directory als foderierte Identitdtsquelle konfiguriert haben. Siehe ,Anforderungen
fiir die Verwendung von Single Sign-On."“

2. Wabhlen Sie die Option Sandbox Mode.

Die Einstellungen fir Identitats-Provider und vertrauende Partei werden angezeigt. Im Abschnitt
.ldentitatsanbieter” wird das Feld Diensttyp schreibgeschitzt angezeigt. Es zeigt den Typ des Services zur
Identitatsfoderation an, den Sie verwenden (z. B. Active Directory).

3. Im Abschnitt ,Identitatsanbieter:

a. Geben Sie den Namen des Fdderationsdienstes ein, genau wie er in AD FS angezeigt wird.

Um den Federationsdienstnamen zu finden, gehen Sie zu Windows Server Manager.

@ Wahlen Sie Tools > AD FS Management. Wahlen Sie im Menu Aktion die Option
Eigenschaften des Foderationsdienstes bearbeiten aus. Der Name des
Foderationsdienstes wird im zweiten Feld angezeigt.

b. Geben Sie an, ob Sie die Verbindung mit Transport Layer Security (TLS) sichern mdchten, wenn der
Identitats-Provider SSO-Konfigurationsinformationen als Antwort auf StorageGRID-Anforderungen
sendet.

= Verwenden Sie das Betriebssystem CA-Zertifikat: Verwenden Sie das auf dem Betriebssystem
installierte Standard-CA-Zertifikat, um die Verbindung zu sichern.

= Benutzerdefiniertes CA-Zertifikat verwenden: Verwenden Sie ein benutzerdefiniertes CA-
Zertifikat, um die Verbindung zu sichern.

Wenn Sie diese Einstellung auswahlen, kopieren Sie das Zertifikat in das Textfeld CA-Zertifikat
und fligen es ein.
= Verwenden Sie keine TLS: Verwenden Sie kein TLS-Zertifikat, um die Verbindung zu sichern.
4. Geben Sie im Abschnitt ,Vertrauenspartei“ die ID der betreffenden Partei an, die Sie fir StorageGRID-
Admin-Knoten verwenden, wenn Sie Vertrauensstellungen der betreffenden Partei konfigurieren.
o Wenn |hr Grid beispielsweise nur einen Admin-Node hat und Sie nicht erwarten, dass kiinftig weitere

Admin-Nodes hinzugefiligt werden, geben Sie ein SG Oder StorageGRID.

° Wenn Ihr Grid mehr als einen Admin-Node enthalt, figen Sie die Zeichenfolge ein [HOSTNAME] In der
Kennung. Beispiel: SG- [HOSTNAME ]. Dadurch wird eine Tabelle mit einer auf den Hostnamen des
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Knotens beruhenden Partei-ID fiir jeden Admin-Node generiert. + HINWEIS: Sie missen eine
Vertrauensbasis fur jeden Admin-Knoten in Ihrem StorageGRID-System erstellen. Mit einer
Vertrauensbasis fur jeden Admin-Knoten wird sichergestellt, dass Benutzer sich sicher bei und aus
jedem Admin-Knoten anmelden kdnnen.

5. Klicken Sie Auf Speichern.

> Ein griines Hakchen wird fiir einige Sekunden auf der Schaltflache Speichern angezeigt.

Save

o Der Bestatigungshinweis zum Sandbox-Modus wird angezeigt und bestatigt, dass der Sandbox-Modus
nun aktiviert ist. Sie kdnnen diesen Modus verwenden, wahrend Sie AD FS verwenden, um ein
Vertrauensverhaltnis von Vertrauensstellen fur jeden Admin-Node zu konfigurieren und die Single Sign-
in (SSO)- und SLO-Prozesse (Single Logout) zu testen.

Single Sign-on

Yaou can enable single sign-on (530 if you want an external identity provider (1dP) to autharize all user access to StorageGRID. To start, enable
identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for
any existing tenant accounts. Next, select Sandbox Mode to configure, save, and then test your 330 settings. After verifying the connections,
select Enabled and click Save to start using S350.

S50 Status " Disabled & Sandbox Mode " Enabled

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50) and
single logout (SLO} are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Senices (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

2. Go to your identity provider's sign-on page: https://ad2016.saml_sgws/adfs/Is/idpinitiatedsignon_htm

3. From this page, sign in to each StorageGRID relying party trust. If the SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of 330 for StorageGRID,
change the SS0O Status to Enabled, and click Save.

Verwandte Informationen

"Anforderungen fir die Nutzung von Single Sign On"

Erstellen von Vertrauensstellungen von Vertrauensstellen in AD FS

Sie mussen Active Directory Federation Services (AD FS) verwenden, um ein
Vertrauensverhaltnis fur jeden Admin-Knoten in Ihrem System zu erstellen. Sie konnen
vertraut mit PowerShell-Befehlen erstellen, SAML-Metadaten von StorageGRID
importieren oder die Daten manuell eingeben.

Erstellen eines Vertrauensverhaltnisses mit Windows PowerShell

Mit Windows PowerShell kbnnen Sie schnell ein oder mehrere Vertrauensstellen von vertrauenswurdigen
Parteien erstellen.
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Was Sie bendtigen

+ Sie haben SSO in StorageGRID konfiguriert, und Sie kennen den vollstandig qualifizierten

Domanennamen (oder die IP-Adresse) und die bestellte Partei-ID fiir jeden Admin-Node in lhrem System.

Sie mussen fir jeden Admin-Knoten in lhrem StorageGRID-System ein Vertrauensverhaltnis
@ aufbauen. Mit einer Vertrauensbasis flr jeden Admin-Knoten wird sichergestellt, dass
Benutzer sich sicher bei und aus jedem Admin-Knoten anmelden kdnnen.

 Sie haben Erfahrung beim Erstellen von Vertrauensstellungen von Vertrauensstellen in AD FS, oder Sie

haben Zugriff auf die Microsoft AD FS-Dokumentation.

+ Sie verwenden das Snap-in AD FS Management und gehéren der Gruppe Administratoren an.

Uber diese Aufgabe

Diese Anweisungen gelten fir AD FS 4.0, das in Windows Server 2016 enthalten ist. Wenn Sie AD FS 3.0
verwenden, das in Windows 2012 R2 enthalten ist, werden Sie leichte Unterschiede feststellen. Wenn Sie
Fragen haben, lesen Sie bitte die Microsoft AD FS-Dokumentation.

Schritte

1.

Klicken Sie im Windows-Startment mit der rechten Maustaste auf das PowerShell-Symbol und wahlen Sie
als Administrator ausfiihren aus.

. Geben Sie an der PowerShell-Eingabeaufforderung den folgenden Befehl ein:

Add-AdfsRelyingPartyTrust -Name "Admin Node Identifer" -MetadataURL
"https://Admin Node FQDN/api/saml-metadata"

° Flr Admin Node Identifier, Geben Sie die ID flr den Admin-Knoten auf, die sich auf der Seite
Single Sign-On befindet, genau so ein, wie sie auf der Seite ,Single Sign-On“ angezeigt wird. Beispiel:
SG-DC1-ADMI.

° Flr Admin Node FQDN, Geben Sie den vollstéandig qualifizierten Doméanennamen fiir denselben
Admin-Knoten ein. (Bei Bedarf kdnnen Sie stattdessen die IP-Adresse des Node verwenden. Wenn Sie
hier jedoch eine IP-Adresse eingeben, beachten Sie, dass Sie dieses Vertrauen der Vertrauensbasis
aktualisieren oder neu erstellen mussen, wenn sich diese IP-Adresse immer andert.)

. Wahlen Sie im Windows Server Manager Tools > AD FS Management aus.

Das AD FS Management Tool wird angezeigt.

. Wahlen Sie AD FS > vertraut auf Partei.

Die Liste der Vertrauensstellen wird angezeigt.

. Fugen Sie eine Zugriffskontrollrichtlinie zum neu erstellten Vertrauen der Vertrauensstellenden Partei

hinzu:
a. Suchen Sie das Vertrauen der Vertrauensgesellschaft, das Sie gerade erstellt haben.

b. Klicken Sie mit der rechten Maustaste auf das Vertrauen und wahlen Sie Zugriffskontrollrichtlinie
bearbeiten.

c. Wahlen Sie eine Zugriffskontrollrichtlinie aus.

d. Klicken Sie auf Anwenden und klicken Sie auf OK

. Flgen Sie dem neu erstellten Treuhandgesellschaft eine Richtlinie zur Ausstellung von Forderungen hinzu:
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a. Suchen Sie das Vertrauen der Vertrauensgesellschaft, das Sie gerade erstellt haben.

b. Klicken Sie mit der rechten Maustaste auf das Vertrauen und wahlen Sie Richtlinie zur Bearbeitung
von Forderungen aus.

c. Klicken Sie auf Regel hinzufiigen.

d. Wahlen Sie auf der Seite Regelvorlage auswahlen in der Liste LDAP-Attribute als Anspriiche
senden aus, und klicken Sie auf Weiter.

e. Geben Sie auf der Seite Regel konfigurieren einen Anzeigenamen fir diese Regel ein.
Beispiel: ObjectGUID an Name ID.

f. Wahlen Sie im Attributspeicher die Option Active Directory aus.
g. Geben Sie in der Spalte LDAP-Attribut der Mapping-Tabelle objectGUID ein.

h. Wahlen Sie in der Spalte Abgehender Antragstyp der Zuordnungstabelle in der Dropdown-Liste Name
ID aus.

i. Klicken Sie auf Fertig stellen, und klicken Sie auf OK.
7. Bestatigen Sie, dass die Metadaten erfolgreich importiert wurden.

a. Klicken Sie mit der rechten Maustaste auf das Vertrauen der Vertrauenssteller, um seine Eigenschaften
zu Offnen.

b. Vergewissern Sie sich, dass die Felder auf den Registerkarten Endpunkte, Identifier und Signatur
ausgefllt sind.

Wenn die Metadaten fehlen, bestatigen Sie, dass die Federation-Metadatenadresse korrekt ist, oder
geben Sie einfach die Werte manuell ein.

8. Wiederholen Sie diese Schritte, um ein Vertrauensverhaltnis fur alle Administratorknoten in lhrem
StorageGRID-System zu konfigurieren.

9. Wenn Sie fertig sind, kehren Sie zu StorageGRID und zurtick "Testen Sie alle Vertrauensstellen, die sich
auf die Vertrauensstellen verlassen" Um sicherzustellen, dass sie richtig konfiguriert sind.

Schaffung eines Vertrauensverhaltnisses durch den Import von Federationmetadaten

Sie kénnen die Werte flr jedes Vertrauen der betreffenden Anbieter importieren, indem Sie fur jeden Admin-
Node auf die SAML-Metadaten zugreifen.

Was Sie benétigen

+ Sie haben SSO in StorageGRID konfiguriert, und Sie kennen den vollstandig qualifizierten
Doméanennamen (oder die IP-Adresse) und die bestellte Partei-ID fir jeden Admin-Node in lhrem System.

Sie mussen fir jeden Admin-Knoten in Ihrem StorageGRID-System ein Vertrauensverhaltnis
aufbauen. Mit einer Vertrauensbasis fiir jeden Admin-Knoten wird sichergestellt, dass
Benutzer sich sicher bei und aus jedem Admin-Knoten anmelden kdnnen.

 Sie haben Erfahrung beim Erstellen von Vertrauensstellungen von Vertrauensstellen in AD FS, oder Sie
haben Zugriff auf die Microsoft AD FS-Dokumentation.

 Sie verwenden das Snap-in AD FS Management und gehéren der Gruppe Administratoren an.

Uber diese Aufgabe
Diese Anweisungen gelten fir AD FS 4.0, das in Windows Server 2016 enthalten ist. Wenn Sie AD FS 3.0
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verwenden, das in Windows 2012 R2 enthalten ist, werden Sie leichte Unterschiede feststellen. Wenn Sie
Fragen haben, lesen Sie bitte die Microsoft AD FS-Dokumentation.

Schritte

1.

. Klicken Sie unter Aktionen auf Vertrauensstellung hinzufiigen.

Klicken Sie im Windows Server Manager auf Tools und wahlen Sie dann AD FS Management aus.

2
3. Wahlen Sie auf der Begrifiungsseite * Claims Aware* aus und klicken Sie auf Start.
4.
5

. Geben Sie unter Federation Metadatenadresse (Hostname oder URL) den Speicherort der SAML-

Wabhlen Sie Daten liber die online veroffentlichte oder auf einem lokalen Netzwerk importieren.

Metadaten flr diesen Admin-Node ein:
https://Admin Node FQDN/api/saml-metadata

FUr Admin Node FQDN, Geben Sie den vollstandig qualifizierten Domanennamen fur denselben Admin-
Knoten ein. (Bei Bedarf kbnnen Sie stattdessen die IP-Adresse des Node verwenden. Wenn Sie hier
jedoch eine IP-Adresse eingeben, beachten Sie, dass Sie dieses Vertrauen der Vertrauensbasis
aktualisieren oder neu erstellen mussen, wenn sich diese IP-Adresse immer andert.)

. SchlieRen Sie den Assistenten ,Vertrauen in die Vertrauensstellung“, speichern Sie das Vertrauen der zu

vertrauenden Partei und schlieRen Sie den Assistenten.

Verwenden Sie bei der Eingabe des Anzeigennamens die bevertrauende Partei-ID fur den
@ Admin-Node genau so, wie sie auf der Seite Single Sign-On im Grid Manager angezeigt
wird. Beispiel: SG-DC1-ADMI.

. Flgen Sie eine Antragsregel hinzu:

a. Klicken Sie mit der rechten Maustaste auf das Vertrauen und wahlen Sie Richtlinie zur Bearbeitung
von Forderungen aus.

b. Klicken Sie auf Regel hinzufiigen:

c. Wahlen Sie auf der Seite Regelvorlage auswahlen in der Liste LDAP-Attribute als Anspriiche
senden aus, und klicken Sie auf Weiter.

d. Geben Sie auf der Seite Regel konfigurieren einen Anzeigenamen fur diese Regel ein.
Beispiel: ObjectGUID an Name ID.

e. Wahlen Sie im Attributspeicher die Option Active Directory aus.
f. Geben Sie in der Spalte LDAP-Attribut der Mapping-Tabelle objectGUID ein.

g. Wahlen Sie in der Spalte Abgehender Antragstyp der Zuordnungstabelle in der Dropdown-Liste Name

ID aus.
h. Klicken Sie auf Fertig stellen, und klicken Sie auf OK.

8. Bestatigen Sie, dass die Metadaten erfolgreich importiert wurden.

a. Klicken Sie mit der rechten Maustaste auf das Vertrauen der Vertrauenssteller, um seine Eigenschaften

zu offnen.

b. Vergewissern Sie sich, dass die Felder auf den Registerkarten Endpunkte, Identifier und Signatur
ausgefullt sind.

Wenn die Metadaten fehlen, bestatigen Sie, dass die Federation-Metadatenadresse korrekt ist, oder
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geben Sie einfach die Werte manuell ein.
9. Wiederholen Sie diese Schritte, um ein Vertrauensverhaltnis flr alle Administratorknoten in lhrem
StorageGRID-System zu konfigurieren.

10. Wenn Sie fertig sind, kehren Sie zu StorageGRID und zurtick "Testen Sie alle Vertrauensstellen, die sich
auf die Vertrauensstellen verlassen" Um sicherzustellen, dass sie richtig konfiguriert sind.

Manuelles Erstellen eines Vertrauensverhaltnisses mit einer Vertrauensbasis

Wenn Sie sich entscheiden, die Daten fur die Treuhanddienste des Treuhandteils nicht zu importieren, kdnnen
Sie die Werte manuell eingeben.

Was Sie bendétigen

+ Sie haben SSO in StorageGRID konfiguriert, und Sie kennen den vollstandig qualifizierten
Doméanennamen (oder die IP-Adresse) und die bestellte Partei-ID fir jeden Admin-Node in lhrem System.

Sie mussen fir jeden Admin-Knoten in Ihrem StorageGRID-System ein Vertrauensverhaltnis
@ aufbauen. Mit einer Vertrauensbasis fiir jeden Admin-Knoten wird sichergestellt, dass
Benutzer sich sicher bei und aus jedem Admin-Knoten anmelden kdénnen.

+ Sie haben das benutzerdefinierte Zertifikat, das fir die StorageGRID Managementoberflache hochgeladen
wurde, oder Sie wissen, wie Sie sich von der Command Shell bei einem Admin-Node einloggen.

« Sie haben Erfahrung beim Erstellen von Vertrauensstellungen von Vertrauensstellen in AD FS, oder Sie
haben Zugriff auf die Microsoft AD FS-Dokumentation.

« Sie verwenden das Snap-in AD FS Management und gehdren der Gruppe Administratoren an.

Uber diese Aufgabe

Diese Anweisungen gelten fur AD FS 4.0, das in Windows Server 2016 enthalten ist. Wenn Sie AD FS 3.0
verwenden, das in Windows 2012 R2 enthalten ist, werden Sie leichte Unterschiede feststellen. Wenn Sie
Fragen haben, lesen Sie bitte die Microsoft AD FS-Dokumentation.

Schritte
1. Klicken Sie im Windows Server Manager auf Tools und wahlen Sie dann AD FS Management aus.

2. Klicken Sie unter Aktionen auf Vertrauensstellung hinzufiigen.

3. Wahlen Sie auf der Begrifiungsseite * Claims Aware* aus und klicken Sie auf Start.

4. Wahlen Sie Geben Sie Daten tiber den Kunden manuell ein, und klicken Sie auf Weiter.
5

. Schlie3en Sie den Assistenten flr Vertrauen in die vertrauende Partei ab:
a. Geben Sie einen Anzeigenamen flr diesen Admin-Node ein.

Verwenden Sie fiir Konsistenz den Admin-Node mit der bewirtenden Partei-Kennung, genau wie er auf
der Seite Single Sign-On im Grid Manager angezeigt wird. Beispiel: SG-DC1-ADM1.

b. Uberspringen Sie den Schritt, um ein optionales Token-Verschliisselungszertifikat zu konfigurieren.

c. Aktivieren Sie auf der Seite ,URL konfigurieren* das Kontrollkastchen Unterstiitzung fiir das SAML
2.0 WebSSO-Protokoll aktivieren.

d. Geben Sie die Endpunkt-URL des SAML-Service fir den Admin-Node ein:

https://Admin Node FQDN/api/saml-response
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Far "Admin_Node_FQDN Geben Sie den vollstandig qualifizierten Domanennamen fir den Admin-
Knoten ein. (Bei Bedarf kdnnen Sie stattdessen die IP-Adresse des Node verwenden. Wenn Sie hier
jedoch eine IP-Adresse eingeben, beachten Sie, dass Sie dieses Vertrauen der Vertrauensbasis
aktualisieren oder neu erstellen missen, wenn sich diese IP-Adresse immer andert.)

e. Geben Sie auf der Seite Configure Identifiers die befolgende Partei-ID fir denselben Admin-Node an:

Admin Node Identifier

Flr Admin Node Identifier, Geben Sie die ID fur den Admin-Knoten auf, die sich auf der Seite
Single Sign-On befindet, genau so ein, wie sie auf der Seite ,Single Sign-On“ angezeigt wird. Beispiel:
SG-DC1-ADM1.

f. Uberpriifen Sie die Einstellungen, speichern Sie das Vertrauen der Vertrauensstellungsgesellschaft,
und schlieflen Sie den Assistenten.

Das Dialogfeld ,Forderungsrichtlinie bearbeiten” wird angezeigt.

@ Wenn das Dialogfeld nicht angezeigt wird, klicken Sie mit der rechten Maustaste auf das
Vertrauen und wahlen Sie Richtlinie zur Bearbeitung von Forderungen aus.

6. Um den Assistenten fur die Antragsregel zu starten, klicken Sie auf Regel hinzufiigen:

a. Wahlen Sie auf der Seite Regelvorlage auswahlen in der Liste LDAP-Attribute als Anspriiche
senden aus, und klicken Sie auf Weiter.

b. Geben Sie auf der Seite Regel konfigurieren einen Anzeigenamen fir diese Regel ein.
Beispiel: ObjectGUID an Name ID.

c. Wahlen Sie im Attributspeicher die Option Active Directory aus.
d. Geben Sie in der Spalte LDAP-Attribut der Mapping-Tabelle objectGUID ein.

e. Wahlen Sie in der Spalte Abgehender Antragstyp der Zuordnungstabelle in der Dropdown-Liste Name
ID aus.

f. Klicken Sie auf Fertig stellen, und klicken Sie auf OK.

7. Klicken Sie mit der rechten Maustaste auf das Vertrauen der Vertrauenssteller, um seine Eigenschaften zu
offnen.

8. Konfigurieren Sie auf der Registerkarte Endpunkte den Endpunkt fiir einzelne Abmeldung (SLO):

a. Klicken Sie auf SAML hinzufiigen.
b. Wahlen Sie Endpunkttyp > SAML Logout.

o

Wahlen Sie Bindung > Umleiten.
d. Geben Sie im Feld Trusted URL die URL ein, die fiir Single Logout (SLO) von diesem Admin-Node
verwendet wird:

https://Admin Node FQDN/api/saml-logout

Fir Admin Node FQDN, Geben Sie den vollstdndig qualifizierten Dom&nennamen des Admin-Knotens
ein. (Bei Bedarf kdnnen Sie stattdessen die IP-Adresse des Node verwenden. Wenn Sie hier jedoch eine
IP-Adresse eingeben, beachten Sie, dass Sie dieses Vertrauen der Vertrauensbasis aktualisieren oder neu
erstellen missen, wenn sich diese |IP-Adresse immer andert.)
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a. Klicken Sie auf OK.

9. Geben Sie auf der Registerkarte Signatur das Signaturzertifikat fiir dieses Vertrauen der bevertrauenden
Partei an:

a. Flgen Sie das benutzerdefinierte Zertifikat hinzu:

= Wenn Sie Uber das benutzerdefinierte Managementzertifikat verfligen, das Sie in StorageGRID
hochgeladen haben, wahlen Sie dieses Zertifikat aus.

= Wenn Sie nicht Uber das benutzerdefinierte Zertifikat verfiigen, melden Sie sich beim Admin-
Knoten an, gehen Sie zu /var/local /mgmt-api Verzeichnis des Admin-Knotens, und fligen Sie
das hinzu custom-server.crt Zertifikatdatei.

Hinweis: das Standardzertifikat des Admin-Knotens verwenden (server.crt) Wird nicht
empfohlen. Wenn der Admin-Knoten ausfallt, wird das Standardzertifikat neu generiert, wenn Sie
den Knoten wiederherstellen, und Sie missen das Vertrauen der Vertrauensstelle aktualisieren.

b. Klicken Sie auf Anwenden und klicken Sie auf OK.
Die Eigenschaften der zu vertrauenden Partei werden gespeichert und geschlossen.

10. Wiederholen Sie diese Schritte, um ein Vertrauensverhaltnis fir alle Administratorknoten in |hrem
StorageGRID-System zu konfigurieren.

11. Wenn Sie fertig sind, kehren Sie zu StorageGRID und zurlick "Testen Sie alle Vertrauensstellen, die sich
auf die Vertrauensstellen verlassen" Um sicherzustellen, dass sie richtig konfiguriert sind.

Testen von Vertrauen von Vertrauensstellen

Bevor Sie die Verwendung von Single Sign On (SSO) fur StorageGRID durchsetzen,
mussen Sie sicherstellen, dass Single Sign On und Single Logout (SLO) korrekt
konfiguriert sind. Wenn Sie fur jeden Admin-Node eine Vertrauensbasis erstellt haben,
bestatigen Sie, dass Sie SSO und SLO fir jeden Admin-Node verwenden kénnen.

Was Sie bendtigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verflgen.

 Sie haben eine oder mehrere Vertrauensstellen in AD FS konfiguriert.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Single Sign-On.

Die Seite Single Sign-On wird angezeigt, wobei die Option Sandbox Mode ausgewahlt ist.

2. Suchen Sie in den Anweisungen fur den Sandbox-Modus den Link zur Anmeldeseite Ihres
Identitatsanbieters.

Die URL wird aus dem Wert abgeleitet, den Sie im Feld Federated Service Name eingegeben haben.
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Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin MNode, using the relying party identifier(s) shown below.

G. 5o to your identity provider's sign-on page: https:.-’.fadEU1E.saml.sgws.-’adfs.fls.fiu:lpinitiatedsignnn.htm>

3. From this page, sign in to each StorageGRID relying party trust. If the SS0O operation is successful, StorageGRID displays
a page with a success message. Otherwise. an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the S50 Status to Enabled, and click Save.

3. Klicken Sie auf den Link oder kopieren Sie die URL in einen Browser, um auf die Anmeldeseite Ihres
Identitatsanbieters zuzugreifen.

4. Um zu bestatigen, dass Sie SSO zur Anmeldung bei StorageGRID verwenden kénnen, wahlen Sie
Anmelden bei einer der folgenden Sites, wahlen Sie die bevertrauende Partei-ID fiir Ihren primaren
Admin-Knoten und klicken Sie auf Anmelden.

You are not signed in.

¢ Sign in to this site.

I S5G-DC1-ADML j

Sie werden aufgefordert, Ihren Benutzernamen und |hr Kennwort einzugeben.

5. Geben Sie |Ihren foderierten Benutzernamen und Ihr Kennwort ein.

> Wenn die SSO-Anmelde- und -Abmeldevorgange erfolgreich sind, wird eine Erfolgsmeldung angezeigt.
+" 5ingle sign-on authentication and logout test completed successfully.

> Wenn der SSO-Vorgang nicht erfolgreich ist, wird eine Fehlermeldung angezeigt. Beheben Sie das
Problem, |6schen Sie die Cookies des Browsers, und versuchen Sie es erneut.

6. Wiederholen Sie die vorherigen Schritte, um zu bestatigen, dass Sie sich bei anderen Admin-Nodes
anmelden kdnnen.

Wenn alle SSO-Anmelde- und Abmeldevorgange erfolgreich sind, kdnnen Sie SSO aktivieren.
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Aktivieren von Single Sign On

Nachdem Sie den Sandbox-Modus verwendet haben, um alle Trusts von StorageGRID-
Kunden zu testen, sind Sie bereit, Single Sign-On (SSO) zu aktivieren.

Was Sie bendtigen

+ Sie missen mindestens eine foderierte Gruppe aus der Identitatsquelle importiert und der Gruppe Root
Access Management-Berechtigungen zugewiesen haben. Sie missen bestatigen, dass mindestens ein
verbundener Benutzer Root Access-Berechtigung fur den Grid Manager und den Tenant Manager fir alle
bestehenden Mandantenkonten hat.

« Sie mUssen alle Vertrauensstellen der Vertrauensbesteller mit Sandbox-Modus getestet haben.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Single Sign-On.

Die Seite Single Sign-On wird angezeigt, wobei Sandbox-Modus ausgewahlt ist.

2. Andern Sie den SSO-Status in aktiviert.
3. Klicken Sie Auf Speichern.

Es wird eine Warnmeldung angezeigt.

A Warning

Enable single sign-on

After you enable S50, no local users—including the root user—will be able to sign in to the Grid
Manager, the Tenant Manager, the Grid Management AP, or the Tenant Management AP

Before proceeding, confirm the following:

* You have imported at least one federated group from the identity source and assigned Root
Access management permissions to the group. You must confirm that at least one
federated user has Root Access permission to the Grid Manager and to the Tenant Manager
for any existing tenant accounts.

* “You have tested all relying party trusts using sandbox mode.

Are you sure you want to enable single sign-on?

=1 E3

4. Uberpriifen Sie die Warnung und klicken Sie auf OK.

Single Sign-On ist jetzt aktiviert.

Alle Benutzer missen SSO verwenden, um auf den Grid Manager, den Mandanten-
@ Manager, die Grid-Management-API und die Mandanten-Management-AP| zuzugreifen.
Lokale Benutzer kénnen nicht mehr auf StorageGRID zugreifen.
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Deaktivieren der Einzelanmeldung

Sie konnen Single Sign-On (SSO) deaktivieren, wenn Sie diese Funktion nicht mehr
verwenden mochten. Sie mussen Single Sign-On deaktivieren, bevor Sie die
Identitatsfoderation deaktivieren konnen.

Was Sie bendtigen
+ Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Single Sign-On.

Die Seite Single Sign-On wird angezeigt.

2. Wabhlen Sie die Option deaktiviert aus.
3. Klicken Sie Auf Speichern.

Es wird eine Warnmeldung angezeigt, die darauf hinweist, dass lokale Benutzer sich jetzt anmelden
koénnen.

A Warning

Disable single sign-on

After you disable S50 or switch to sandbox mode, local users will be able to sign in. Are you sure

wyou want to proceed?
o

4. Klicken Sie auf OK.

Wenn Sie sich das nachste Mal bei StorageGRID anmelden, wird die Seite StorageGRID-Anmeldung
angezeigt. Sie missen den Benutzernamen und das Kennwort flir einen lokalen oder féderierten
StorageGRID-Benutzer eingeben.

Voriibergehend deaktivieren und erneut aktivieren der Single Sign-On fiir einen Admin-Knoten

Sie kdnnen sich mdglicherweise nicht beim Grid-Manager anmelden, wenn das SSO-
System (Single Sign-On) ausfallt. In diesem Fall kdnnen Sie SSO fur einen Admin-Node
vorubergehend deaktivieren und erneut aktivieren. Um SSO zu deaktivieren und dann
erneut zu aktivieren, mussen Sie auf die Befehlshaber des Node zugreifen.

Was Sie bendétigen
» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.
* Sie miUssen die haben Passwords. txt Datei:

» Sie mussen das Passwort fiir den lokalen Root-Benutzer kennen.
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Uber diese Aufgabe

Nachdem Sie SSO fir einen Admin-Node deaktiviert haben, kénnen Sie sich beim Grid-Manager als lokaler
Root-Benutzer anmelden. Zum Sichern Ihres StorageGRID-Systems miissen Sie die Befehlshaber des Node
verwenden, um SSO auf dem Admin-Node erneut zu aktivieren, sobald Sie sich abmelden.

Das Deaktivieren von SSO fiir einen Admin-Node wirkt sich nicht auf die SSO-Einstellungen flr

@ andere Admin-Nodes im Raster aus. Das Kontrollkastchen SSO aktivieren auf der Seite Single
Sign-On im Grid Manager bleibt aktiviert, und alle vorhandenen SSO-Einstellungen bleiben
erhalten, wenn Sie sie nicht aktualisieren.

Schritte
1. Melden Sie sich bei einem Admin-Knoten an:

a. Geben Sie den folgenden Befehl ein: ssh admin@Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Flhren Sie den folgenden Befehl aus:disable-saml
Eine Meldung gibt an, dass der Befehl nur fir diesen Admin-Knoten gilt.

3. Bestatigen Sie, dass Sie SSO deaktivieren mochten.
Eine Meldung gibt an, dass Single Sign-On auf dem Knoten deaktiviert ist.

4. Greifen Sie Uber einen Webbrowser auf den Grid Manager auf demselben Admin-Node zu.
Die Anmeldeseite fir den Grid Manager wird jetzt angezeigt, weil SSO deaktiviert wurde.

5. Melden Sie sich mit dem Benutzernamen root und dem Passwort des lokalen Root-Benutzers an.

6. Wenn Sie SSO voribergehend deaktiviert haben, da Sie die SSO-Konfiguration korrigieren mussten:
a. Wahlen Sie Konfiguration > Zugriffskontrolle > Single Sign-On.
b. Andern Sie die falschen oder veralteten SSO-Einstellungen.
c. Klicken Sie Auf Speichern.

Wenn Sie auf der Seite Single Sign-On auf Save klicken, wird SSO fir das gesamte Raster
automatisch wieder aktiviert.

7. Wenn Sie SSO vorubergehend deaktiviert haben, weil Sie aus einem anderen Grund auf den Grid
Manager zugreifen mussten:

a. Fihren Sie alle Aufgaben oder Aufgaben aus, die Sie ausflihren missen.
b. Klicken Sie auf Abmelden und schliel3en Sie den Grid Manager.

c. SSO auf dem Admin-Node erneut aktivieren. Sie kdnnen einen der folgenden Schritte ausfiuhren:

= Fuhren Sie den folgenden Befehl aus: enable-saml
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Eine Meldung gibt an, dass der Befehl nur fir diesen Admin-Knoten gilt.
Bestatigen Sie, dass Sie SSO aktivieren mdchten.
Eine Meldung gibt an, dass Single Sign-On auf dem Knoten aktiviert ist.

° Booten Sie den Grid-Node neu: reboot
8. Greifen Sie Uber einen Webbrowser iber denselben Admin-Node auf den Grid-Manager zu.

9. Vergewissern Sie sich, dass die Seite StorageGRID-Anmeldung angezeigt wird und Sie Ihre SSO-
Anmeldedaten fiir den Zugriff auf den Grid-Manager eingeben missen.

Verwandte Informationen
"Konfigurieren der Single Sign-On-Konfiguration"

Administrator-Client-Zertifikate werden konfiguriert

Sie kénnen Clientzertifikate verwenden, um autorisierten externen Clients den Zugriff auf
die StorageGRID Prometheus-Datenbank zu ermdglichen. Clientzertifikate bieten eine
sichere Moglichkeit zur Verwendung externer Tools zur Uberwachung von StorageGRID.

Wenn Sie mit einem externen Monitoring-Tool auf StorageGRID zugreifen missen, missen Sie mithilfe des
Grid Managers ein Clientzertifikat hochladen oder generieren und die Zertifikatsinformationen in das externe
Tool kopieren.

Hinzufiigen von Administrator-Client-Zertifikaten

Zum Hinzufligen eines Clientzertifikats kdnnen Sie Ihr eigenes Zertifikat bereitstellen oder mit dem Grid
Manager ein Zertifikat erstellen.

Was Sie bendtigen
» Sie mussen Uber die Berechtigung Root Access verfiigen.

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
» Sie mussen die IP-Adresse oder den Domanennamen des Admin-Knotens kennen.

« Sie missen das Zertifikat fur den StorageGRID-Verwaltungsserver konfiguriert haben und tber das
entsprechende CA-Paket verfligen

* Wenn Sie Ihr eigenes Zertifikat hochladen méchten, missen der 6ffentliche Schlissel und der private
Schlussel fur das Zertifikat auf Inrem lokalen Computer verfligbar sein.

Schritte
1. Wahlen Sie im Grid Manager die Option Konfiguration > Zugriffskontrolle > Clientzertifikate aus.

Die Seite Clientzertifikate wird angezeigt.

67



Client Certificates

You can upload or generate cne or more client cerdificates to allow Storage GRID to authenticate external client access.

Name Allow Prometheus Expiration Date
Mo client cerfificates configured
2. Wahlen Sie Hinzufiigen.

Die Seite Zertifikat hochladen wird angezeigt.

Upload Certificate

MName @

Allow Prometheus @[]

Certificate Details

Upload the public key for the client cerificate.

Upload Client Certificate ‘ ‘ Generate Client Certificate

3. Geben Sie einen Namen zwischen 1 und 32 Zeichen fir das Zertifikat ein.

4. Um Uber Ihr externes Monitoring-Tool auf die Prometheus-Kennzahlen zuzugreifen, aktivieren Sie das
Kontrollkdstchen Prometheus erlauben.

5. Hochladen oder Generieren eines Zertifikats:
a. Um ein Zertifikat hochzuladen, gehen Sie Hier.
b. Gehen Sie zum Generieren eines Zertifikats Hier.

6. ]zum Hochladen eines Zertifikats:

a. Wahlen Sie Client-Zertifikat Hochladen.

b. Suchen Sie nach dem o6ffentlichen Schlissel fir das Zertifikat.

Nachdem Sie den 6ffentlichen SchilUssel fir das Zertifikat hochgeladen haben, werden die Felder
Certificate Metadaten und Certificate PEM ausgeftllt.

68



Upload Certificate

Mame & test-cerificate-upload

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cerificate,

Upload Client Cerificate ‘ | Generate Client Cerdificate

Uploaded file name:  client (1) crt

Certificate metadata  © Subject DN: /C=US/ST=California/L=Sunnyvale/0=Example Co/OU=ITICN=* 53 exa
mple.com
Serial Number: 0D:0E:FC:16:75:B8:BE:3ETD:47:4D:05:40:08:F3:7B:E8:4A:71:90
Issuer DN: /C=US/ST=California/L=Sunnyvale/O=Example Co/OU=IT/CN=* 53 exa
mple.com
Issued On: 2020-08-19T22:11:55.000Z
Expires On; 2021-06-19T2211:56.0002
SHA-1 Fingerprint: 13AADG.06:2B.90.FE BT 7B.EE 1A 83.BE C3:62:39.B7 AGET.FO
SHA-256 Fingerprint: 5C.29.06:68:CF.51.50.B8.4F A9 56 FT AT AB.3C 36 FAZDBT 32 A4:CH;
7485 2C8D:EG.67:37.C3AC 60

Certificate PEM €

Copy cerificate to clipboard ‘

[

a. Wahlen Sie Zertifikat in Zwischenablage kopieren und fligen Sie das Zertifikat in Ihr externes
Uberwachungstool ein.

b. Verwenden Sie ein Bearbeitungswerkzeug, um den privaten Schlissel in |hr externes
Uberwachungstool zu kopieren und einzufligen.

c. Wahlen Sie Speichern, um das Zertifikat im Grid Manager zu speichern.

] zum Generieren eines Zertifikats:

a. Wahlen Sie Client-Zertifikat Erstellen.
b. Geben Sie den Domanennamen oder die IP-Adresse des Admin-Knotens ein.

c. Geben Sie optional einen X.509-Studienteilnehmer ein, der auch als Distinguished Name (DN)
bezeichnet wird, um den Administrator zu identifizieren, der das Zertifikat besitzt.

d. Wahlen Sie optional die Anzahl der Tage aus, an denen das Zertifikat gultig ist. Der Standardwert ist
730 Tage.

e. Wahlen Sie Erzeugen.

Die Felder Certificate Metadaten, Certificate PEM und Certificate Private Key sind ausgefillt.
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Upload Certificate
Mamz & test-cerificate-generates

Allow Frometheus @

Certificate Details

Upload the public key for the clisnt cedificsts,

Uplesd Client Certificste

| Generste Client Cardtificate

Certificate metadats  €) Subject DN: /Ch=tastcom
Serial Number: 0B:F2:FB:78:B2:13:E4.0F :54:83:30:35:58:8F: 2A4:03:53:BO:EZ:0
A
Issuer DMN: ‘Ch=tast.com
Issued On: 2020-11-20T22:44:48.000Z
Expites On: - 2022-11-20T22:44:48 000Z
SHA-1 Fingerprint: 8E:08:8C:F8:3E:20:88;E4:C8:42:52:5F: 32, TE:ET:63:808:88:F3:3
D
SHA-258 Fingerprint: 73:02:51:83:ED:D3:8%:AD:7E B8 :4C:AF AE:34:76:B8:42:FE:0D:
EF:73:C0:A4:68:C2,EB:85,84.C2:04:7ABD

Cadificate FEM & ===—- BEGIN CERTIPICATE-—=— A
MIICyalrA gl IBA TR Tdr TTSRO s 04 VmBad i Curdgon DY TRo 2 Thy o NAQEL
BOAwEsFRMAEGAI UE e TGV 405 b2 0wHRh oMy 2T Twdl s TONDOI N oM TxMT Tnr

M3 IORDOEW  ATHR Ew D T VOO DDA R 0 R XN LR v b T CCA S Iw DU Y JRo 2 ThecBAQEREOAD
goEPADCCADeCggEBAKO24E S e e EuBb2 B cidf Mt TeExLeBEmtdvIwszlgrwh
RKgHEZIBEYI0N/ Vo720 miEE yEwk yQT X SC0E Ixvr 03 TRLIR fh =T oo laty .
CDe=BFRYzd0axinEl /it ANFEg ERE T aVa+ 300 Cudi c 0V uVidaxdy S8oEnjBmla
fIFaloolial ETHI D oA VEROxBRCp 40T FOEa Ty £8Ka5r
cHaXTaslOdDT4 oY TR EIaHCoh Ix0nSpOTAESEETwY gSiwE2PETUBM
mucfaf FdEpLENpl el iV=Fhghla bl s x o= kO ER A QM METwEw Y LVRE IR uw

Copy cerificate to dipboard

Certificate grivate key @ | ———" BEGIN ‘R3X
MIIEpOIBARKT,

A rTZO0HIEHA M= 2 dF» 2k vy Tl /+1HwzEn0EaETL
2dnaTHlghCEe¥ vk 1HIYD TIBCQY ISk 1B+ ATHE-4hE SsExCRwigzR2VHODT
CwE 2 Pg TP r FOF4BETr NI Bk Ax VT S I T0Ma 71 JaREASUDPH WE] RygeMEY Sa=
TR g TR P I Bn T T0S 4 Sogylw oM EVDOg R /A TUHTEEokngPaTHto i L2/ 0 2Dms T8
25Cg=202xcd = TgFulmoN oS h3kTnowEiHEHI £m xnkpSi BROMgDm oY/ x0Ex®
FWEEERS PR lukska kT 03 VRONGCRa T 0DFES yy ORI DA DA e TRADC FETEN4pEQHasw
SuELEDe M v/ SCn+Rdmrodg B S xWECDrE IR1EDG+HThY r Edon EXHO+-ACTYACS
HEIOE T DVpwB ] dpuE0Sri ¥ Se rosEmpBad O A9y AT Ex €S ub3T3dagfOrj A4 vaon
Mas ¥ IR FEIvAR T £ r Zxl VY S n02RPE S rog Y Cge l Lot S Y 0E7 3= 0CInaTrme Tdm3 YHEEE

Copy private key to dlipboard

A& You will not be sble to view the cerificate private ey sfter you close this dislog. To save the keys for future reference, copy end paste the values to

anather locstion

a. Wahlen Sie Zertifikat in Zwischenablage kopieren und fligen Sie das Zertifikat in lhr externes
Uberwachungstool ein.

b. Wahlen Sie Privatschliissel in Zwischenablage kopieren und fligen Sie den Schlussel in lhr
externes Uberwachungstool ein.

@ Nach dem Schlie3en des Dialogfelds kénnen Sie den privaten Schliissel nicht anzeigen.
Kopieren Sie den Schliissel an einen sicheren Ort.

c. Wahlen Sie Speichern, um das Zertifikat im Grid Manager zu speichern.



8. Konfigurieren Sie die folgenden Einstellungen fir Ihr externes Monitoring-Tool, z. B. Grafana.

Ein Grafana-Beispiel ist im folgenden Screenshot dargestellt:

sg-prometheus Default (@

HTTP

URL : https://admin-node.example.com:9091

Access Server (default)

Whitelisted Cookies

Auth

Basic auth With Credentials

TLS Client Auth [ @ I |With CA Cert

Skip TLS Verify

Forward OAuth Identity

TLS/SSL Auth Details

ServerName admin-node.example.com

Client Cert

a. Name: Geben Sie einen Namen fir die Verbindung ein.

StorageGRID bendtigt diese Informationen nicht, Sie mussen jedoch einen Namen angeben, um die
Verbindung zu testen.




b. URL: Geben Sie den Domain-Namen oder die IP-Adresse flir den Admin-Node ein. Geben Sie HTTPS
und Port 9091 an.

Beispiel: https://admin-node.example.com: 9091

c. Aktivieren Sie TLS Client Authorization und mit CA Cert.

d. Kopieren Sie das Zertifikat des Management Interface Server oder CA-Pakets unter TLS/SSL-Auth-
Details auf dasCA-Zertifikat.

e. ServerName: Geben Sie den Domainnamen des Admin-Knotens ein.

Servername muss mit dem Domanennamen Ubereinstimmen, wie er im Management Interface Server
Certificate angezeigt wird.

f. Speichern und testen Sie das Zertifikat und den privaten Schlissel, das Sie aus StorageGRID oder
einer lokalen Datei kopiert haben.

Sie kdnnen jetzt mit Inrem externen Monitoring Tool auf die Prometheus Kennzahlen von StorageGRID
zugreifen.

Weitere Informationen zu den Metriken finden Sie in den Anweisungen flr das Monitoring und die
Fehlerbehebung von StorageGRID.

Verwandte Informationen

"StorageGRID-Sicherheitszertifikate werden verwendet"
"Konfigurieren eines benutzerdefinierten Serverzertifikats fur den Grid Manager und den Tenant Manager"

"Monitor Fehlerbehebung"

Bearbeiten von Administrator-Clientzertifikaten

Sie kdnnen ein Zertifikat bearbeiten, um seinen Namen zu andern, Prometheus-Zugriff zu aktivieren oder zu
deaktivieren oder ein neues Zertifikat hochzuladen, wenn das aktuelle abgelaufen ist.

Was Sie bendtigen
» Sie missen Uber die Berechtigung Root Access verfiigen.
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
» Sie missen die IP-Adresse oder den Domanennamen des Admin-Knotens kennen.
* Wenn Sie ein neues Zertifikat und einen privaten Schlissel hochladen méchten, missen diese auf Ihrem
lokalen Computer verfiigbar sein.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Client-Zertifikate.

Die Seite Clientzertifikate wird angezeigt. Die vorhandenen Zertifikate sind aufgelistet.

In der Tabelle sind die Daten zum Ablauf des Zertifikats aufgeflhrt. Wenn ein Zertifikat bald ablauft oder
bereits abgelaufen ist, wird in der Tabelle eine Meldung angezeigt, und eine Warnmeldung wird ausgeldst.
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|+ Add || # Edit || % Remove

Name Allow Prometheus Expiration Date
() | test-certificate-upload ' 2021-06-19 16:11:56 MDT
® test-cerificate-generate + 2022-08-20 09:42:00 MDT

Displaying 2 certificates.
2. Wahlen Sie das Optionsfeld links neben dem Zertifikat, das Sie bearbeiten mdchten.
3. Wahlen Sie Bearbeiten.

Das Dialogfeld Zertifikat bearbeiten wird angezeigt.

Edit Certificate test-cerificate-generate
Name @ test-certificate-generate

Allow Prometheus @

Certificate Details

Upload the public key for the client cerlificate.

Upload Client Cerlificate ‘ ‘ Generate Client Certificate

Certificats metadata © Subject DN: (Chi=test.com

Serial Number: 0C:11:37:8C.1E:FD:13:16:F3:F2:06:09:DA6D:BC.CE:2A A9:C3:53
lssuer DN: (Chi=test.com
Issued On: 2020-11-23T15:53:33.0002
Expires On: 2022-11-23T15:53:33.0002
SHA-1 Fingerprint: AEES:T0:ATD3:C3:38:7A 09 F3:62.98:81:8A:87:.CO:43: 16:8 AT
SHA-256 Fingerprint: 63.07:BF:FF.08;1E:84:F1:04:67.C6:16:B0:35:26:00:C6A3:13: 11, TE.5E:9
ECTATEEF23:14:55:30:56

CertificatePEM @ | —==—- SEGIN CEZRATIFICATE----—- -~
MwBOY JEoZ ThveNAQEL

fzMzWhclM] IxMITz

yRINkEBDATRC+dOrvES
wrkpWIHeBnColx W

YolubWz i VEIgL MRS r TTT 30 x T 00ME 2 AL =MEMBUWEWYD VR OEBAW

Copy cerlificate to clpboard ‘

E3
4. Nehmen Sie die gewlinschten Anderungen am Zertifikat vor.
5. Wahlen Sie Speichern, um das Zertifikat im Grid Manager zu speichern.

6. Wenn Sie ein neues Zertifikat hochgeladen haben:

a. Wahlen Sie Zertifikat in Zwischenablage kopieren aus, um das Zertifikat in lhr externes
Uberwachungstool einzufiigen.

b. Verwenden Sie ein Bearbeitungswerkzeug, um den neuen privaten Schliissel in lhr externes
Uberwachungstool zu kopieren und einzufiigen.
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c. Speichern und testen Sie das Zertifikat und den privaten Schllssel in Ihrem externen Monitoring-Tool.
7. Wenn Sie ein neues Zertifikat generiert haben:

a. Wahlen Sie Zertifikat in Zwischenablage kopieren aus, um das Zertifikat in lhr externes
Uberwachungstool einzufiigen.

b. Wahlen Sie Privatschliissel in Zwischenablage kopieren, um das Zertifikat in Ihr externes
Uberwachungstool einzufiigen.

@ Nach dem Schlief3en des Dialogfelds kénnen Sie den privaten Schllssel nicht anzeigen
oder kopieren. Kopieren Sie den Schliissel an einen sicheren Ort.

¢. Speichern und testen Sie das Zertifikat und den privaten Schlissel in Ihrem externen Monitoring-Tool.

Entfernen von Administrator-Client-Zertifikaten

Wenn Sie kein Zertifikat mehr bendétigen, kbnnen Sie es entfernen.

Was Sie bendtigen
» Sie missen Uber die Berechtigung Root Access verfiigen.

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Schritte
1. Wahlen Sie Konfiguration > Zugriffskontrolle > Client-Zertifikate.

Die Seite Clientzertifikate wird angezeigt. Die vorhandenen Zertifikate sind aufgelistet.

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
) | test-certificate-upload v 2021-06-19 16:11:56 MDT
® test-cerificate-generate s 2022-08-20 09:42:00 MDT

Displaying 2 certificates.

2. Wahlen Sie das Optionsfeld links neben dem Zertifikat, das Sie entfernen mochten.

3. Wahlen Sie Entfernen.

Ein Bestatigungsdialogfeld wird angezeigt.

A Warning

Delete certificate

Are you sure you want to delete the cerfificate "test-cerdificate-generate”?

| ceca [

4. Wahlen Sie OK.
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Das Zertifikat wird entfernt.

Konfigurieren von Verschlisselungsmanagement-Servern

Sie konnen einen oder mehrere externe Verschlisselungsmanagement-Server (KMS)
konfigurieren, um die Daten auf speziell konfigurierten Appliance-Nodes zu schitzen.

Was ist ein KMS (Key Management Server)?

Ein Verschlisselungsmanagement-Server (KMS) ist ein externes Drittanbietersystem, das mithilfe des Key
Management Interoperability Protocol (KMIP) Verschlisselungen fiir die StorageGRID Appliance-Nodes am
zugehorigen StorageGRID Standort bereitstellt.

Sie kénnen einen oder mehrere Schllsselverwaltungsserver verwenden, um die
Knotenverschlisselungsschlissel fur alle StorageGRID Appliance-Knoten zu verwalten, deren Node-
Verschliisselung-Einstellung wahrend der Installation aktiviert ist. Durch den Einsatz von
Verschlisselungsmanagement-Servern mit diesen Appliance-Nodes kdnnen Sie lhre Daten selbst dann
schitzen, wenn eine Appliance aus dem Datacenter entfernt wird. Nachdem die Appliance-Volumes
verschlUsselt sind, kdnnen Sie erst auf samtliche Daten auf der Appliance zugreifen, wenn der Node mit dem
KMS kommunizieren kann.

StorageGRID erstellt oder verwaltet keine externen Schlissel, die zur Verschlisselung und
Entschlisselung von Appliance-Nodes verwendet werden. Wenn Sie Vorhaben, einen externen
Verschllsselungsmanagementserver zum Schutz von StorageGRID-Daten zu verwenden,

@ mussen Sie wissen, wie Sie diesen Server einrichten, und wissen, wie Sie die
Verschlisselungsschlissel managen. Die Ausfiihrung wichtiger Managementaufgaben geht
Uber diesen Anweisungen hinaus. Wenn Sie Hilfe bendtigen, lesen Sie die Dokumentation fr
Ihren zentralen Managementserver, oder wenden Sie sich an den technischen Support.

Uberpriifen von StorageGRID Verschliisselungsmethoden

StorageGRID bietet verschiedene Optionen zur Datenverschlisselung. Anhand der
verfugbaren Methoden kénnen Sie ermitteln, welche Methoden lhre
Datensicherungsanforderungen erflllen.

Die Tabelle bietet eine allgemeine Zusammenfassung der in StorageGRID verfiigbaren
Verschlisselungsmethoden.
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Verschliisselungsoption

Verschlisselungsmanagement-
Server (KMS) in Grid Manager

Laufwerkssicherheit in SANTtricity
System Manager

Grid-Option ,gespeicherte
Objektverschliisselung®
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So funktioniert es

Sie konfigurieren einen
Schlisselverwaltungsserver flr den
StorageGRID-Standort
(Konfiguration >
Systemeinstellungen >
Schliisselverwaltungsserver) und
aktivieren die
Knotenverschliisselung fir die
Appliance. AnschlieRend stellt ein
Appliance-Node eine Verbindung
mit dem KMS her, um einen
Schlisselverschliisselungsschliiss
el (KEK) anzufordern. Dieser
Schlissel verschlusselt und
entschlisselt den
Datenverschlisselungsschlissel
(DEK) auf jedem Volume.

Wenn die
Laufwerkssicherheitsfunktion fur
eine Speicher-Appliance aktiviert
ist, kbnnen Sie den
Sicherheitsschlliissel mit SANTtricity
System Manager erstellen und
verwalten. Der Schlissel ist
erforderlich, um auf die Daten auf
den gesicherten Laufwerken
zuzugreifen.

Die Option gespeicherte
Objektverschliisselung kann im
Grid Manager aktiviert werden
(Konfiguration >
Systemeinstellungen > Grid-
Optionen). Bei Aktivierung werden
alle neuen Objekte, die nicht auf
Bucket-Ebene oder auf
Objektebene verschlisselt sind,
wahrend der Aufnahme
verschlisselt.

Gilt fiir

Appliance-Knoten, deren Node
Encryption wahrend der
Installation aktiviert ist. Alle Daten
auf der Appliance sind gegen
physischen Verlust oder aus dem
Datacenter geschutzt. Kann mit
einigen StorageGRID Storage und
Service Appliances verwendet
werden.

Storage-Applikationen mit Full Disk
Encryption-Laufwerken (FDE) oder
FIPS-Laufwerken (Federal
Information Processing Standard)
Alle Daten auf den gesicherten
Laufwerken sind vor physischem
Verlust oder Entfernung aus dem
Datacenter geschiitzt. Nicht bei
einigen Storage-Appliances oder
Service-Appliances verwendet
werden kdnnen.

"SG6000 Storage-Appliances"
"SG5700 Storage-Appliances"

"SG5600 Storage Appliances"

Neu aufgenommene S3- und Swift-
Objektdaten vorhandene
gespeicherte Objekte werden nicht
verschlisselt. Objekt-Metadaten
und andere sensible Daten sind
nicht verschlisselt.

"Konfigurieren der gespeicherten
Objektverschlisselung”


https://docs.netapp.com/de-de/storagegrid-115/sg6000/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg5700/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg5600/index.html

Verschliisselungsoption

S3-Bucket-Verschlusselung

S3-Objektserverseitige
Verschlisselung (SSE)

S3 Objektserverseitige
Verschlisselung mit vom Kunden
bereitgestellten Schllisseln (SSE-
C)

Externe Volume- oder Datastore-
Verschllsselung

So funktioniert es

Sie stellen eine PUT-Bucket-
Verschlisselungsanforderung
bereit, um die Verschllisselung fir
den Bucket zu aktivieren. Neue
Objekte, die nicht auf Objektebene
verschlUsselt sind, werden bei der
Aufnahme verschlisselt.

Sie geben eine S3-Anforderung
zum Speichern eines Objekts aus
und schlielen das ein x-amz-
server-side-encryption

Kopfzeile der Anfrage.

Sie geben eine S3-Anforderung
zum Speichern eines Objekts aus
und enthalten drei Anfrageheader.

* x—amz-server-side-
encryption-customer-
algorithm

* x—amz-server-side-
encryption-customer-key

* x—amz-server-side-
encryption-customer-
key-MD5

Sofern die
Implementierungsplattform sie
unterstitzt, verwenden Sie eine
Verschlisselungsmethode
aullerhalb von StorageGRID, um
ein gesamtes Volume oder
Datastore zu verschlisseln.

Gilt fiir

Nur neu aufgenommene S3-
Objektdaten.Verschlisselung muss
fur den Bucket angegeben werden.
Vorhandene Bucket-Objekte sind
nicht verschlisselt. Objekt-
Metadaten und andere sensible
Daten sind nicht verschlusselt.

"S3 verwenden"

Nur neu aufgenommene S3-
Objektdaten.Verschlisselung muss
fur das Objekt angegeben werden.
Objekt-Metadaten und andere
sensible Daten sind nicht
verschlisselt.

StorageGRID verwaltet die
Schlussel.

"S3 verwenden"

Nur neu aufgenommene S3-
Objektdaten.Verschlisselung muss
fur das Objekt angegeben werden.
Objekt-Metadaten und andere
sensible Daten sind nicht
verschlusselt.

Schlissel werden auf3erhalb von
StorageGRID gemanagt.

"S3 verwenden"

Alle Objektdaten, Metadaten und
Systemkonfigurationsdaten, wobei
jedes Volume oder jeder Datastore
verschlusselt ist

Eine externe
Verschlisselungsmethode bietet
eine engere Kontrolle Uiber
Verschlisselungsalgorithmen und
-Schlissel. Kann mit den anderen
aufgeflhrten Methoden kombiniert
werden.
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Verschliisselungsoption

Objektverschlisselung auf3erhalb
von StorageGRID

So funktioniert es

Dabei kommt eine
Verschlisselungsmethode
aullerhalb von StorageGRID zum
Einsatz, um Objektdaten und
Metadaten zu verschlisseln, bevor
sie in StorageGRID aufgenommen
werden.

Verwendung mehrerer Verschliisselungsmethoden

Gilt fiir

Nur Objektdaten und Metadaten
(Systemkonfigurationsdaten sind
nicht verschlisselt).

Eine externe
Verschlisselungsmethode bietet
eine engere Kontrolle Uber
Verschlisselungsalgorithmen und
-Schlissel. Kann mit den anderen
aufgefihrten Methoden kombiniert
werden.

"Amazon Simple Storage Service —
Developer Guide: Schutz von
Daten mit Client-seitiger
Verschlisselung"

Je nach lhren Anforderungen kdnnen Sie mehrere Verschlisselungsmethoden gleichzeitig verwenden.

Beispiel:

» Mit einem KMS kdnnen Appliance-Nodes geschitzt werden. AuRerdem kann mithilfe der
Laufwerksicherheitsfunktion in SANtricity System Manager die Daten ,double verschliisselte” auf
den Self-Encrypting Drives in denselben Appliances verschliisselt werden.

* Mit einem KMS lassen sich Daten auf Appliance-Nodes sichern. Zudem kann die Grid-Option ,Speichered
Object Encryption® verwendet werden, um alle Objekte bei der Aufnahme zu verschlisseln.

Wenn nur ein kleiner Teil Ihrer Objekte eine Verschliisselung erfordern, sollten Sie stattdessen die
Verschlisselung auf Bucket- oder Objektebene kontrollieren. Durch die Aktivierung diverser
Verschlisselungsstufen entstehen zusatzliche Performance-Kosten.

Uberblick iiber die KMS- und Appliance-Konfiguration

Bevor der Verschllisselungsmanagement-Server (KMS) die StorageGRID-Daten auf
Appliance-Nodes sichern kann, mussen zwei Konfigurationsaufgaben durchgefuhrt
werden: Ein oder mehrere KMS-Server einrichten und die Node-Verschlusselung flur die
Appliance-Nodes aktivieren. Wenn diese beiden Konfigurationsaufgaben abgeschlossen
sind, erfolgt automatisch der Verschllisselungsmanagementprozess.

Das Flussdiagramm zeigt die grundlegenden Schritte bei der Verwendung eines KMS zur Sicherung von
StorageGRID-Daten auf Appliance-Nodes.
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KMS setup
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* Public client certificate
e (Client private key
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Das Flussdiagramm zeigt die parallele Einrichtung von KMS und die Einrichtung der Appliance. Sie kénnen

Appliance setup
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with data encryption
keys (DEKs)
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jedoch die Verschlisselungsmanagement-Server je nach lhren Anforderungen vor oder nach Aktivierung der
Node-Verschlisselung fur neue Appliance-Nodes einrichten.

Einrichten des Verschliisselungsmanagement-Servers (KMS)

Die Einrichtung eines Schlisselverwaltungsservers umfasst die folgenden grundlegenden Schritte.

Schritt Siehe

Greifen Sie auf die KMS-Software zu und figen Sie  "Konfigurieren von StorageGRID als Client im KMS"
jedem KMS- oder KMS-Cluster einen Client fur
StorageGRID hinzu.

Erhalten Sie die erforderlichen Informationen fir den  "Konfigurieren von StorageGRID als Client im KMS"
StorageGRID-Client auf dem KMS.

Flgen Sie den KMS dem Grid Manager hinzu, weisen "Hinzufiigen eines Verschlisselungsmanagement-
Sie ihn einer einzelnen Site oder einer Servers (KMS)"

Standardgruppe von Standorten zu, laden Sie die

erforderlichen Zertifikate hoch und speichern Sie die

KMS-Konfiguration.

Einrichten des Gerits
Die Einrichtung eines Appliance-Nodes fur die KMS-Nutzung umfasst die folgenden grundlegenden Schritte.

1. Verwenden Sie wahrend der Hardware-Konfigurationsphase der Appliance-Installation das

Installationsprogramm von StorageGRID Appliance, um die Einstellung Node-Verschliisselung fir die
Appliance zu aktivieren.

Sie kdnnen die Einstellung Node Encryption nicht aktivieren, nachdem ein Gerat zum Grid
hinzugeflgt wurde, und Sie kdnnen keine externe Schllisselverwaltung fir Gerate
verwenden, bei denen die Node-Verschlisselung nicht aktiviert ist.

2. Fihren Sie das Installationsprogramm fiir die StorageGRID-Appliance aus. Wahrend der Installation wird

jedem Appliance-Volume ein zufalliger Datenverschlisselungsschlissel (random Data Encryption Key,
DEK) zugewiesen:

> Die DEKs werden verwendet, um die Daten auf jedem Volume zu verschlisseln. Diese Schlissel
werden mit der Linux Unified Key Setup (LUKS) Festplattenverschlisselung im GeratebOS generiert
und kdnnen nicht geandert werden.

> Jede einzelne DEK wird durch einen Master Key Encryption Key (KEK) verschlisselt. Bei der ersten
KEK handelt es sich um einen temporaren Schlissel, der die DEKs verschlisselt, bis das Gerat eine
Verbindung mit dem KMS herstellen kann.

3. Fugen Sie den Appliance-Node StorageGRID hinzu.
Weitere Informationen finden Sie unter:

* "SG100 SG1000 Services-Appliances"
» "SG6000 Storage-Appliances"
» "SG5700 Storage-Appliances”
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» "SG5600 Storage Appliances”

Verschliisselungsmanagementprozess (wird automatisch durchgefiihrt)

Die Verschlisselung des Verschlisselungsmanagement umfasst die folgenden grundlegenden Schritte, die
automatisch durchgefiihrt werden.

1. Wenn Sie eine Appliance installieren, bei der die Node-Verschlisselung im Grid aktiviert ist, bestimmt
StorageGRID, ob fiir den Standort, der den neuen Node enthalt, eine KMS-Konfiguration vorhanden ist.
o Wenn bereits ein KMS fir den Standort konfiguriert wurde, erhalt die Appliance die KMS-Konfiguration.

> Wenn ein KMS fiir den Standort noch nicht konfiguriert wurde, werden die Daten auf der Appliance
weiterhin durch die temporare KEK verschlisselt, bis Sie einen KMS fir den Standort konfigurieren
und die Appliance die KMS-Konfiguration erhalt.

2. Die Appliance verwendet die KMS-Konfiguration, um eine Verbindung zum KMS herzustellen und einen
Verschlisselungsschliissel anzufordern.

3. Der KMS sendet einen Verschlisselungsschlissel an die Appliance. Der neue Schlissel des KMS ersetzt
die temporare KEK und wird nun zur Verschlisselung und Entschlisselung der DEKSs fuir die Appliance-
Volumes verwendet.

Alle Daten, die vor der Verbindung des verschlisselten Appliance-Nodes mit dem
konfigurierten KMS vorhanden sind, werden mit einem temporaren Schlissel verschlisselt.

@ Die Appliance-Volumes sollten jedoch erst dann als vor Entfernung aus dem Datacenter
geschitzt betrachtet werden, wenn der temporare Schlissel durch den KMS-Schlussel
ersetzt wird.

4. Wenn die Appliance eingeschaltet oder neu gestartet wird, stellt sie eine Verbindung zum KMS her, um den
Schlussel anzufordern. Der Schllissel, der im flichtigen Speicher gespeichert wird, kann keinen
Stromausfall oder Neustart Gberstehen.

Uberlegungen und Anforderungen fiir die Verwendung eines
Verschliusselungsmanagement-Servers

Bevor Sie einen externen KMS (Key Management Server) konfigurieren, missen Sie die
Uberlegungen und Anforderungen verstehen.

Was sind die KMIP-Anforderungen?

StorageGRID unterstitzt KMIP Version 1.4.
"Spezifikation Des Key Management Interoperability Protocol Version 1.4"

Fir die Kommunikation zwischen den Appliance-Nodes und dem konfigurierten KMS werden sichere TLS-
Verbindungen verwendet. StorageGRID unterstitzt die folgenden TLS v1.2-Chiffren fir KMIP:

. TLS_ECDHE_RSA WITH_AES_256_GCM_SHA384
. TLS_ECDHE_ECDSA WITH_AES_256_GCM_SHA384

Sie mussen sicherstellen, dass jeder Appliance-Node, der Node-Verschlisselung verwendet, Netzwerkzugriff
auf den fir den Standort konfigurierten KMS- oder KMS-Cluster hat.

Die Netzwerk-Firewall-Einstellungen mussen es jedem Appliance-Node ermaoglichen, Uber den Port zu
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kommunizieren, der fur KMIP-Kommunikation (Key Management Interoperability Protocol) verwendet wird. Der
KMIP-Standardport ist 5696.

Welche Appliances werden unterstiitzt?

Sie kdnnen einen Schlisselverwaltungsserver (KMS) verwenden, um Verschllisselungsschlissel fur jede
StorageGRID-Appliance in Ihrem Grid zu verwalten, auf der die Einstellung Node-Verschliisselung aktiviert
ist. Diese Einstellung kann nur wahrend der Hardware-Konfigurationsphase der Appliance-Installation mithilfe
des StorageGRID Appliance Installer aktiviert werden.

Nach dem Hinzufiigen einer Appliance zum Grid kdnnen Sie die Node-Verschlisselung nicht
@ aktivieren. Appliances, bei denen die Node-Verschlisselung nicht aktiviert ist, kdbnnen externes
Verschllsselungsmanagement nicht verwenden.

Der konfigurierte KMS kann fiir die folgenden StorageGRID Appliances und Appliance-Nodes verwendet
werden:

Appliance Node-Typ

SG1000 Services-Appliance Admin-Node oder Gateway-Node
SG100 Services-Appliance Admin-Node oder Gateway-Node
SG6000 Storage Appliance Storage-Node

SG5700 Storage-Appliance Storage-Node

SG5600 Storage-Appliance Storage-Node

Der konfigurierte KMS kann nicht fir softwarebasierte (nicht-Appliance-) Nodes verwendet werden,
einschlieBlich folgender Elemente:

* Als Virtual Machines (VMs) implementierte Nodes

* In Docker Containern auf Linux-Hosts implementierte Nodes

Auf diesen anderen Plattformen implementierte Nodes kdnnen Verschlisselung auRerhalb von StorageGRID
auf Datenspeicher- oder Festplattenebene verwenden.

Wann sollte ich wichtige Management-Server konfigurieren?

Bei einer neuen Installation sollten Sie in der Regel einen oder mehrere Schllisselverwaltungsserver im Grid
Manager einrichten, bevor Sie Mandanten erstellen. Diese Reihenfolge stellt sicher, dass die Nodes geschiitzt
sind, bevor Objektdaten auf ihnen gespeichert werden.

Sie kdnnen die Schlusselverwaltungsserver im Grid Manager vor oder nach der Installation der Appliance-
Knoten konfigurieren.

Wie viele wichtige Management Server brauche ich?

Sie kénnen einen oder mehrere externe Verschlisselungsmanagementserver konfigurieren, um die Appliance-
Nodes in lhrem StorageGRID-System Verschllisselungen bereitzustellen. Jeder KMS stellt den StorageGRID
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Appliance-Nodes an einem einzelnen Standort oder einer Gruppe von Standorten einen einzelnen
Verschlisselungsschlissel zur Verfiigung.

StorageGRID unterstltzt die Verwendung von KMS-Clustern. Jeder KMS-Cluster enthalt mehrere replizierte
Verschlisselungsmanagement-Server, die Konfigurationseinstellungen und Verschlisselungen teilen. Die
Verwendung von KMS-Clustern flir das Verschliisselungsmanagement wird empfohlen, da dadurch die
Failover-Funktionen einer Hochverfiigbarkeitskonfiguration verbessert werden.

Nehmen Sie beispielsweise an, Ihr StorageGRID System verfugt tGber drei Datacenter-Standorte. Sie kbnnen
ein KMS-Cluster konfigurieren, um allen Appliance-Nodes in Datacenter 1 und einem zweiten KMS-Cluster
einen SchlUssel fir alle Appliance-Nodes an allen anderen Standorten bereitzustellen. Wenn Sie den zweiten
KMS-Cluster hinzufligen, kénnen Sie einen Standard-KMS fir Datacenter 2 und Datacenter 3 konfigurieren.

Beachten Sie, dass Sie keinen KMS fiir nicht-Appliance-Knoten oder fir Appliance-Knoten verwenden kdnnen,
bei denen die Node Encryption-Einstellung wahrend der Installation nicht aktiviert war.

v
Data Center 1 Data Center 2 Data Center 3

- Appliance node with node encryption enabled

X Appliance node without node encryption enabled

- Non-appliance node (not encrypted)

Was passiert, wenn eine Taste gedreht wird?

Als bewahrte Sicherheitsmethode sollten Sie den Verschllisselungsschlissel, der von jedem konfigurierten
KMS verwendet wird, regelmafig drehen.

Wenn Sie den Verschliisselungsschliissel drehen, verwenden Sie die KMS-Software, um von der letzten

83



verwendeten Version des SchllUssels auf eine neue Version desselben Schllissels zu drehen. Drehen Sie nicht
auf einen ganz anderen SchlUssel.

Versuchen Sie niemals, einen Schllssel zu drehen, indem Sie den Schlisselnamen (Alias) fur
den KMS im Grid Manager andern. Drehen Sie stattdessen den Schlissel, indem Sie die

@ Schlusselversion in der KMS-Software aktualisieren. Verwenden Sie denselben Schlissel-Alias
fur neue Schllssel, wie sie flr vorherige Schlissel verwendet wurden. Wenn Sie den SchlUssel-
Alias fur einen konfigurierten KMS andern, kann StorageGRID lhre Daten méglicherweise nicht
entschlisseln.

Wenn die neue Schllisselversion verflugbar ist:

» Die Appliance wird automatisch auf die verschlisselten Appliance-Nodes am Standort oder an den dem
KMS zugeordneten Standorten verteilt. Die Verteilung sollte innerhalb einer Stunde erfolgen, wenn der
Schlissel gedreht wird.

* Wenn der Node der verschlisselten Appliance offline ist, wenn die neue Schllisselversion verteilt ist, erhalt
der Node den neuen Schlissel, sobald er neu gebootet wird.

* Wenn die neue SchlUsselversion nicht zur Verschllisselung von Appliance-Volumes aus irgendeinem
Grund verwendet werden kann, wird flr den Appliance-Node die Warnung KMS-
Verschliisselungsschliisseldrehung fehlgeschlagen ausgelodst. Méglicherweise missen Sie sich an
den technischen Support wenden, um Hilfe bei der Losung dieses Alarms zu erhalten.

Kann ich einen Appliance-Knoten nach der Verschliisselung wiederverwenden?

Wenn Sie eine verschlisselte Appliance in einem anderen StorageGRID System installieren missen, miissen
Sie zuerst den Grid-Node aul3er Betrieb nehmen, um Objektdaten auf einen anderen Node zu verschieben.
Anschlielend kénnen Sie die KMS-Konfiguration mit dem Installationsprogramm der StorageGRID-Appliance
I6schen. Durch das Léschen der KMS-Konfiguration wird die Node Encryption-Einstellung deaktiviert und die
Zuordnung zwischen dem Appliance-Knoten und der KMS-Konfiguration fir den StorageGRID-Standort wird
aufgehoben.

@ Der Zugriff auf den KMS-Verschlisselungsschlissel ist ausgeschlossen, dass alle Daten, die
auf der Appliance verbleiben, nicht mehr zuganglich sind und dauerhaft gesperrt werden.

"SG100 SG1000 Services-Appliances"
"SG6000 Storage-Appliances"
"SG5700 Storage-Appliances"

"SG5600 Storage Appliances"

Uberlegungen fiir das Andern des KMS fiir einen Standort

Jeder Verschlusselungsmanagement-Server (KMS) oder KMS-Cluster gewahrt allen
Appliance-Nodes an einem einzelnen Standort oder einer Gruppe von Standorten einen
Verschlusselungsschlussel. Wenn Sie andern mussen, welcher KMS fur einen Standort
verwendet wird, mussen Sie den Verschllsselungsschlissel moglicherweise von einem
KMS auf einen anderen kopieren.

Wenn Sie den KMS andern, der fir einen Standort verwendet wird, missen Sie sicherstellen, dass die zuvor
verschlisselten Appliance-Nodes an diesem Standort mit dem auf dem neuen KMS gespeicherten Schlissel
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entschlisselt werden kénnen. In einigen Fallen missen Sie moglicherweise die aktuelle Version des
Verschllsselungsschlissels vom urspriinglichen KMS auf den neuen KMS kopieren. Sie mussen sicherstellen,
dass der KMS Uber den richtigen Schlissel verfugt, um die verschlisselten Appliance-Nodes am Standort zu
entschlisseln.

Beispiel:

1. Sie konfigurieren zunachst einen Standard-KMS, der fir alle Standorte gilt, die keinen dedizierten KMS
besitzen.

2. Wenn der KMS gespeichert wird, stellen alle Appliance-Nodes, deren Node Encryption-Einstellung
aktiviert ist, eine Verbindung zum KMS her und fordern den Verschlisselungsschlissel an. Dieser
Schlussel wird verwendet, um die Appliance-Nodes an allen Standorten zu verschlisseln. Dieser Schlussel
muss auch verwendet werden, um diese Gerate zu entschlisseln.

Default KM S

(=
v

—— Data Center 1 Data Center 2 Data Center 3 —
S5 E SiliE 55

3. Sie entscheiden, einen standortspezifischen KMS fir einen Standort hinzuzufligen (Datacenter 3 in der
Abbildung). Da die Appliance-Nodes jedoch bereits verschlisselt sind, tritt ein Validierungsfehler auf, wenn
Sie versuchen, die Konfiguration fir den standortspezifischen KMS zu speichern. Der Fehler tritt auf, weil
der standortspezifische KMS nicht Uber den korrekten Schlissel verfiigt, um die Knoten an diesem
Standort zu entschlisseln.

1D
1D

| 1
Default KMS Sitespecific
KMS
72—

v v

—— Data Center 1 = ~—— Data Center2 —— Data Center 3 =

SEENEEEN:ELE:
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4. Um das Problem zu beheben, kopieren Sie die aktuelle Version des Verschllsselungsschlissels vom
Standard-KMS auf den neuen KMS. (Technisch kopieren Sie den Originalschllssel in einen neuen
Schllssel mit dem gleichen Alias. Der urspriingliche Schliissel wird zu einer frilheren Version des neuen
Schlussels.) Der standortspezifische KMS hat jetzt den richtigen Schllissel zur Entschliisselung der
Appliance-Nodes in Datacenter 3, sodass er in StorageGRID gespeichert werden kann.

Default KIMS

v

- Data Center 1

Data Center 2

Site-specific
KMS

v

Data Center 3 =

(@)

1D

[EEE

SMEEE

Anwendungsfille fiir die Anderung, welcher KMS fiir eine Site verwendet wird

Die Tabelle fasst die erforderlichen Schritte fir die haufigsten Falle zur Anderung des KMS fiir einen Standort

Zzusammen.

Anwendungsfall zum Andern des KMS einer Site

Sie haben einen oder mehrere Site-spezifische KMS-
Eintrage, und Sie mdchten einen von ihnen als
Standard-KMS verwenden.

Sie haben einen Standard-KMS, und Sie fligen eine
neue Site in einer Erweiterung hinzu. Sie méchten
den Standard-KMS fiir die neue Site nicht verwenden.
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Erforderliche Schritte

Bearbeiten Sie den Site-spezifischen KMS. Wahlen
Sie im Feld verwaltet Schliissel fiir die Option Sites,
die nicht von einem anderen KMS verwaltet
werden (Standard KMS). Der Site-spezifische KMS
wird jetzt als Standard-KMS verwendet. Er gilt fur alle
Websites, die keinen dedizierten KMS haben.

"Bearbeiten eines Verschlisselungsmanagement-
Servers (KMS)"

1. Wenn die Appliance-Nodes auf dem neuen
Standort bereits durch den Standard-KMS
verschlisselt wurden, kopieren Sie mithilfe der
KMS-Software die aktuelle Version des
Verschlisselungsschlissels vom Standard-KMS
auf einen neuen KMS.

Flgen Sie mithilfe des Grid-Managers den neuen
KMS hinzu und wahlen Sie die Site aus.

"Hinzufugen eines Verschlisselungsmanagement-
Servers (KMS)"



Anwendungsfall zum Andern des KMS einer Site  Erforderliche Schritte

Sie mochten, dass der KMS fiir eine Site einen 1. Wenn die Appliance-Nodes am Standort bereits

anderen Server verwendet. durch den vorhandenen KMS verschliisselt
wurden, kopieren Sie mithilfe der KMS-Software
die aktuelle Version des
Verschlisselungsschlissels vom bestehenden
KMS auf den neuen KMS.

2. Bearbeiten Sie mithilfe des Grid Manager die
bestehende KMS-Konfiguration und geben Sie
den neuen Hostnamen oder die neue IP-Adresse
ein.

"Hinzufigen eines Verschlisselungsmanagement-
Servers (KMS)"

Konfigurieren von StorageGRID als Client im KMS

Sie mussen StorageGRID als Client fur jeden externen Verschlusselungsmanagement-
Server oder KMS-Cluster konfigurieren, bevor Sie den KMS StorageGRID hinzufigen
kénnen.

Uber diese Aufgabe

Diese Anweisungen gelten fur Thales CipherTrust Manager k170v, Versionen 2.0, 2.1 und 2.2. Wenn Sie
Fragen zur Verwendung eines anderen Verschlisselungsmanagementservers mit StorageGRID haben,
wenden Sie sich an den technischen Support.

"Thales CipherTrust Manager"

Schritte

1. Erstellen Sie von der KMS-Software einen StorageGRID-Client fir jeden KMS- oder KMS-Cluster, den Sie
verwenden moéchten.

Jeder KMS managt einen einzelnen Verschlisselungsschliissel fur die Nodes der StorageGRID
Appliances an einem einzelnen Standort oder einer Gruppe von Standorten.

2. Erstellen Sie von der KMS-Software einen AES-Verschllisselungsschlissel fir jedes KMS- oder KMS-
Cluster.

Die Verschllisselung muss exportierbar sein.
3. Notieren Sie die folgenden Informationen fur jeden KMS- oder KMS-Cluster.
Diese Informationen bendtigen Sie, wenn Sie den KMS StorageGRID hinzuflgen.

o Host-Name oder IP-Adresse flr jeden Server.
o Der vom KMS verwendete KMIP-Port.

o Schllsselalias fur den Verschlisselungsschlissel im KMS.

@ Der Verschlusselungsschliussel muss bereits im KMS vorhanden sein. StorageGRID
erstellt oder managt keine KMS-Schlissel.
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4. Beziehen Sie fur jeden KMS- oder KMS-Cluster ein Serverzertifikat, das von einer Zertifizierungsstelle (CA)
signiert wurde, oder ein Zertifikatblindel, das jede der PEM-kodierten CA-Zertifikatdateien enthalt, die in
der Reihenfolge der Zertifikatskette verkettet sind.

Das Serverzertifikat erméglicht es dem externen KMS, sich bei StorageGRID zu authentifizieren.

o Das Zertifikat muss das mit Privacy Enhanced Mail (PEM) Base-64 codierte X.509-Format verwenden.

o Das Feld fur alternativen Servernamen (SAN) in jedem Serverzertifikat muss den vollstandig
qualifizierten Domanennamen (FQDN) oder die IP-Adresse enthalten, mit der StorageGRID eine
Verbindung herstellt.

@ Wenn Sie den KMS in StorageGRID konfigurieren, missen Sie dieselben FQDNs oder
IP-Adressen im Feld Hostname eingeben.

o Das Serverzertifikat muss mit dem Zertifikat Gbereinstimmen, das von der KMIP-Schnittstelle des KMS
verwendet wird. In der Regel wird Port 5696 verwendet.

5. Holen Sie sich das 6ffentliche Clientzertifikat, das vom externen KMS an StorageGRID ausgestellt wurde,
und den privaten Schlissel fir das Clientzertifikat.

Das Client-Zertifikat ermdglicht StorageGRID, sich am KMS zu authentifizieren.

Hinzufuigen eines Verschliisselungsmanagement-Servers (KMS)

Mithilfe des Assistenten fur den StorageGRID-Verschlisselungsmanagement-Server
konnen Sie jeden KMS- oder KMS-Cluster hinzufugen.

Was Sie benétigen

+ Sie missen den geprift haben "Uberlegungen und Anforderungen fir die Verwendung eines
Verschllisselungsmanagement-Servers".

* Dieser muss unbedingt vorhanden sein "StorageGRID wurde als Client im KMS konfiguriert”, Und Sie
mussen die erforderlichen Informationen fir jeden KMS- oder KMS-Cluster haben

» Sie missen Uber die Berechtigung Root Access verfiigen.

« Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

Konfigurieren Sie, falls mdglich, Site-spezifische Verschlisselungsmanagement-Server, bevor Sie einen
Standard-KMS konfigurieren, der fir alle Standorte gilt, die nicht von einem anderen KMS gemanagt werden.
Wenn Sie zuerst den Standard-KMS erstellen, werden alle Node-verschlisselten Appliances im Grid durch den
Standard-KMS verschlisselt. Wenn Sie spater einen Site-spezifischen KMS erstellen méchten, miissen Sie
zuerst die aktuelle Version des Verschlisselungsschlissels vom Standard-KMS auf den neuen KMS kopieren.

"Uberlegungen fiir das Andern des KMS fiir einen Standort"

Schritte
1. "Schritt 1: Geben Sie KMS-Details ein"

2. "Schritt: Serverzertifikat Hochladen"

3. "Schritt 3: Laden Sie Client-Zertifikate Hoch"
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Schritt 1: Geben Sie KMS-Details ein

In Schritt 1 (KMS-Details eingeben) des Assistenten zum Hinzufligen eines
SchlUsselverwaltungsservers geben Sie Details zum KMS- oder KMS-Cluster an.

Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Schliisselverwaltungsserver Aus.

Die Seite Key Management Server wird angezeigt, wobei die Registerkarte Konfigurationsdetails
ausgewahlt ist.

Key Management Server

If your StorageGRID system includes appliance nodes with node encryption enabled, you can use an external key managemeant server (KMS) to manage the encryption keys that protect vour StorageGRID at
rest,

Configuration Details Encrypted Nodes

You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manags the keys for the appliance nodes at a particular site.

Before adding a KMS:

» Ensure that the KMS is KMIP-compliant

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID

}+ Create || # Edil || & Re
KMS Display Name & Key Name & Manages keys for & Hosthame © Certificate Status ©

No key management servers have been configurad. Select Create

2. Wahlen Sie Erstellen.

Schritt 1 (KMS-Details eingeben) des Assistenten zum Hinzufligen eines Schlisselverwaltungsservers wird
angezeigt.
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Add a Key Management Server

Enter KMS
Details

2 3
Upload Upload Client
Server Certificates

Certificate

Enter information about the external key management server (KM3) and the StorageGRID client you configured in that
KMS. If you are configuring a KMS cluster, select + to add a hostname for each server in the cluster.

KMS Display Name @

Key Name @

Manages keys for & - Choose One - T

Port © BGOA

Hostname @ o

3. Geben Sie die folgenden Informationen fir den KMS und den StorageGRID-Client ein, den Sie in diesem
KMS konfiguriert haben.
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Feld

KMS-Anzeigename

Schlisselname

Beschreibung

Einen beschreibenden Namen, der Ihnen bei der
Identifizierung dieses KMS hilft. Muss zwischen 1
und 64 Zeichen liegen.

Der exakte Schlussel-Alias fir den StorageGRID-
Client im KMS. Muss zwischen 1 und 255 Zeichen
liegen.



Feld

Verwaltet Schllssel fiir

Port

Hostname

Beschreibung

Der StorageGRID-Site, die diesem KMS zugeordnet
wird. Wenn moglich, sollten Sie alle
standortspezifischen
Verschllisselungsmanagement-Server
konfigurieren, bevor Sie einen Standard-KMS
konfigurieren, der fur alle Standorte gilt, die nicht
von einem anderen KMS verwaltet werden.

» Wahlen Sie einen Standort aus, wenn dieser
KMS Verschlisselungen fir die Appliance-
Nodes an einem bestimmten Standort managt.

« Wahlen Sie Sites, die nicht von einem
anderen KMS (Standard KMS) verwaltet
werden, um einen Standard-KMS zu
konfigurieren, der fir alle Sites gilt, die keinen
dedizierten KMS haben, und fir alle Sites, die
Sie in nachfolgenden Erweiterungen
hinzufiigen.

Hinweis: beim Speichern der KMS-
Konfiguration Tritt Ein Validierungsfehler auf,
wenn Sie eine Site auswahlen, die zuvor durch
den Standard-KMS verschlUsselt wurde, aber
Sie haben die aktuelle Version des
urspringlichen Verschlisselungsschliissels
nicht dem neuen KMS zur Verfligung gestellt.

Der Port, den der KMS-Server fur die KMIP-
Kommunikation (Key Management Interoperability
Protocol) verwendet. Die Standardeinstellung ist
5696, d. h. der KMIP-Standardport.

Der vollstandig qualifizierte Domanenname oder die
IP-Adresse fur den KMS.

Hinweis: das SAN-Feld des Serverzertifikats muss
den FQDN oder die IP-Adresse enthalten, die Sie
hier eingeben. Andernfalls kann StorageGRID keine
Verbindung zum KMS oder zu allen Servern eines
KMS-Clusters herstellen.

4. Wenn Sie einen KMS-Cluster verwenden, wahlen Sie das Pluszeichen aus 4= Um einen Hostnamen fur

jeden Server im Cluster hinzuzufligen.

5. Wahlen Sie Weiter.

Schritt 2 (Serverzertifikat hochladen) des Assistenten zum Hinzufiigen eines Schlisselverwaltungsservers

wird angezeigt.
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Schritt: Serverzertifikat Hochladen

In Schritt 2 (Serverzertifikat hochladen) des Assistenten zum Hinzufligen eines
SchlUsselverwaltungsservers laden Sie das Serverzertifikat (oder das Zertifikatspaket) fur
den KMS hoch. Das Serverzertifikat ermoglicht es dem externen KMS, sich bei
StorageGRID zu authentifizieren.

Schritte

1. Navigieren Sie ab Schritt 2 (Serverzertifikat hochladen) zum Speicherort des gespeicherten
Serverzertifikats oder Zertifikatpakets.

Add a Key Management Server

L—e 3

Enter KMS Uplead Upload Client
Dietails Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) or a
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate € Browse

2. Laden Sie die Zertifikatdatei hoch.

Die Metadaten des Serverzertifikats werden angezeigt.
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Add a Key Management Server

Y
!I ]E-LIJL ; - o 3
L

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) ora
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate @ Browse k170vCA pem

Server Certficate Metadata

Server DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA
Serial Number: 71:CD:6D:72:53:B5:60:0A:8C:69:13.0D0:4D:D7 .51:0E
Issue DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySacurs Root CA
lssued On: 2020-10-15T21:12:45.0002
Expires On: 2030-10-13T21:12:45.0002
SHA-1 Fingerprint: EE:E4:6E:17:86.DF:56:B4 F5:AF:A2:3C:BD:56:6B:10:DB:B2:5A 79

= 1

@ Wenn Sie ein Zertifikatblindel hochgeladen haben, werden die Metadaten fir jedes Zertifikat
auf der eigenen Registerkarte angezeigt.

3. Wahlen Sie Weiter.

Schritt 3 (Upload Client Certificates) des Assistenten Add a Key Management Server wird angezeigt.

Schritt 3: Laden Sie Client-Zertifikate Hoch

In Schritt 3 (Upload Client Certificates) des Assistenten Add a Key Management Server
laden Sie das Clientzertifikat und den privaten Schlussel des Clientzertifikats hoch. Das
Client-Zertifikat ermdglicht StorageGRID, sich am KMS zu authentifizieren.

Schritte
1. Ab Schritt 3 (Upload Client Certificates) navigieren Sie zum Speicherort des Clientzertifikats.
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Add a Key Management Server

—0 0

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate € Browse

Client Cerificate Private Key @ Browse

oo [ o

Laden Sie die Clientzertifikatdatei hoch.

Die Metadaten des Client-Zertifikats werden angezeigt.

3. Navigieren Sie zum Speicherort des privaten Schlissels fur das Clientzertifikat.
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Laden Sie die Datei mit dem privaten Schliissel hoch.

Die Metadaten fur das Clientzertifikat und der private Schlissel fur das Clientzertifikat werden angezeigt.



Add a Key Management Server

A S,
= i [ oy
@ A2 4 3

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Ceriificate @ Browse k170vClientCert. pem

Server DN:  /CN=admin/UID=
Serial Number: 7D:5ABA2T:02:40:C5:F519:A1:28:22:E7:D6:E2:EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySecure Root CA
Issued On: 2020-10-15T23:31:48.0002
Expires On: 2022-10-15T723:31:48.000Z
SHA-1 Fingerprint: A7:10:AC:39:85:42:80:8F FF:62:AD-A1:BD:CF:4C:50:F 3:E9:36:65

Client Certificate Private Key @ Browse k170vClientKey. pem

oo [ [ e

5. Wahlen Sie Speichern.

Die Verbindungen zwischen dem Verschlisselungsmanagement-Server und den Appliance-Nodes werden
getestet. Wenn alle Verbindungen giltig sind und der korrekte Schlissel auf dem KMS gefunden wird, wird
der neue Schlisselverwaltungsserver der Tabelle auf der Seite des Key Management Servers hinzugeflgt.

Unmittelbar nach dem Hinzufiigen eines KMS wird der Zertifikatsstatus auf der Seite Key

@ Management Server als Unbekannt angezeigt. Es kann StorageGRID bis zu 30 Minuten
dauern, bis der aktuelle Status eines jeden Zertifikats angezeigt wird. Sie missen lhren
Webbrowser aktualisieren, um den aktuellen Status anzuzeigen.

6. Wenn beim Auswahlen von Speichern eine Fehlermeldung angezeigt wird, Uberprifen Sie die
Nachrichtendetails und wahlen Sie dann OK aus.

Beispiel: Wenn ein Verbindungstest fehlgeschlagen ist, kdbnnen Sie einen Fehler bei unbearbeitbarer
Einheit mit 422: Nicht verarbeitbarer Einheit erhalten.

7. Wenn Sie die aktuelle Konfiguration speichern missen, ohne die externe Verbindung zu testen, wahlen Sie
Erzwingen Sie Speichern.
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8.
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Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Senver Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server DN:  /CN=admin/UID=
Serial Number: 7D5A8A2T.02:40:CH:F519AT1.28:22.E7V-DG:E2.EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySacure Root CA
Issued On: 2020-10-15T23:31:49.000Z
Expires On: 2022-10-15T23:31:49.000Z
SHA-1 Fingerprint:  A7:10:AC:39.85:42:80:8F FF 62:AD:A1:BD:CF-4C:90:F3:E9:36:69

Client Certificate Private Key @ Browse k170vClisntKey. pem

Select Force Save to save this KMS without testing the external connections. If there is an issue with the configuration,
you might not be able to reboat any FDE-enablad appliance nodes at the affected site, and you might lose access to
your data.

Lo [ oo | o

Durch die Auswahl von Erzwingen speichern wird die KMS-Konfiguration gespeichert, die
externe Verbindung von jedem Gerat zu diesem KMS wird jedoch nicht getestet. Wenn

@ Probleme mit der Konfiguration bestehen, kdnnen Sie Appliance-Nodes, fiir die die Node-
Verschlusselung am betroffenen Standort aktiviert ist, méglicherweise nicht neu starten.
Wenn der Zugriff auf Ihre Daten nicht mehr vollstandig ist, konnen Sie diese Probleme
beheben.

Uberpriifen Sie die Bestatigungswarnung, und wahlen Sie OK, wenn Sie sicher sind, dass Sie das
Speichern der Konfiguration erzwingen mochten.



A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

Ifthere is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected sita, and you might lose access to your data.

Die KMS-Konfiguration wird gespeichert, die Verbindung zum KMS wird jedoch nicht getestet.

Anzeigen von KMS-Details

Sie kdnnen Informationen zu jedem Schllsselverwaltungsserver (KMS) in Ihrem

StorageGRID-System anzeigen, einschliel3lich des aktuellen Status des Servers und der
Clientzertifikate.

Schritte

1. Wahlen Sie Konfiguration > Systemeinstellungen > Schliisselverwaltungsserver Aus.

Die Seite Key Management Server wird angezeigt. Auf der Registerkarte Konfigurationsdetails werden alle
konfigurierten Schllisselverwaltungsserver angezeigt.

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted MNodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS
« Ensure that the KMS is KMIP-compliant.
» Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| & Create | ‘ # Edit | | & Remove|

KMS Display Name @ Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.99 164 «" All certificates are valid

2. Uberpriifen Sie die Informationen in der Tabelle fiir jeden KMS.

Feld Beschreibung
KMS-Anzeigename Der beschreibende Name des KMS.
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Feld Beschreibung

Schlisselname Der Schlisselalias fir den StorageGRID-Client im
KMS.
Verwaltet Schllssel fur Der dem KMS zugeordnete StorageGRID-Site.

Dieses Feld zeigt den Namen einer bestimmten
StorageGRID-Site oder Sites an, die nicht von
einem anderen KMS verwaltet werden
(Standard-KMS).

Hostname Der vollstéandig qualifizierte Dom&nenname oder die
IP-Adresse des KMS.

Wenn ein Cluster von zwei
Schlisselverwaltungsservern vorhanden ist, werden
der vollstandig qualifizierte Domanenname oder die
IP-Adresse beider Server aufgelistet. Wenn mehr
als zwei Schllisselverwaltungsserver in einem
Cluster vorhanden sind, wird der vollstandig
qualifizierte Domanenname oder die IP-Adresse
des ersten KMS zusammen mit der Anzahl der
zusatzlichen Schlisselverwaltungsserver im Cluster
aufgelistet.

Beispiel: 10.10.10.10 and 10.10.10.11 Oder
10.10.10.10 and 2 others.

Um alle Hostnamen in einem Cluster anzuzeigen,
wahlen Sie einen KMS aus, und wahlen Sie dann
Bearbeiten aus.

Zertifikatsstatus Aktueller Status des Serverzertifikats, des
optionalen CA-Zertifikats und des Client-Zertifikats:
Gliltig, abgelaufen, bald abgelaufen oder
unbekannt.

Hinweis: moglicherweise dauert StorageGRID bis
zu 30 Minuten, um Updates zum Zertifikatsstatus zu
erhalten. Sie missen lhren Webbrowser
aktualisieren, um die aktuellen Werte anzuzeigen.

3. Wenn der Zertifikatsstatus unbekannt ist, warten Sie bis zu 30 Minuten, und aktualisieren Sie dann lhren
Webbrowser.

Unmittelbar nach dem Hinzufligen eines KMS wird der Zertifikatsstatus auf der Seite Key

@ Management Server als Unbekannt angezeigt. Es kann StorageGRID bis zu 30 Minuten
dauern, bis der aktuelle Status eines jeden Zertifikats angezeigt wird. Sie missen lhren
Webbrowser aktualisieren, um den aktuellen Status anzuzeigen.

4. Wenn in der Spalte ,Zertifikatsstatus” angegeben ist, dass ein Zertifikat abgelaufen ist oder sich dem
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Ablauf nahert, beheben Sie das Problem so schnell wie méglich.

Lesen Sie die empfohlenen Aktionen fur den Ablauf des KMS CA-Zertifikats, KMS-Clientzertifikats-
Ablauf und KMS-Serverzertifikate-Ablauf-Alarme in den Anweisungen zur Uberwachung und
Fehlerbehebung von StorageGRID.

@ Sie mussen Probleme mit dem Zertifikat so schnell wie moglich beheben, um den
Datenzugriff aufrechtzuerhalten.

Verwandte Informationen
"Monitor Fehlerbehebung”

Anzeigen verschliusselter Nodes

Sie kdnnen Informationen zu den Appliance-Knoten in Ihrem StorageGRID-System
anzeigen, bei denen die Einstellung Node-Verschliisselung aktiviert ist.

Schritte

1. Wahlen Sie Konfiguration > Systemeinstellungen > Schliisselverwaltungsserver Aus.

Die Seite Key Management Server wird angezeigt. Auf der Registerkarte Konfigurationsdetails werden alle
konfigurierten Schlisselverwaltungsserver angezeigt.

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Canfiguration Details Encrypted Nodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

« Ensure that the KMS is KMIP-compliant.
» Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled

For complete instructions, see administering StorageGRID,

| & Create | ‘ # Edit | | & Remove|

KMS Display Name @ Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.99 164 «" All certificates are valid

2. Wahlen Sie oben auf der Seite die Registerkarte verschliisselte Knoten aus.

Key Management Server

If your StorageGRID system includes appliance nodes with Full Disk Encryption (FDE) enabled, you can use an external key management server (KMS) to manage the
encryption keys that protect your StorageGRID data at rest

Configuration Details Encrypted Nodes

You can configure more than ana KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one

default KMS to manage the keys for all appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a
particular site.
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Auf der Registerkarte verschliisselte Knoten werden die Gerateknoten in lhrem StorageGRID-System
aufgelistet, bei denen die Einstellung Knotenverschliisselung aktiviert ist.

Configuration Details Encrypted Nodes

Review the KMS status for all appliance nodes that have node encryption enabled. Address any issues immediately to ensure your data is fully protected. If no KMS exists for a site
select Configuration Details and add a KMS.

Nodes with Encryption Enabled

Node Name Node Type Site KMS Display Name © Key UID © Status @
SGA-010-096-104-67 (§ Storage Node Data Center 1 Default KMS 41bi...5c57 # Connected to KMS (2021-03-12 10:59:32 MST)

3. Uberpriifen Sie die Informationen in der Tabelle fiir jeden Appliance-Node.

Spalte Beschreibung

Node-Name Der Name des Appliance-Node.

Node-Typ Der Node-Typ: Storage, Admin oder Gateway.

Standort Der Name der StorageGRID-Site, auf der der Node installiert ist.
KMS-Anzeigename Der beschreibende Name des fir den Knoten verwendeten KMS.

Wenn kein KMS aufgefiihrt ist, wahlen Sie die Registerkarte
Konfigurationsdetails aus, um einen KMS hinzuzuflgen.

"Hinzufigen eines Verschllisselungsmanagement-Servers (KMS)"

Schlissel-UID Die eindeutige ID des Verschlisselungsschlissels, der zur
Verschlisselung und Entschlisselung von Daten auf dem Appliance-
Node verwendet wird. Wenn Sie eine vollstandige Schlissel-UID
anzeigen mochten, bewegen Sie den Mauszeiger Uber die Zelle.

Ein Bindestrich (-) gibt an, dass die Schlissel-UID unbekannt ist,
moglicherweise wegen eines Verbindungsproblem zwischen dem
Appliance-Node und dem KMS.

Status Der Status der Verbindung zwischen dem KMS und dem Appliance-
Node. Wenn der Knoten verbunden ist, wird der Zeitstempel alle 30
Minuten aktualisiert. Nach einer Anderung der KMS-Konfiguration
kann es mehrere Minuten dauern, bis der Verbindungsstatus
aktualisiert wird.

Hinweis: Sie mussen lhren Webbrowser aktualisieren, um die neuen
Werte zu sehen.

4. Wenn in der Spalte Status ein KMS-Problem angezeigt wird, beheben Sie das Problem sofort.

Wahrend normaler KMS-Vorgange wird der Status mit KMS verbunden. Wenn ein Knoten von der Tabelle
getrennt wird, wird der Verbindungsstatus des Knotens angezeigt (administrativ ausgefallen oder
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unbekannt).
Andere Statusmeldungen entsprechen StorageGRID Meldungen mit denselben Namen:

o KMS-Konfiguration konnte nicht geladen werden

KMS-Verbindungsfehler

DER VERSCHLUSSELUNGSSCHLUSSELNAME VON KMS wurde nicht gefunden
o DIE Drehung des VERSCHLUSSELUNGSSCHLUSSELS ist fehlgeschlagen

o KMS-Schlissel konnte ein Appliance-Volume nicht entschlisseln

o

o

o

KMS ist nicht konfiguriert Siehe die empfohlenen Aktionen fiir diese Warnmeldungen in den
Anweisungen fur Monitoring und Fehlerbehebung StorageGRID.

@ Samtliche Probleme mussen sofort behoben werden, um einen vollstandigen Schutz lhrer
Daten zu gewahrleisten.

Verwandte Informationen

"Monitor Fehlerbehebung”

Bearbeiten eines Verschliisselungsmanagement-Servers (KMS)

Maoglicherweise mussen Sie die Konfiguration eines Schllusselverwaltungsservers
bearbeiten, z. B. wenn ein Zertifikat kurz vor dem Ablauf steht.

Was Sie bendtigen

+ Sie mussen den geprift haben "Uberlegungen und Anforderungen fir die Verwendung eines
Verschllisselungsmanagement-Servers".

» Wenn Sie planen, die fur einen KMS ausgewahlte Site zu aktualisieren, missen Sie den geprift haben
"Uberlegungen fiir das Andern des KMS fiir einen Standort".

» Sie missen Uber die Berechtigung Root Access verfigen.

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Schliisselverwaltungsserver Aus.

Die Seite Key Management Server wird angezeigt und zeigt alle konfigurierten Schliusselverwaltungsserver
an.
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

Ensure that the KMS is KMIP-compliant.

Configure StorageGRID as a client in the KMS.

Enable node encryption for each appliance during appliance installation. You cannet enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administaring StorageGRID

| = Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. Wahlen Sie den KMS aus, den Sie bearbeiten mochten, und wahlen Sie Bearbeiten.

3. Aktualisieren Sie optional die Details in Schritt 1 (KMS-Details eingeben) des Assistenten zum
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Bearbeiten eines Schllsselverwaltungsservers.

Feld Beschreibung

KMS-Anzeigename Einen beschreibenden Namen, der Ihnen bei der Identifizierung
dieses KMS hilft. Muss zwischen 1 und 64 Zeichen liegen.

Schlisselname Der exakte Schlissel-Alias fur den StorageGRID-Client im KMS.
Muss zwischen 1 und 255 Zeichen liegen.

In seltenen Fallen missen Sie nur den Schlisselnamen bearbeiten.
Sie missen beispielsweise den Schllisselnamen bearbeiten, wenn
der Alias im KMS umbenannt wird oder alle Versionen des vorherigen
SchlUssels in die Versionsgeschichte des neuen Alias kopiert wurden.

Versuchen Sie niemals, einen Schllissel zu drehen,
indem Sie den Schlisselnamen (Alias) fir den KMS
andern. Drehen Sie stattdessen den Schlissel, indem
Sie die Schlusselversion in der KMS-Software
aktualisieren. Fur StorageGRID mussen alle zuvor
verwendeten Schllsselversionen (sowie zukulinftige

@ Versionen) vom KMS mit demselben Schllsselalias
zuganglich sein. Wenn Sie den Schlussel-Alias flr
einen konfigurierten KMS andern, kann StorageGRID
Ihre Daten moglicherweise nicht entschlisseln.

"Uberlegungen und Anforderungen fiir die Verwendung
eines Verschlisselungsmanagement-Servers"



10.

Feld

Verwaltet Schllssel fiir

Port

Hostname

Beschreibung

Wenn Sie einen Site-spezifischen KMS bearbeiten und noch keinen
Standard-KMS haben, wahlen Sie optional Sites, die nicht von
einem anderen KMS (Standard KMS) verwaltet werden. Diese
Auswahl konvertiert einen standortspezifischen KMS in den Standard-
KMS, der fir alle Sites gilt, die keinen dedizierten KMS haben, und fiir
alle Sites, die in einer Erweiterung hinzugefugt wurden.

Hinweis: Wenn Sie einen Site-spezifischen KMS bearbeiten, kdnnen
Sie keine andere Site auswahlen. Wenn Sie den Standard-KMS
bearbeiten, konnen Sie keine bestimmte Site auswahlen.

Der Port, den der KMS-Server fir die KMIP-Kommunikation (Key
Management Interoperability Protocol) verwendet. Die
Standardeinstellung ist 5696, d. h. der KMIP-Standardport.

Der vollstandig qualifizierte Doma&nenname oder die IP-Adresse flr
den KMS.

Hinweis: das SAN-Feld des Serverzertifikats muss den FQDN oder
die IP-Adresse enthalten, die Sie hier eingeben. Andernfalls kann
StorageGRID keine Verbindung zum KMS oder zu allen Servern
eines KMS-Clusters herstellen.

. Wenn Sie einen KMS-Cluster konfigurieren, wahlen Sie das Pluszeichen aus 4= Um einen Hostnamen fur

jeden Server im Cluster hinzuzufiigen.

. Wahlen Sie Weiter.

Schritt 2 (Serverzertifikat hochladen) des Assistenten ,Schliissel-Management-Server bearbeiten” wird

angezeigt.

hoch.

. Wahlen Sie Weiter.

. Wenn Sie das Serverzertifikat ersetzen missen, wahlen Sie Durchsuchen und laden Sie die neue Datei

Schritt 3 (Upload Client Certificates) des Assistenten Edit a Key Management Server wird angezeigt.

. Wenn Sie das Clientzertifikat und den privaten Schlissel des Clientzertifikats ersetzen missen, wahlen Sie

Durchsuchen und laden Sie die neuen Dateien hoch.

. Wahlen Sie Speichern.

Die Verbindungen zwischen dem Verschlliisselungsmanagement-Server und allen Node-verschliisselten
Appliance-Nodes an den betroffenen Standorten werden getestet. Wenn alle Knotenverbindungen gliltig
sind und der korrekte Schlissel auf dem KMS gefunden wird, wird der Schllsselverwaltungsserver der
Tabelle auf der Seite des Key Management Servers hinzugefugt.

Wenn eine Fehlermeldung angezeigt wird, tberprifen Sie die Nachrichtendetails, und wahlen Sie OK.

Sie kdnnen beispielsweise einen Fehler bei der nicht verarbeitbaren Einheit von 422 erhalten, wenn die fiir
diesen KMS ausgewahlte Site bereits von einem anderen KMS verwaltet wird oder wenn ein

Verbindungstest fehlgeschlagen ist.
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11. Wenn Sie die aktuelle Konfiguration speichern missen, bevor Sie die Verbindungsfehler beheben, wahlen
Sie Erzwingen Sie Speichern.

Durch die Auswahl von Erzwingen speichern wird die KMS-Konfiguration gespeichert, die
externe Verbindung von jedem Gerat zu diesem KMS wird jedoch nicht getestet. Wenn

@ Probleme mit der Konfiguration bestehen, kénnen Sie Appliance-Nodes, fiir die die Node-
Verschlisselung am betroffenen Standort aktiviert ist, méglicherweise nicht neu starten.
Wenn der Zugriff auf Ihre Daten nicht mehr vollstandig ist, kdnnen Sie diese Probleme
beheben.

Die KMS-Konfiguration wird gespeichert.

12. Uberpriifen Sie die Bestatigungswarnung, und wahlen Sie OK, wenn Sie sicher sind, dass Sie das
Speichern der Konfiguration erzwingen moéchten.

A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

Ifthere is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected sita, and you might lose access to your data.

Die KMS-Konfiguration wird gespeichert, die Verbindung zum KMS wird jedoch nicht getestet.

Entfernen eines Verschlisselungsmanagement-Servers (KMS)

In einigen Fallen mochten Sie einen Schlusselverwaltungsserver entfernen. Sie konnen
beispielsweise einen standortspezifischen KMS entfernen, wenn Sie den Standort
deaktiviert haben.

Was Sie bendétigen

+ Sie missen den geprift haben "Uberlegungen und Anforderungen fir die Verwendung eines
Verschllisselungsmanagement-Servers".

» Sie missen Uber die Berechtigung Root Access verfiigen.

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe
In diesen Fallen konnen Sie einen KMS entfernen:

* Wenn der Standort aulRer Betrieb genommen wurde oder wenn der Standort keine Appliance-Nodes mit
aktivierter Node-Verschlisselung enthalt, kdnnen Sie einen standortspezifischen KMS entfernen.

» Der Standard-KMS kann entfernt werden, wenn fir jeden Standort bereits ein standortspezifischer KMS
vorhanden ist, bei dem Appliance-Nodes mit aktivierter Node-Verschliisselung vorhanden sind.
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Schritte

1. Wahlen Sie Konfiguration > Systemeinstellungen > Schliisselverwaltungsserver Aus.

Die Seite Key Management Server wird angezeigt und zeigt alle konfigurierten Schlisselverwaltungsserver
an.

Key Management Server

1T your StorageGRID system includes appliance nodes with node encryption enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS
« Ensure that the KMS is KMIP-compliant.

Configure StorageGRID as a client in the KMS.

Enable node encryption for each appliance during appliance installation. You cannet enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administaring StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name © Manages keys for © Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. Wahlen Sie das Optionsfeld fiir den KMS, den Sie entfernen mdchten, und wahlen Sie Entfernen.

3. Priifen Sie die Uberlegungen im Warndialogfeld.

A Warning

Delete KMS Configuration
You can anly remove a KMS in these cases:

« 'You are removing a site-specific KMS for a site that has no appliance nodes with node
encryption enabled.

= You are removing the default KMS, but a site-specific KIMS already exists for each site
with node encryption.

Are you sure you want to delete the Default KMS KMS configuration?

=

4. Wahlen Sie OK.

Die KMS-Konfiguration wurde entfernt.

Management von Mandanten

Als Grid-Administrator erstellen und managen Sie die Mandantenkonten, die S3 und
Swift-Clients verwenden, um Objekte zu speichern und abzurufen, die Storage-Nutzung
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zu uberwachen und die Aktionen zu managen, die Clients mit Ihrem StorageGRID
System durchfuhren kénnen.

Was Mandantenkonten sind

Mandantenkonten ermdglichen Client-Applikationen, die die Simple Storage Service (S3) REST-API oder die
Swift REST API verwenden, um Objekte auf StorageGRID zu speichern und abzurufen.

Jedes Mandantenkonto unterstiitzt die Verwendung eines einzelnen Protokolls, das Sie beim Erstellen des
Kontos angeben. Zum Speichern und Abrufen von Objekten in einem StorageGRID System mit beiden
Protokollen missen Sie zwei Mandantenkonten erstellen: Eine flr S3 Buckets und Objekte, eine fiir Swift
Container und Objekte. Jedes Mandantenkonto hat seine eigene Account-ID, autorisierte Gruppen und
Benutzer, Buckets oder Container und Objekte.

Optional kénnen Sie zusatzliche Mandantenkonten erstellen, wenn Sie die auf lnrem System gespeicherten
Objekte durch verschiedene Einheiten trennen méchten. Beispielsweise kénnen Sie in einem der folgenden
Anwendungsfalle mehrere Mandantenkonten einrichten:

* Anwendungsbeispiel fiir Unternehmen: Wenn Sie ein StorageGRID-System in einer Enterprise-
Anwendung verwalten, sollten Sie den Objekt-Storage des Grid moglicherweise von den verschiedenen
Abteilungen Ihres Unternehmens trennen. In diesem Fall kénnen Sie Mandantenkonten fiir die
Marketingabteilung, die Kundenbetreuung, die Personalabteilung usw. erstellen.

Wenn Sie das S3-Client-Protokoll verwenden, kdnnen Sie mithilfe von S3-Buckets und

@ Bucket-Richtlinien Objekte zwischen den Abteilungen eines Unternehmens trennen. Sie
mussen keine Mandantenkonten verwenden. Weitere Informationen finden Sie in den
Anweisungen zur Implementierung von S3-Client-Applikationen.

+ Anwendungsbeispiel Service Provider: Wenn Sie ein StorageGRID-System als Service-Provider
verwalten, kdnnen Sie den Objekt-Storage des Grid durch die verschiedenen Entitaten verteilen, die den
Storage auf Ihrem Grid leasen. In diesem Fall wiirden Sie Mandantenkonten fiir Unternehmen A,
Unternehmen B, Unternehmen C usw. erstellen.

Erstellen und Konfigurieren von Mandantenkonten
Wenn Sie ein Mandantenkonto erstellen, geben Sie die folgenden Informationen an:

« Zeigt den Namen des Mandantenkontos an.
» Welches Client-Protokoll wird vom Mandantenkonto verwendet (S3 oder Swift).

» Bei S3-Mandantenkonten: Unabhangig davon, ob das Mandantenkonto die Berechtigung hat, Plattform-
Services mit S3 Buckets zu verwenden. Wenn Sie Mandantenkonten fir die Nutzung von
Plattformdiensten zulassen, missen Sie sicherstellen, dass das Grid fir seine Nutzung konfiguriert ist.
Siehe ,MAnaging Platform Services®.

» Optional: Ein Storage-Kontingent fir das Mandantenkonto — die maximale Anzahl der Gigabyte, Terabyte
oder Petabyte, die fiir die Mandantenobjekte verfligbar sind. Wenn das Kontingent Giberschritten wird, kann
der Mandant keine neuen Objekte erstellen.

@ Das Storage-Kontingent eines Mandanten stellt eine logische Menge (ObjektgroRe) und
keine physische Menge (GroRRe auf der Festplatte) dar.

* Wenn die Identitatsfoderation fir das StorageGRID-System aktiviert ist, hat die féderierte Gruppe Root-
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Zugriffsberechtigungen, um das Mandantenkonto zu konfigurieren.

* Wenn Single Sign-On (SSO) nicht fir das StorageGRID-System verwendet wird, gibt das Mandantenkonto
seine eigene Identitatsquelle an oder teilt die Identitdtsquelle des Grid mit, und zwar mit dem anfanglichen
Passwort fiir den lokalen Root-Benutzer des Mandanten.

Nachdem ein Mandantenkonto erstellt wurde, kdnnen Sie die folgenden Aufgaben durchfiihren:

» Plattformdienste fiir das Grid verwalten: Wenn Sie Plattformdienste fir Mandantenkonten aktivieren,
sollten Sie wissen, wie Plattform-Services-Nachrichten bereitgestellt werden und welche
Netzwerkanforderungen die Verwendung von Plattformservices fir Ihre StorageGRID-Bereitstellung
stellen.

» Uberwachen der Storage-Nutzung eines Mandantenkontos: Nachdem Mandanten ihre Konten
verwenden, konnen Sie mithilfe von Grid Manager Gberwachen, wie viel Storage die einzelnen Mandanten
verbrauchen.

Wenn Sie Quoten fir Mieter festgelegt haben, kénnen Sie die Warnung Tenant Quotenverbrauch hoch
aktivieren, um festzustellen, ob Mieter ihre Quoten verbrauchen. Wenn diese Meldung aktiviert ist, wird
diese Meldung ausgel6st, wenn ein Mandant 90 % seines Kontingents verwendet hat. Weitere
Informationen finden Sie unter Alerts Referenz in den Anweisungen zum Monitoring und zur
Fehlerbehebung von StorageGRID.

Client-Vorgange konfigurieren: Sie kdnnen konfigurieren, wenn einige Arten von Client-Operationen
verboten sind.

Konfigurieren von S3-Mandanten

Nachdem ein S3-Mandantenkonto erstellt wurde, kénnen Mandantenbenutzer auf den Mandanten-Manager
zugreifen, um Aufgaben wie die folgenden auszufiihren:

« Einrichten von Identitatsféderation (es sei denn, die Identitatsquelle wird gemeinsam mit dem Grid
verwendet) und Erstellen lokaler Gruppen und Benutzer

» Verwalten von S3-Zugriffsschlisseln

* Erstellen und Managen von S3 Buckets

* Monitoring der Storage-Auslastung

* Verwenden von Plattform-Services (falls aktiviert)

Mandantenbenutzer von S3 kdnnen mit Mandanten-Manager S3-Zugriffsschllissel und -Buckets
erstellen und managen. Sie mussen jedoch eine S3-Client-Applikation verwenden, um Objekte
aufzunehmen und zu managen.

Konfiguration von Swift Mandanten

Nach der Erstellung eines Swift-Mandantenkontos kann der Root-Benutzer des Mandanten auf den
Mandanten Manager zugreifen, um Aufgaben wie die folgenden auszufiihren:

« Einrichten von Identitatsfoderation (es sei denn, die Identitatsquelle wird gemeinsam mit dem Grid
verwendet) und Erstellen lokaler Gruppen und Benutzer

» Monitoring der Storage-Auslastung
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Swift-Benutzer miissen Uber die Root-Zugriffsberechtigung fiir den Zugriff auf den Mandanten-
Manager verfugen. Die Root-Zugriffsberechtigung ermoglicht Benutzern jedoch nicht, sich in der

@ Swift REST-API zu authentifizieren, um Container zu erstellen und Objekte aufzunehmen.
Benutzer mussen Uber die Swift-Administratorberechtigung verfiigen, um sich bei der Swift-
REST-API zu authentifizieren.

Verwandte Informationen

"WVerwenden Sie ein Mandantenkonto"

Erstellen eines Mandantenkontos

Sie mussen mindestens ein Mandantenkonto erstellen, um den Zugriff auf den Storage in
Ihrem StorageGRID-System zu kontrollieren.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

Schritte
1. Wahlen Sie Mieter.

Die Seite ,Mandantenkonten” wird angezeigt und enthalt alle vorhandenen Mandantenkonten.

Tenant Accounts
View information for each tenant account.

Hote; Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recentvalues selectthe tenant and select View Details.

i+ Create | & \iew details | | # Edit | | Actions - || Exportto CSV Search by MamelD Q

Display Name @ 4 Space Used @ 41 Quota Utilization @ 11 Quota @& 1 ObjectCount @& Il Signin ©

Neo resulfs found.

Show 20 ¥ rows per page

2. Wahlen Sie Erstellen.

Die Seite Mandantenkonto erstellen wird angezeigt. Die auf der Seite enthaltenen Felder hangen davon
ab, ob Single Sign-On (SSO) fiir das StorageGRID-System aktiviert wurde.

o Wenn SSO nicht verwendet wird, sieht die Seite Mandantenkonto erstellen so aus.
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Create Tenant Account

Tenant Details

Display Mame
Protocol g3 T Swift
Storage Quota (optional) GB -

Authentication @

Canfigure how the tenant account will be accessed.

Uses Own ldentity Source W

Specify a passwaord for the tenant's local root user.
lsername roat
Password

Canfirm Passwaord

o Wenn SSO aktiviert ist, sieht die Seite Mandantenkonto erstellen so aus.
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Create Tenant Account

Tenant Details
Display Mame S3 tenant (330 enabled)

Protocol & g3  Swift

Allow Platform Services W

Storage Qluota (optional) GE -

Authentication

Because single sign-on is enabled, the tenant must use the Grid Managers identity federation
service, and no local users can sign in. You must select an existing federated group to have the
initial Root Access permission for the tenant.

Uses Own |dentity Source [

Single sign-on is enabled. The tenant cannot
use its own identity source.

Root Access Group gagrp oo

=1 3

Verwandte Informationen
"ldentitatsfoderation verwenden"

"Konfigurieren der Single Sign-On-Konfiguration"

Erstellen eines Mandantenkontos, wenn StorageGRID kein SSO verwendet

Wenn Sie ein Mandantenkonto erstellen, geben Sie einen Namen, ein Client-Protokoll
und optional ein Storage-Kontingent an. Wenn StorageGRID keine Single Sign On (SSO)
verwendet, missen Sie aulierdem angeben, ob das Mandantenkonto seine eigene
Identitatsquelle verwendet und das ursprungliche Passwort fur den lokalen Root-
Benutzer des Mandanten konfiguriert.

Uber diese Aufgabe

Wenn das Mandantenkonto die Identitatsquelle verwendet, die fur den Grid Manager konfiguriert wurde, und
Sie eine foderierte Gruppe mit Root Access-Berechtigungen fiir das Mandantenkonto gewahren mdchten,
mussen Sie diese foderierte Gruppe in den Grid Manager importiert haben. Sie missen dieser Admin-Gruppe
keine Grid Manager-Berechtigungen zuweisen. Siehe Anweisungen fiur "Verwalten von Admin-Gruppen".
Schritte

1. Geben Sie im Textfeld Anzeigename einen Anzeigenamen flr dieses Mandantenkonto ein.

110



Anzeigenamen missen nicht eindeutig sein. Wenn das Mandantenkonto erstellt wird, erhalt es eine
eindeutige, numerische Konto-ID.

2. Wahlen Sie das Client-Protokoll aus, das von diesem Mandantenkonto verwendet wird, entweder S3 oder
Swift.

3. Aktivieren Sie flr S3-Mandantenkonten das Kontrollkastchen Platform Services zulassen, es sei denn,
dass dieser Mandant Plattformdienste flir S3-Buckets verwendet.

Wenn Plattformservices aktiviert sind, kann ein Mandant Funktionen wie CloudMirror Replizierung
verwenden, die auf externe Services zugreifen. Vielleicht méchten Sie die Verwendung dieser Funktionen
deaktivieren, um die Netzwerkbandbreite oder andere Ressourcen einzuschranken, die von einem
Mandanten verbraucht werden. Siehe ,MAnaging Platform Services".

4. Geben Sie im Textfeld Speicherkontingent optional die maximale Anzahl von Gigabyte, Terabyte oder
Petabytes ein, die Sie fir die Objekte dieses Mandanten bereitstellen méchten. Wahlen Sie dann die
Einheiten aus der Dropdown-Liste aus.

Lassen Sie dieses Feld leer, wenn dieser Mieter eine unbegrenzte Quote haben soll.

Das Storage-Kontingent eines Mandanten stellt eine logische Menge (ObjektgroRe) und
@ keine physische Menge (GroRRe auf der Festplatte) dar. ILM-Kopien und Erasure Coding

tragen nicht zum Umfang des verwendeten Kontingents bei. Wenn das Kontingent

Uberschritten wird, kann das Mandantenkonto keine neuen Objekte erstellen.

Um die Storage-Nutzung jedes Mandantenkontos zu tUberwachen, wahlen Sie Nutzung.
Mandantenkonten kdnnen auch ihre eigene Storage-Auslastung von der Konsole im

@ Mandantenmanager oder mit der Mandantenmanagement-API Uberwachen. Beachten Sie,
dass die Storage-Nutzungswerte eines Mandanten moglicherweise nicht mehr aktuell sind,
wenn Nodes von anderen Nodes im Grid isoliert werden. Die Gesamtwerte werden
aktualisiert, wenn die Netzwerkverbindung wiederhergestellt ist.

5. Wenn der Mandant seine eigenen Gruppen und Benutzer verwaltet, fihren Sie diese Schritte aus.

a. Aktivieren Sie das Kontrollkastchen * verwendet eigene Identitatsquelle* (Standard).

Wenn dieses Kontrollkdstchen aktiviert ist und Sie einen Identitatsverbund fir

@ Mandanten und Benutzer verwenden méchten, muss der Mandant seine eigene
Identitatsquelle konfigurieren. Siehe die Anweisungen zur Verwendung von
Mandantenkonten.

b. Geben Sie ein Passwort fur den lokalen Root-Benutzer des Mandanten an.

6. Wenn der Mandant die fir den Grid Manager konfigurierten Gruppen und Benutzer verwendet, fiihren Sie
die folgenden Schritte aus.

a. Deaktivieren Sie das Kontrollkastchen * verwendet eigene Identitatsquelle®.
b. Fihren Sie einen oder beide der folgenden Schritte aus:

= Wahlen Sie im Feld Root Access Group eine vorhandene foderierte Gruppe aus dem Grid Manager
aus, die Uber die urspringliche Root Access-Berechtigung fir den Mandanten verfligen soll.

Wenn Sie Uber ausreichende Berechtigungen verfligen, werden die vorhandenen
@ foderierten Gruppen aus dem Grid Manager aufgelistet, wenn Sie auf das Feld
klicken. Geben Sie andernfalls den eindeutigen Namen der Gruppe ein.
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= Geben Sie ein Passwort flr den lokalen Root-Benutzer des Mandanten an.

7. Klicken Sie Auf Speichern.

Das Mandantenkonto wird erstellt.

8. Optional kdnnen Sie auf den neuen Mandanten zugreifen. Andernfalls fahren Sie mit dem Schritt fir fort
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Spater Zugriff auf den Mandanten.

lhr Unternehmen Tun Sie das...

Zugriff auf den Grid Manager Uber Klicken Sie auf eingeschrankt, um mehr tGber den Zugriff auf dieses
einen eingeschrankten Port Mandantenkonto zu erfahren.

Die URL fur den Tenant Manager weist folgendes Format auf:

https://FODN or Admin Node IP:port/?accountId=20-
digit-account-id/

* FODN or Admin Node IP st ein vollstandig qualifizierter
Domain-Name oder die IP-Adresse eines Admin-Knotens

* port Ist der reine Mandantenport

* 20-digit-account-id Die eindeutige Account-ID des
Mandanten

Zugriff auf den Grid Manager auf  Klicken Sie auf Anmelden, und geben Sie die Anmeldeinformationen
Port 443, Sie haben jedoch kein  fur einen Benutzer in die Gruppe Stammzugriff ein.

Passwort fiir den lokalen Root-

Benutzer festgelegt

Zugriff auf den Grid Manager auf  Fahren Sie mit dem nachsten Schritt fort melden Sie sich als Root an.
Port 443 und Sie legen ein

Passwort fiir den lokalen Root-
Benutzer fest

Melden Sie sich als Root beim Mandanten an:

a. Klicken Sie im Dialogfeld Mandantenkonto konfigurieren auf die Schaltflaiche als root anmelden.



Configure Tenant Account

" Account 53 tenant created successfully.

If you are ready to configure this tenant account, sign in as the tenant's root user. Then, click the

# Buckets - Create and manage buckets.
» Groups - Manage user groups, and assign group permissions.
» Users - Manage local users, and assign users to groups.

links below.

Finish

Auf der Schaltflache wird ein griines Hakchen angezeigt, das angibt, dass Sie jetzt als Root-Benutzer
beim Mandantenkonto angemeldet sind.

Signinasroot

a. Klicken Sie auf die Links, um das Mandantenkonto zu konfigurieren.

Jeder Link 6ffnet die entsprechende Seite im Tenant Manager. Zum Ausfillen der Seite lesen Sie die
Anweisungen zur Verwendung von Mandantenkonten.
b. Klicken Sie Auf Fertig Stellen.

10. um spater auf den Mandanten zuzugreifen:

Sie verwenden... Flihren Sie eine dieser...

Port 443 * Wahlen Sie im Grid Manager Mieters aus und klicken Sie rechts
neben dem Mieternamen auf Anmelden.

* Geben Sie die URL des Mandanten in einen Webbrowser ein:

https://FODN or Admin Node IP/?accountId=20-
digit-account-id/

° FODN or Admin Node IP Istein vollstandig qualifizierter
Domain-Name oder die IP-Adresse eines Admin-Knotens

° 20-digit-account-id Die eindeutige Account-ID des
Mandanten
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Sie verwenden... Flihren Sie eine dieser...

Ein eingeschrankter Port * Wahlen Sie im Grid Manager die Option Miters aus, und klicken
Sie auf eingeschrankt.

* Geben Sie die URL des Mandanten in einen Webbrowser ein:

https://FODN or Admin Node IP:port/?accountId=20
-digit-account-id

° FODN or Admin Node IP st ein vollstandig qualifizierter
Domain-Name oder die IP-Adresse eines Admin-Knotens
° port Ist der ausschliel3lich auf Mandanten beschrankte Port

° 20-digit-account-id Die eindeutige Account-ID des
Mandanten

Verwandte Informationen

"Zugriffskontrolle durch Firewalls"

"Management von Plattform-Services fur S3-Mandantenkonten"

"WVerwenden Sie ein Mandantenkonto"

Erstellen eines Mandantenkontos, wenn SSO aktiviert ist

Wenn Sie ein Mandantenkonto erstellen, geben Sie einen Namen, ein Client-Protokoll
und optional ein Storage-Kontingent an. Wenn Single Sign-On (SSO) fur StorageGRID
aktiviert ist, geben Sie aulierdem an, welche foderierte Gruppe Root-
Zugriffsberechtigungen hat, um das Mandantenkonto zu konfigurieren.

Schritte

1.
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Geben Sie im Textfeld Anzeigename einen Anzeigenamen fur dieses Mandantenkonto ein.

Anzeigenamen mussen nicht eindeutig sein. Wenn das Mandantenkonto erstellt wird, erhalt es eine
eindeutige, numerische Konto-ID.

Wahlen Sie das Client-Protokoll aus, das von diesem Mandantenkonto verwendet wird, entweder S3 oder
Swift.

Aktivieren Sie fur S3-Mandantenkonten das Kontrollkastchen Platform Services zulassen, es sei denn,
dass dieser Mandant Plattformdienste flr S3-Buckets verwendet.

Wenn Plattformservices aktiviert sind, kann ein Mandant Funktionen wie CloudMirror Replizierung
verwenden, die auf externe Services zugreifen. Vielleicht mdchten Sie die Verwendung dieser Funktionen
deaktivieren, um die Netzwerkbandbreite oder andere Ressourcen einzuschranken, die von einem
Mandanten verbraucht werden. Siehe ,MAnaging Platform Services".

. Geben Sie im Textfeld Speicherkontingent optional die maximale Anzahl von Gigabyte, Terabyte oder

Petabytes ein, die Sie fUr die Objekte dieses Mandanten bereitstellen méchten. Wahlen Sie dann die
Einheiten aus der Dropdown-Liste aus.

Lassen Sie dieses Feld leer, wenn dieser Mieter eine unbegrenzte Quote haben soll.


https://docs.netapp.com/de-de/storagegrid-115/tenant/index.html

Das Storage-Kontingent eines Mandanten stellt eine logische Menge (Objektgréfe) und
@ keine physische Menge (GroRRe auf der Festplatte) dar. ILM-Kopien und Erasure Coding

tragen nicht zum Umfang des verwendeten Kontingents bei. Wenn das Kontingent

Uberschritten wird, kann das Mandantenkonto keine neuen Objekte erstellen.

Um die Storage-Nutzung jedes Mandantenkontos zu tUberwachen, wahlen Sie Nutzung.
Mandantenkonten kdnnen auch ihre eigene Storage-Auslastung von der Konsole im

@ Mandantenmanager oder mit der Mandantenmanagement-API Gberwachen. Beachten Sie,
dass die Storage-Nutzungswerte eines Mandanten moglicherweise nicht mehr aktuell sind,
wenn Nodes von anderen Nodes im Grid isoliert werden. Die Gesamtwerte werden
aktualisiert, wenn die Netzwerkverbindung wiederhergestellt ist.

. Beachten Sie, dass das Kontrollkastchen * verwendet eigene Identitatsquelle* deaktiviert ist.

Da SSO aktiviert ist, muss der Mandant die fir den Grid Manager konfigurierte Identitdtsquelle verwenden.
Keine lokalen Benutzer kdnnen sich anmelden.

. Wahlen Sie im Feld Root Access Group eine vorhandene foderierte Gruppe aus dem Grid Manager aus,
um die urspringliche Root Access-Berechtigung fur den Mandanten zu erhalten.

Wenn Sie Uber ausreichende Berechtigungen verfligen, werden die vorhandenen
@ foderierten Gruppen aus dem Grid Manager aufgelistet, wenn Sie auf das Feld klicken.
Geben Sie andernfalls den eindeutigen Namen der Gruppe ein.

. Klicken Sie Auf Speichern.

Das Mandantenkonto wird erstellt. Die Seite Mandantenkonten wird angezeigt, und es enthalt eine Zeile fur
den neuen Mandanten.

. Wenn Sie ein Benutzer in der Root Access-Gruppe sind, klicken Sie optional auf den Link Anmelden,
damit der neue Mandant sofort auf den Tenant Manager zugreift, wo Sie den Mandanten konfigurieren
kénnen. Geben Sie andernfalls die URL fir den Link Anmelden an den Administrator des
Mandantenkontos. (Die URL fiir einen Mandanten ist der vollstandig qualifizierte Domain-Name oder die
IP-Adresse eines Admin-Knotens, gefolgt von /?accountId=20-digit-account-id.)

@ Wenn Sie auf Anmelden klicken, jedoch nicht zur Root Access-Gruppe fiir das
Mandantenkonto gehoren, wird eine Meldung angezeigt, die Zugriff verweigert.

Verwandte Informationen

"Konfigurieren der Single Sign-On-Konfiguration"

"Management von Plattform-Services fir S3-Mandantenkonten"

"Verwenden Sie ein Mandantenkonto"

Andern des Kennworts fiir den lokalen Root-Benutzer eines Mandanten

Moglicherweise mussen Sie das Passwort fur den lokalen Root-Benutzer eines
Mandanten andern, wenn der Root-Benutzer aus dem Konto gesperrt ist.

Was Sie bendtigen
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« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verflgen.

Uber diese Aufgabe
Wenn Single Sign On (SSO) fir Ihr StorageGRID-System aktiviert ist, kann sich der lokale Root-Benutzer nicht
beim Mandantenkonto anmelden. Um Root-Benutzeraufgaben auszufiihren, missen Benutzer einer
foderierten Gruppe angehdren, die Uber die Root-Zugriffsberechtigung fir den Mandanten verfigt.
Schritte

1. Wahlen Sie Mieter.

Die Seite ,Mandantenkonten® wird angezeigt und enthalt alle vorhandenen Mandantenkonten.

Tenant Accounts
View information for each tenant account,

MNote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recent values, select the tenant and select View Details.

| Create | | @ View details || # Edit || Actions « || Exportto CSV | Search by NamedD Q

Display Name €& A Space Used © ! Quota Utilization @ 1T Quota @11 ObjectCount @11 Signin ©

® Account01 50000 KB 0.00% 20.00GB 100 L3
O  Account02 250 MB 0.01% 30.00 GB 500 w]
O | Account03 605.00 MB 4.03% 15.00 GB 31.000 =]
() Account04 1.00GE 10.00% 10.00 GB 200,000 *]
O Accounts 0 bytes — Unlimited ] ]

Show 20 ¥  rows perpage

2. Wahlen Sie das Mandantenkonto aus, das Sie bearbeiten mdchten.
Wenn |hr System mehr als 20 Elemente enthalt, kdnnen Sie festlegen, wie viele Zeilen auf jeder Seite
gleichzeitig angezeigt werden. Verwenden Sie das Suchfeld, um nach einem Mandantenkonto zu suchen,
indem Sie den Namen oder die Mandanten-ID anzeigen.

Die Schaltflachen ,Details anzeigen®, ,Bearbeiten und ,Aktionen” werden aktiviert.

3. Wahlen Sie im Dropdown-Meni Aktionen die Option Root Passwort dndern aus.
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Change Root User Password - Account03

Username

Mew Fassword

Confirm Mew Fassword

4. Geben Sie das neue Kennwort fir das Mandantenkonto ein.

5. Wahlen Sie Speichern.

Verwandte Informationen

root

"Kontrolle des Administratorzugriffs auf StorageGRID"

Bearbeiten eines Mandantenkontos

Sie kdnnen ein Mandantenkonto bearbeiten, um den Anzeigenamen zu andern, die
Einstellung fur die Identitatsquelle zu andern, Plattformservices zu ermdglichen oder zu

verlassen oder ein Speicherkontingent einzugeben.

Was Sie bendtigen

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Schritte

1. Wahlen Sie Mieter.

Die Seite ,Mandantenkonten® wird angezeigt und enthalt alle vorhandenen Mandantenkonten.

Tenant Accounts

View information for each tenant account.

Mate: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view

more recentvalues, selectthe tenant and select View Details.

|4 Create | | @ View details || # Edit |

| Actions || Exportto CSV |

aearch by |

lamelD

Q

Display Name €& A Space Used © I Quota Utilization @ 1T Quota @11 ObjectCount @ 11 Signin ©

Account
AccountD2
Account03
Account04

O00C0®

Account0s

500.00 KB
250 MB
605.00 MB
1.00.GB
0 bytes

0.00%
0.01%
4.03%
10.00%

20.00 GB
30.00 GB
15.00 GB
10.00 GB
Unlimited

100
500
31.000
200.000
0

Show 20

=)
=)

¥  [OWS per page
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2. Wahlen Sie das Mandantenkonto aus, das Sie bearbeiten mochten.
Wenn |hr System mehr als 20 Elemente enthalt, kbnnen Sie festlegen, wie viele Zeilen auf jeder Seite

gleichzeitig angezeigt werden. Verwenden Sie das Suchfeld, um nach einem Mandantenkonto zu suchen,
indem Sie den Namen oder die Mandanten-ID anzeigen.

3. Wahlen Sie Bearbeiten.

Die Seite Mandantenkonto bearbeiten wird angezeigt. Dieses Beispiel gilt fir ein Raster, in dem keine SSO
(Single Sign On) verwendet wird. Dieses Mandantenkonto hat keine eigene Identitatsquelle konfiguriert.

Edit Tenant Account

Tenant Details

Cisplay Mame Account03

Allow Platform Services

Storage Quota (opticnal} 15

Uses Own |dentity Source

o [

4. Andern Sie die Werte fiir die Felder nach Bedarf.
a. Andern Sie den Anzeigenamen fiir dieses Mandantenkonto.

b. Andern Sie die Einstellung des Kontrollkastchen Plattformdienste zulassen, um festzustellen, ob das
Mandantenkonto Plattformdienste fur ihre S3-Buckets verwenden kann.

Wenn Sie Plattform-Services fur einen Mandanten deaktivieren, der sie bereits nutzt,
funktionieren die Services, die er fir seine S3-Buckets konfiguriert hat, nicht mehr. Es
@ wird keine Fehlermeldung an den Mandanten gesendet. Wenn der Mandant
beispielsweise die Replizierung von CloudMirror fiir einen S3-Bucket konfiguriert hat,
koénnen sie Objekte weiterhin im Bucket speichern, doch werden Kopien dieser Objekte
nicht mehr im externen S3-Bucket erstellt, den sie als Endpunkt konfiguriert haben.

c. Andern Sie fiir Speicherkontingent die Anzahl der fiir die Objekte dieses Mandanten verfiigbaren
maximalen Gigabytes, Terabyte oder Petabytes, oder lassen Sie das Feld leer, wenn Sie mdchten,
dass dieser Mieter eine unbegrenzte Quote hat.

Das Storage-Kontingent eines Mandanten stellt eine logische Menge (ObjektgréRe) und keine

physische Menge (GréRe auf der Festplatte) dar. ILM-Kopien und Erasure Coding tragen nicht zum
Umfang des verwendeten Kontingents bei.
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Um die Storage-Nutzung jedes Mandantenkontos zu tGberwachen, wahlen Sie Nutzung.
Mandantenkonten kénnen auch ihre eigene Nutzung von der Konsole im

@ Mandantenmanager oder mit der Mandantenmanagement-API Uberwachen. Beachten
Sie, dass die Storage-Nutzungswerte eines Mandanten mdglicherweise nicht mehr
aktuell sind, wenn Nodes von anderen Nodes im Grid isoliert werden. Die Gesamtwerte
werden aktualisiert, wenn die Netzwerkverbindung wiederhergestellt ist.

d. Andern Sie die Einstellung des Checkbox uses own Identity Source, um festzustellen, ob das
Mandantenkonto eine eigene Identitdtsquelle oder die fir den Grid Manager konfigurierte
Identitatsquelle verwendet.

@ Wenn das Kontrollkastchen * verwendet eigene Identitatsquelle™:

= Deaktiviert und Gberprift, hat der Mandant bereits seine eigene Identitatsquelle aktiviert. Ein
Mandant muss seine Identitatsquelle deaktivieren, bevor er die fir den Grid Manager konfigurierte
Identitatsquelle verwenden kann.

= Deaktiviert und deaktiviert ist, ist SSO fur das StorageGRID System aktiviert. Der Mandant muss
die Identitatsquelle verwenden, die flr den Grid Manager konfiguriert wurde.

5. Wahlen Sie Speichern.

Verwandte Informationen
"Management von Plattform-Services fir S3-Mandantenkonten"

"WVerwenden Sie ein Mandantenkonto"

Loschen eines Mandantenkontos

Sie kdnnen ein Mandantenkonto I6schen, wenn Sie den Zugriff des Mandanten auf das
System dauerhaft entfernen mdochten.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.
+ Sie missen alle Buckets (S3), Container (Swift) und Objekte, die mit dem Mandantenkonto verknlpft sind,
entfernt haben.

Schritte
1. Wahlen Sie Mieter.

2. Wahlen Sie das Mandantenkonto aus, das geloscht werden soll.
Wenn lhr System mehr als 20 Elemente enthalt, kbnnen Sie festlegen, wie viele Zeilen auf jeder Seite
gleichzeitig angezeigt werden. Verwenden Sie das Suchfeld, um nach einem Mandantenkonto zu suchen,
indem Sie den Namen oder die Mandanten-ID anzeigen.

3. Wahlen Sie im Dropdown-Men( Aktionen die Option Entfernen aus.
4. Wahlen Sie OK.

Verwandte Informationen
"Kontrolle des Administratorzugriffs auf StorageGRID"
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Management von Plattform-Services fiir S3-Mandantenkonten

Wenn Sie Plattformservices fur S3-Mandantenkonten aktivieren, mussen Sie Ihr Grid so
konfigurieren, dass Mandanten auf die externen Ressourcen zugreifen kdnnen, die fur
die Nutzung dieser Services erforderlich sind.

* "Um welche Plattform-Services geht es"
* "Networking und Ports fir Plattform-Services"
+ "Bereitstellung von Plattform-Services am Standort"

+ "Plattform-Services zur Fehlerbehebung"

Um welche Plattform-Services geht es

Zu den Plattform-Services zahlen die CloudMirror-Replizierung,
Ereignisbenachrichtigungen und der Such-Integrationsservice.

Dank dieser Services kdnnen Mandanten die folgenden Funktionen mit ihren S3 Buckets nutzen:

» CloudMirror Replikation: Der StorageGRID CloudMirror Replikationsservice wird verwendet, um
bestimmte Objekte von einem StorageGRID-Bucket auf ein bestimmtes externes Ziel zu spiegeln.

So koénnen Sie beispielsweise CloudMirror Replizierung verwenden, um spezifische Kundendaten in
Amazon S3 zu spiegeln und anschlieRend AWS Services fur Analysen lhrer Daten nutzen.

@ Die CloudMirror-Replizierung wird nicht unterstitzt, wenn im Quell-Bucket S3-Objektsperre
aktiviert ist.

* Benachrichtigungen: Per Bucket-Ereignisbenachrichtigungen werden verwendet, um Benachrichtigungen
Uber bestimmte Aktionen, die an Objekten ausgefiihrt werden, an einen bestimmten externen Amazon
Simple Notification Service™ (SNS) zu senden.

Beispielsweise kdnnen Sie Warnmeldungen so konfigurieren, dass sie an Administratoren Uber jedes
Objekt, das einem Bucket hinzugefligt wurde, gesendet werden, wo die Objekte Protokolldateien
darstellen, die mit einem kritischen Systemereignis verbunden sind.

Obwohl die Ereignisbenachrichtigung fir einen Bucket konfiguriert werden kann, bei dem S3

@ Object Lock aktiviert ist, werden die S3 Object Lock Metadaten (einschlief3lich
»Aufbewahrung bis Datum“ und ,Legal Hold“-Status) der Objekte in den
Benachrichtigungsmeldungen nicht enthalten.

Suchintegrationsdienst: Der Suchintegrationsdienst dient dazu, S3-Objektmetadaten an einen
bestimmten Elasticsearch-Index zu senden, in dem die Metadaten mit dem externen Dienst durchsucht
oder analysiert werden konnen.

Sie kdnnten beispielsweise die Buckets konfigurieren, um S3 Objekt-Metadaten an einen Remote-

Elasticsearch-Service zu senden. AnschlieRend kann Elasticsearch verwendet werden, um nach Buckets
zu suchen und um anspruchsvolle Analysen der Muster in den Objektmetadaten durchzufihren.
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Die Elasticsearch-Integration kann auf einem Bucket konfiguriert werden, bei dem die S3-

@ Objektsperre aktiviert ist, aber die S3-Objektsperrmetadaten (einschliellich Aufbewahrung
bis Datum und Status der Aufbewahrung) der Objekte werden nicht in die
Benachrichtigungen einbezogen.

Dank Plattform-Services kbnnen Mandanten externe Storage-Ressourcen, Benachrichtigungsservices und
Such- oder Analyseservices flr ihre Daten nutzen. Da sich der Zielstandort fir Plattformservices in der Regel
aulderhalb lhrer StorageGRID-Implementierung befindet, missen Sie entscheiden, ob die Nutzung dieser
Services durch Mandanten gestattet werden soll. Wenn Sie dies tun, missen Sie die Verwendung von
Plattform-Services aktivieren, wenn Sie Mandantenkonten erstellen oder bearbeiten. Sie missen auch Ihr
Netzwerk so konfigurieren, dass die von Mandanten generierten Plattformservices Meldungen ihre Ziele
erreichen konnen.

Empfehlungen fiir die Nutzung von Plattform-Services

Vor der Verwendung von Plattform-Services missen Sie die folgenden Empfehlungen beachten:

+ Sie sollten nicht mehr als 100 aktive Mandanten mit S3-Anfragen verwenden, die CloudMirror-
Replizierung, Benachrichtigungen und Suchintegration erfordern. Mehr als 100 aktive Mandanten kénnen
zu einer langsameren S3-Client-Performance flhren.

* Wenn in einem S3-Bucket im StorageGRID System sowohl die Versionierung als auch die CloudMirror-
Replizierung aktiviert sind, sollten Sie flr den Zielendpunkt auch die S3-Bucket-Versionierung aktivieren.
So kann die CloudMirror-Replizierung ahnliche Objektversionen auf dem Endpunkt generieren.

Verwandte Informationen

"Verwenden Sie ein Mandantenkonto"
"Konfigurieren von Speicher-Proxy-Einstellungen"

"Monitor Fehlerbehebung"

Networking und Ports fiir Plattform-Services

Wenn ein S3-Mandant Plattformservices verwendet, missen Sie das Netzwerk fur das
Grid konfigurieren, um sicherzustellen, dass Plattformservices-Meldungen an seine Ziele
gesendet werden kdnnen.

Sie kdnnen Plattformservices fur ein S3-Mandantenkonto aktivieren, wenn Sie das Mandantenkonto erstellen
oder aktualisieren. Wenn Plattformservices aktiviert sind, kann der Mandant Endpunkte erstellen, die als Ziel
fur die CloudMirror-Replizierung, Ereignisbenachrichtigungen oder Integrationsmeldungen aus seinen S3-
Buckets dienen. Diese Plattform-Services-Meldungen werden von Storage-Nodes gesendet, die den ADC-
Service an die Ziel-Endpunkte ausfiihren.

Beispielsweise kdnnen Mandanten die folgenden Typen von Ziel-Endpunkten konfigurieren:

* Ein lokal gehostetes Elasticsearch-Cluster ausfihren
* Eine lokale Anwendung, die den Empfang von SNS-Meldungen (Simple Notification Service) unterstitzt
* Ein lokal gehosteter S3-Bucket auf derselben oder einer anderen Instanz von StorageGRID

» Einem externen Endpunkt wie einem Endpunkt auf Amazon Web Services

Um sicherzustellen, dass Meldungen von Plattformservices bereitgestellt werden kdnnen, missen Sie das
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Netzwerk oder die Netzwerke mit den ADC-Speicherknoten konfigurieren. Sie missen sicherstellen, dass die
folgenden Ports zum Senden von Plattformservices-Meldungen an die Ziel-Endpunkte verwendet werden
kdnnen.

StandardmaRig werden Plattform-Services-Meldungen an die folgenden Ports gesendet:

« 80: FUr Endpunkt-URIs, die mit http beginnen
* 443: Fir Endpunkt-URIs, die mit https beginnen

Mandanten kénnen bei der Erstellung oder Bearbeitung eines Endpunkts einen anderen Port angeben.

Wenn eine StorageGRID-Bereitstellung als Ziel fur die CloudMirror-Replikation verwendet wird,

@ kdnnen Replikationsmeldungen auf einem anderen Port als 80 oder 443 empfangen werden.
Vergewissern Sie sich, dass der von der Ziel-StorageGRID-Implementierung fir S3 verwendete
Port im Endpunkt angegeben ist.

Wenn Sie einen nicht transparenten Proxy-Server verwenden, missen Sie auch Storage Proxy-Einstellungen
konfigurieren, damit Nachrichten an externe Endpunkte gesendet werden kdénnen, z. B. an einen Endpunkt im
Internet.

Verwandte Informationen

"Konfigurieren von Speicher-Proxy-Einstellungen”

"Verwenden Sie ein Mandantenkonto"

Bereitstellung von Plattform-Services am Standort

Alle Vorgange von Plattform-Services werden am Standort durchgefuhrt.

Wenn ein Mandant einen Client verwendet, um einen S3 API Create-Vorgang fir ein Objekt durch eine

Verbindung zu einem Gateway-Node an Datacenter Standort 1 durchzuflihren, wird die Benachrichtigung ber
diese Aktion von Datacenter Standort 1 ausgel6st und gesendet.

Wenn der Client anschlie3end einen S3-API-Loschvorgang auf demselben Objekt von Data Center Site 2 aus
durchfuhrt, wird die Benachrichtigung Uber die Loschaktion ausgeldst und von Data Center Site 2 gesendet.

122


https://docs.netapp.com/de-de/storagegrid-115/tenant/index.html

—Data Center Site 1—
I |
Grid Nodes

>
e

Storage

Notification
Endpoint

WAN

—Data Center Site 2——
Notification:

- Object A
<7 —Object A» Grid Nodes /

Client

>
"“-————-‘

Storage

Stellen Sie sicher, dass das Netzwerk an jedem Standort so konfiguriert ist, dass Plattformdienste-Meldungen
an ihre Ziele gesendet werden kénnen.

Plattform-Services zur Fehlerbehebung

Die in Plattform-Services verwendeten Endpunkte werden von Mandantenbenutzern im
Mandanten-Manager erstellt und gewartet. Falls jedoch Probleme bei der Konfiguration
oder Verwendung von Plattformservices bei einem Mandanten auftreten, kdnnen Sie das
Problem mithilfe des Grid Manager beheben.

Probleme mit neuen Endpunkten

Bevor ein Mandant Plattform-Services nutzen kann, muss er mithilfe des Mandanten-Manager einen oder
mehrere Endpunkte erstellen. Jeder Endpunkt stellt ein externes Ziel fiir einen Plattform-Service dar, wie einen
StorageGRID S3 Bucket, einen Amazon Web Services Bucket, ein Thema ,Simple Notification Service® oder
ein Elasticsearch-Cluster, der lokal oder in AWS gehostet wird. Jeder Endpunkt umfasst sowohl den Standort
der externen Ressource als auch die fiir den Zugriff auf diese Ressource erforderlichen Zugangsdaten.

Wenn ein Mandant einen Endpunkt erstellt, Gberprift das StorageGRID System, ob der Endpunkt vorhanden
ist und ob er mit den angegebenen Zugangsdaten erreicht werden kann. Die Verbindung zum Endpunkt wird
von einem Node an jedem Standort validiert.
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Wenn die Endpoint-Validierung fehlschlagt, erklart eine Fehlermeldung, warum die Endpoint-Validierung
fehlgeschlagen ist. Der Mandantenbenutzer sollte das Problem I6sen, und versuchen Sie dann erneut, den
Endpunkt zu erstellen.

®

Die Erstellung von Endgeraten schlagt fehl, wenn Plattformdienste fir das Mandantenkonto
nicht aktiviert sind.

Probleme mit vorhandenen Endpunkten

Wenn StorageGRID versucht, einen vorhandenen Endpunkt zu erreichen, tritt ein Fehler auf, wird im
Mandantenmanager auf dem Dashboard eine Meldung angezeigt.

g One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view

the error details. The |ast error occurred 2 hours ago.

Mandantenbenutzer kénnen auf der Seite Endpunkte die aktuellste Fehlermeldung fir jeden Endpunkt lesen
und herausfinden, wie lange der Fehler bereits aufgetreten ist. Die Spalte Letzter Fehler zeigt die aktuellste
Fehlermeldung fur jeden Endpunkt an und gibt an, wie lange der Fehler aufgetreten ist. Fehler, die das

enthalten €3 Das Symbol trat innerhalb der letzten 7 Tage auf.

Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

g One or more endpoints have experienced an error, Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints

Display name @ =

Lasterror @ =

Type @ =

URI® =

Create endpoint

URN@ =

my-endpoint-2

my-endpoint-3

my-endpoint-5

my-endpoint-4

my-endpoint-1

0 2 hours ago
0 3days ago

12 days ago

Search

Naotifications

Notifications

Notifications

53 Bucket

http://10.96.104.30:9200

http://10.96.104.202:8080/

http://10.96.104.202:8080/

http://10.96.104.202:8080/

http://10.96.104.167:10443

urn:sgws:es::mydomain/sveloso/_doc

arn:aws:sns:us-west-2::examplel

arn:aws:sns:us-west-2::example3

arn:aws:sns:us-west-2::example2

urn:sgws:s3::bucketl
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Einige Fehlermeldungen in der Spalte Letzter Fehler konnen eine LOGID in Klammern
enthalten. Ein Grid-Administrator oder technischer Support kann diese ID verwenden, um
ausflhrlichere Informationen Gber den Fehler im bycast.log zu finden.




Probleme im Zusammenhang mit Proxy-Servern

Wenn Sie einen Speicher-Proxy zwischen Speicherknoten und Plattform-Service-Endpunkten konfiguriert
haben, treten moglicherweise Fehler auf, wenn Ihr Proxydienst keine Meldungen von StorageGRID zulasst.
Um diese Probleme zu beheben, lberprifen Sie die Einstellungen Ihres Proxy-Servers, um sicherzustellen,
dass die Nachrichten fir den Plattformdienst nicht blockiert sind.

Ermitteln, ob ein Fehler aufgetreten ist

Wenn innerhalb der letzten 7 Tage Endpoint-Fehler aufgetreten sind, wird im Dashboard im Tenant Manager
eine Warnmeldung angezeigt. Sie kdnnen die Seite Endpoints aufrufen, um weitere Details Uber den Fehler zu
sehen.

Client-Betrieb schlagt fehl

Einige Probleme bei Plattform-Services kdnnen zum Ausfall von Client-Operationen auf dem S3-Bucket
fuhren. Beispielsweise schlagt der S3-Client-Betrieb fehl, wenn der interne RSM-Service (Replicated State
Machine) ausfallt oder es zu viele Plattformservices-Nachrichten in Warteschlange fiir die Lieferung gibt.

So Uberprifen Sie den Status der Dienste:

1. Wahlen Sie Support > Tools > Grid Topology Aus.

2. Wahlen Sie site > Storage Node > SSM > Services aus.

Behebbare und nicht wiederherstellbare Endpunktfehler

Nach der Erstellung von Endpunkten kénnen Fehler bei Plattformservice-Anfragen aus verschiedenen
Grinden auftreten. Einige Fehler lassen sich durch Benutzereingriffe wiederherstellen. Beispielsweise kénnen
behebbare Fehler aus den folgenden Griinden auftreten:

* Die Anmeldedaten des Benutzers wurden geléscht oder abgelaufen.

 Der Ziel-Bucket ist nicht vorhanden.

 Die Benachrichtigung kann nicht zugestellt werden.

Wenn bei StorageGRID ein wiederherstellbarer Fehler auftritt, wird die Serviceanfrage fir die Plattform erneut
versucht, bis sie erfolgreich ist.

Andere Fehler kbnnen nicht behoben werden. Beispielsweise tritt ein nicht behebbarer Fehler auf, wenn der
Endpunkt geldscht wird.

Wenn StorageGRID einen nicht behebbaren Endpunktfehler feststellt, wird der SMTT-Alarm (Total Events) im
Grid Manager ausgelost. So zeigen Sie den Alarm ,Ereignisse insgesamt® an:

1. Wahlen Sie Knoten.
2. Wahlen Sie site > GRID Node > Events aus.

3. Letztes Ereignis oben in der Tabelle anzeigen.
Ereignismeldungen sind auch in aufgefiihrt /var/local/log/bycast-err.log.

4. Befolgen Sie die Anweisungen im SMTT-Alarminhalt, um das Problem zu beheben.
5. Klicken Sie auf Ereignisanzahl zuriicksetzen.

6. Benachrichtigen Sie den Mieter Uber die Objekte, deren Plattform-Services-Nachrichten nicht geliefert
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wurden.
7. Weisen Sie den Mandanten an, die fehlgeschlagene Replikation oder Benachrichtigung durch Aktualisieren
der Metadaten oder Tags des Objekts erneut auszuldsen.

Der Mieter kann die vorhandenen Werte erneut einreichen, um unerwiinschte Anderungen zu vermeiden.

Plattform-Services-Meldungen kénnen nicht bereitgestellt werden

Wenn im Ziel ein Problem auftritt, das verhindert, dass Plattformdienste-Meldungen akzeptiert werden, wird der
Client-Vorgang auf dem Bucket erfolgreich ausgefiihrt, die Plattform-Services-Meldung wird jedoch nicht
geliefert. Dieser Fehler kann z. B. auftreten, wenn die Anmeldeinformationen auf dem Ziel aktualisiert werden,
sodass sich StorageGRID nicht mehr beim Ziel-Service authentifizieren kann.

Wenn Plattformdienste-Meldungen aufgrund eines nicht behebbaren Fehlers nicht zugestellt werden kénnen,
wird der SMTT-Alarm (Total Events) im Grid Manager ausgelost.

Langsamere Performance fiir Plattform-Service-Anfragen

StorageGRID kann eingehende S3-Anfragen fur einen Bucket drosseln, wenn die Rate, mit der die
Anforderungen gesendet werden, die Rate Ubersteigt, mit der der Zielendpunkt die Anforderungen empfangen
kann. Eine Drosselung tritt nur auf, wenn ein Rickstand von Anfragen besteht, die auf den Zielendpunkt
warten.

Der einzige sichtbare Effekt besteht darin, dass die eingehenden S3-Anforderungen langer in Anspruch
nehmen. Wenn Sie die Performance deutlich schlechter erkennen, sollten Sie die Aufnahmerate reduzieren
oder einen Endpunkt mit héherer Kapazitat verwenden. Falls der Rickstand von Anforderungen weiterhin
wachst, scheitern Client-S3-Vorgange (wie Z. B. PUT-Anforderungen) letztendlich.

CloudMirror-Anforderungen sind wahrscheinlicher von der Performance des Zielendpunkts betroffen, da diese
Anfragen in der Regel mehr Datentransfer beinhalten als Anfragen zur Suchintegration oder
Ereignisbenachrichtigung.

Plattformdienstanfragen schlagen fehl

So zeigen Sie die Ausfallrate der Anfrage fiir Plattformdienste an:

1. Wahlen Sie Knoten.
2. Wahlen Sie site > Platform Services.

3. Das Diagramm Fehlerrate anfordern anzeigen.
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Data Center 1

MNetwork Storage Objects 1L Platform Services

1 hour 1 day 1 week | month 1 year Cusiom

Pending Requests

1350 13:55 4:00 14:05 1410 14:15 1420 1425 1430 1435 14:40 1445
== Pending regquests
Request Completion Rate
1.000ps
D75 ops
5D ops
D25 ops
Uops
13:50 13:55 1400 14105 1410 14:15 1430 14:75 1430 14:35 18:40 14:45
== Replication completions = Reguests committed
Request Failure Rate
.20 opy
DiSops
010 ops
Q05 ops
Qops -
1350 1355 14500 1405 1410 1415 14220 1425 1430 14:35 1440 1445

== Replication failures

Plattformdienste — Warnung nicht verfiigbar

Die Warnmeldung Platform Services nicht verfiigbar zeigt an, dass an einem Standort keine
Plattformservicevorgange ausgefihrt werden kénnen, da zu wenige Speicherknoten mit dem RSM-Dienst
ausgefuhrt oder verfliigbar sind.

Der RSM-Dienst stellt sicher, dass Plattformserviceanforderungen an die jeweiligen Endpunkte gesendet
werden.

Um diese Warnmeldung zu beheben, legen Sie fest, welche Speicherknoten am Standort den RSM-Service

enthalten. (Der RSM-Service ist auf Speicherknoten vorhanden, die auch den ADC-Service enthalten.) Stellen
Sie anschliel3end sicher, dass ein einfacher Groliteil dieser Speicherknoten ausgefiihrt und verfiigbar ist.
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@ Wenn mehr als ein Speicherknoten, der den RSM-Dienst enthalt, an einem Standort ausfallt,
verlieren Sie alle ausstehenden Plattformserviceanforderungen fir diesen Standort.

Zusaétzliche Anleitung zur Fehlerbehebung fiir Endpunkte von Plattformservices

Weitere Informationen zur Fehlerbehebung bei Endpunkten fiir Plattformservices finden Sie in den
Anweisungen fur die Verwendung von Mandantenkonten.

"Verwenden Sie ein Mandantenkonto"

Verwandte Informationen
"Monitor Fehlerbehebung"

"Konfigurieren von Speicher-Proxy-Einstellungen”

Konfigurieren von S3- und Swift-Client-Verbindungen

Als Grid-Administrator managen Sie die Konfigurationsoptionen, die steuern, wie S3- und
Swift-Mandanten Client-Applikationen mit Inrem StorageGRID-System verbinden konnen,
um Daten zu speichern und abzurufen. Es stehen verschiedene Optionen zur Verfugung,
um verschiedene Anforderungen von Kunden und Mandanten zu erfullen.

Client-Applikationen kénnen Objekte speichern oder abrufen, indem sie eine Verbindung mit folgenden
Komponenten herstellen:

 Der Lastverteilungsservice an Admin-Nodes oder Gateway-Nodes oder optional die virtuelle IP-Adresse
einer HA-Gruppe (High Availability, Hochverfugbarkeit) von Admin-Nodes oder Gateway-Nodes

» Der CLB-Dienst auf Gateway-Knoten oder optional die virtuelle IP-Adresse einer
Hochverfligbarkeitsgruppe von Gateway-Knoten

Der CLB-Service ist veraltet. Clients, die vor der Version StorageGRID 11.3 konfiguriert

@ wurden, kdnnen den CLB-Service auf Gateway-Knoten weiterhin verwenden. Alle anderen
Client-Applikationen, die zum Lastausgleich vom StorageGRID abhangig sind, sollten Gber
den Load Balancer Service eine Verbindung herstellen.

« Storage-Nodes mit oder ohne externen Load Balancer
Auf dem StorageGRID-System koénnen Sie optional die folgenden Funktionen konfigurieren:

» Load Balancer Service: Sie ermdglichen Clients die Verwendung des Load Balancer Service durch die
Erstellung von Load Balancer Endpunkten fiir Client-Verbindungen. Beim Erstellen eines Load Balancer-
Endpunkts geben Sie eine Portnummer an, ob der Endpunkt HTTP- oder HTTPS-Verbindungen akzeptiert,
der Client-Typ (S3 oder Swift), der den Endpunkt verwendet, und das Zertifikat, das fur HTTPS-
Verbindungen verwendet werden soll (falls zutreffend).

UnTrusted Client Network: Sie kdnnen das Client-Netzwerk sicherer machen, indem Sie es als
unvertrauenswirdig konfigurieren. Wenn das Client-Netzwerk nicht vertrauenswirdig ist, kbnnen Clients
nur Uber Load Balancer-Endpunkte eine Verbindung herstellen.

* Hochverfugbarkeitsgruppen: Sie kdnnen eine HA-Gruppe von Gateway-Knoten oder Admin-Nodes
erstellen, um eine aktiv-Backup-Konfiguration zu erstellen, oder Round-Robin-DNS oder einen Load
Balancer eines Drittanbieters und mehrere HA-Gruppen verwenden, um eine aktiv/aktiv-Konfiguration zu
erreichen. Client-Verbindungen werden mithilfe der virtuellen IP-Adressen der HA-Gruppen hergestellt.
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Sie kdnnen auch die Verwendung von HTTP fur Clients aktivieren, die eine Verbindung zu StorageGRID
entweder direkt zu Storage-Nodes oder iber den CLB-Dienst (veraltet) herstellen, und Sie kdnnen S3-API-

Endpunktdomanennamen fiir S3-Clients konfigurieren.

Zusammenfassung: IP-Adressen und Ports fiir Client-Verbindungen

Client-Applikationen konnen sich mithilfe der IP-Adresse eines Grid-Node und der Port-
Nummer eines Service auf diesem Node mit StorageGRID verbinden. Bei Konfiguration
von Hochverflgbarkeitsgruppen (High Availability, HA) kdnnen Client-Applikationen eine

Verbindung Uber die virtuelle IP-Adresse der HA-Gruppe herstellen.

Uber diese Aufgabe

In dieser Tabelle sind die verschiedenen Verbindungsmethoden aufgefihrt, mit denen Clients eine Verbindung
zu StorageGRID herstellen kdnnen, sowie die fir den jeweiligen Verbindungstyp verwendeten IP-Adressen
und Ports. Die Anleitung beschreibt das Auffinden dieser Informationen im Grid Manager, wenn die Endpunkte
des Load Balancer und Gruppen fur Hochverflugbarkeit (HA) bereits konfiguriert sind.

Wo eine Verbindung
hergestellt wird

HA-Gruppe

HA-Gruppe

Admin-Node

Gateway-Node

Gateway-Node

Dienst, mit dem der
Client verbunden ist

Lastausgleich

CLB

Hinweis: der CLB-
Service ist veraltet.

Lastausgleich

Lastausgleich

CLB

Hinweis: der CLB-
Service ist veraltet.

IP-Adresse

Virtuelle IP-Adresse einer
HA-Gruppe

Virtuelle IP-Adresse einer
HA-Gruppe

IP-Adresse des Admin-
Knotens

IP-Adresse des Gateway-
Node

IP-Adresse des Gateway-
Node

Hinweis: standardmaRig
sind HTTP-Ports fiir CLB
und LDR nicht aktiviert.

Port

* Endpunkt-Port des
Load Balancer

S3-Standard-Ports:

- HTTPS: 8082
- HTTP: 8084

Swift-Standardports:
* HTTPS:8083
* HTTP:8085

* Endpunkt-Port des
Load Balancer

* Endpunkt-Port des
Load Balancer

S3-Standard-Ports:

- HTTPS: 8082
- HTTP: 8084

Swift-Standardports:

* HTTPS:8083
* HTTP:8085
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Wo eine Verbindung Dienst, mit dem der IP-Adresse Port

hergestellt wird Client verbunden ist
Storage-Node LDR IP-Adresse des S3-Standard-Ports:
Speicherknoten
« HTTPS: 18082
« HTTP: 18084
Swift-Standardports:

« HTTPS: 18083
« HTTP:18085

Beispiele

Verwenden Sie eine strukturierte URL, wie unten gezeigt, um einen S3-Client mit dem Load Balancer-
Endpunkt einer HA-Gruppe von Gateway-Nodes zu verbinden:

* https://VIP-of-HA-group:LB-endpoint-port

Wenn beispielsweise die virtuelle IP-Adresse der HA-Gruppe 192.0.2.5 lautet und die Portnummer eines S3
Load Balancer Endpunkts 10443 ist, kann ein S3-Client die folgende URL zur Verbindung mit StorageGRID
verwenden:

° https://192.0.2.5:10443

Verwenden Sie eine strukturierte URL, wie unten gezeigt, um einen Swift-Client mit dem Load Balancer-
Endpunkt einer HA-Gruppe von Gateway-Nodes zu verbinden:

* https://VIP-of-HA-group:LB-endpoint-port

Wenn beispielsweise die virtuelle IP-Adresse der HA-Gruppe 192.0.2.6 lautet und die Portnummer eines Swift
Load Balancer Endpunkts 10444 ist, kann ein Swift-Client die folgende URL zur Verbindung mit StorageGRID
verwenden:

* https://192.0.2.6:10444

Ein DNS-Name kann fir die IP-Adresse konfiguriert werden, die Clients zum Herstellen der Verbindung mit
StorageGRID verwenden. Wenden Sie sich an lhren Netzwerkadministrator vor Ort.

Schritte
1. Melden Sie sich Uber einen unterstiitzten Browser beim Grid Manager an.

2. So suchen Sie die IP-Adresse eines Grid-Knotens:
a. Wahlen Sie Knoten.

b. Wahlen Sie den Admin-Node, Gateway-Node oder Storage-Node aus, mit dem Sie eine Verbindung
herstellen mochten.

c. Wahlen Sie die Registerkarte Ubersicht.
d. Notieren Sie im Abschnitt Node-Informationen die IP-Adressen fur den Node.

e. Klicken Sie auf Mehr anzeigen, um IPv6-Adressen und Schnittstellen-Zuordnungen anzuzeigen.

Sie kénnen Verbindungen von Client-Anwendungen zu einer beliebigen IP-Adresse in der Liste
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herstellen:

= Eth0: Grid Network
= Eth1: Admin-Netzwerk (optional)
= Eth2: Client-Netzwerk (optional)

Wenn ein Admin-Node oder ein Gateway-Node angezeigt wird und dieser in einer
Hochverfligbarkeitsgruppe der aktive Node ist, wird auf eth2 die virtuelle IP-Adresse
der HA-Gruppe angezeigt.

3. So finden Sie die virtuelle IP-Adresse einer Hochverfligbarkeitsgruppe:
a. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Hochverfiigbarkeitsgruppen.
b. Notieren Sie in der Tabelle die virtuelle IP-Adresse der HA-Gruppe.

4. So finden Sie die Portnummer eines Load Balancer-Endpunkts:
a. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Balancer-Endpunkte Laden.

Die Seite Load Balancer Endpoints wird angezeigt und zeigt die Liste der bereits konfigurierten
Endpunkte an.

b. Wahlen Sie einen Endpunkt aus, und klicken Sie auf Endpunkt bearbeiten.
Das Fenster Endpunkt bearbeiten wird gedffnet und zeigt weitere Details zum Endpunkt an.
c. Bestatigen Sie, dass der ausgewahlte Endpunkt fiir die Verwendung mit dem korrekten Protokoll

konfiguriert ist (S3 oder Swift), und klicken Sie dann auf Abbrechen.

d. Notieren Sie sich die Portnummer fiir den Endpunkt, den Sie fir eine Clientverbindung verwenden
mochten.

Wenn die Portnummer 80 oder 443 ist, wird der Endpunkt nur auf Gateway-Knoten
@ konfiguriert, da diese Ports auf Admin-Nodes reserviert sind. Alle anderen Ports werden
sowohl an Gateway-Knoten als auch an Admin-Nodes konfiguriert.

Managen des Lastausgleichs

Die StorageGRID Lastausgleichfunktionen verarbeiten Aufnahme- und Abruf-Workloads
von S3 und Swift Clients. Durch Verteilung der Workloads und Verbindungen auf mehrere
Storage-Nodes maximiert der Lastausgleich die Geschwindigkeit und die Kapazitat der
Verbindungen.

Es gibt folgende Moglichkeiten flr den Lastausgleich in Ihrem StorageGRID System:

» Verwenden Sie den Lastverteilungsservice, der auf Admin Nodes und Gateway Nodes installiert ist. Der
Lastverteilungsservice bietet Layer 7 Load Balancing und fiihrt TLS-Terminierung von Client-Anfragen
durch, prift die Anfragen und stellt neue sichere Verbindungen zu den Storage Nodes her. Dies ist der
empfohlene Lastausgleichmechanismus.

* Verwenden Sie den Service Connection Load Balancer (CLB), der nur auf Gateway Nodes installiert ist.
Der CLB-Service bietet Layer 4-Lastenausgleich und unterstiitzt Verbindungskosten.
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@ Der CLB-Service ist veraltet.

* Integration eines Load Balancer eines Drittanbieters: Genaue Informationen erhalten Sie bei lhrem NetApp
Ansprechpartner.

Wie funktioniert der Lastausgleich? Load Balancer Service

Der Load Balancer Service verteilt eingehende Netzwerkverbindungen von Client-
Anwendungen auf Storage Nodes. Um den Lastenausgleich zu aktivieren, missen Sie
Load Balancer-Endpunkte mithilfe des Grid-Managers konfigurieren.

Sie kénnen Load Balancer-Endpunkte nur fir Admin-Nodes oder Gateway-Nodes konfigurieren, da diese
Node-Typen den Load Balancer Service enthalten. Sie kdnnen keine Endpunkte flr Speicherknoten oder
Knoten archivieren konfigurieren.

Jeder Load Balancer-Endpunkt legt einen Port, ein Protokoll (HTTP oder HTTPS), einen Servicetyp (S3 oder
Swift) und einen Bindungsmodus fest. HTTPS-Endpunkte erfordern ein Serverzertifikat. Bindungsmodi
ermoglichen es lhnen, die Zugriffsmdglichkeiten von Endpunktports auf folgende Arten zu beschranken:

« Spezifische virtuelle Hochverfligbarkeits-IP-Adressen (VIPs)

» Spezielle Netzwerkschnittstellen bestimmter Nodes

Uberlegungen zu Ports

Clients kénnen auf alle Endpunkte zugreifen, die Sie auf jedem Node konfigurieren, auf dem der Load
Balancer Service ausgefuhrt wird. Es gibt zwei Ausnahmen: Die Ports 80 und 443 sind auf Admin-Nodes
reserviert, sodass auf diesen Ports konfigurierte Endpunkte nur auf Gateway-Knoten Lastverteilungsvorgange
unterstutzen.

Wenn Sie Ports neu zugeordnet haben, kénnen Sie nicht dieselben Ports zum Konfigurieren von Load
Balancer-Endpunkten verwenden. Sie kbnnen Endpunkte mit neu zugeordneten Ports erstellen, aber diese
Endpunkte werden nicht dem Load Balancer-Service, sondern den urspriinglichen CLB-Ports und -Service neu
zugeordnet. Befolgen Sie die Schritte in der Recovery- und Wartungsanleitung zum Entfernen von Port-
Remaps.

@ Der CLB-Service ist veraltet.

CPU-Verfiigbarkeit

Der Load Balancer Service lauft auf jedem Admin-Node und Gateway-Node unabhangig, wenn der S3- oder
Swift-Datenverkehr zu den Storage-Nodes weitergeleitet wird. Durch eine Gewichtung leitet der Load
Balancer-Service mehr Anfragen an Storage-Nodes mit hdherer CPU-Verfiigbarkeit weiter. Die Informationen
zur CPU-Auslastung des Knotens werden alle paar Minuten aktualisiert. Die Gewichtung kann jedoch haufiger
aktualisiert werden. Allen Storage-Nodes wird ein Mindestwert fir das Basisgewicht zugewiesen, selbst wenn
ein Node eine Auslastung von 100 % meldet oder seine Auslastung nicht meldet.

In manchen Fallen sind die Informationen zur CPU-Verflgbarkeit auf den Standort beschrankt, an dem sich
der Load Balancer Service befindet.

Verwandte Informationen

"Verwalten Sie erholen"
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Konfigurieren von Load Balancer-Endpunkten

Sie kdnnen Load Balancer-Endpunkte erstellen, bearbeiten und entfernen.

Erstellen von Load Balancer-Endpunkten

Jeder Load Balancer-Endpunkt legt einen Port, ein Netzwerkprotokoll (HTTP oder HTTPS) und einen
Servicetyp (S3 oder Swift) fest. Wenn Sie einen HTTPS-Endpunkt erstellen, missen Sie ein Serverzertifikat
hochladen oder erstellen.

Was Sie benétigen
« Sie missen uber die Berechtigung Root Access verfigen.
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Wenn Sie zuvor Ports neu zugeordnet haben, die Sie fur den Load Balancer-Dienst verwenden mdchten,
mussen Sie die Neuzuordnungen entfernt haben.

Wenn Sie Ports neu zugeordnet haben, kdnnen Sie nicht dieselben Ports zum Konfigurieren
von Load Balancer-Endpunkten verwenden. Sie kdbnnen Endpunkte mit neu zugeordneten

@ Ports erstellen, aber diese Endpunkte werden nicht dem Load Balancer-Service, sondern
den urspringlichen CLB-Ports und -Service neu zugeordnet. Befolgen Sie die Schritte in der
Recovery- und Wartungsanleitung zum Entfernen von Port-Remaps.

@ Der CLB-Service ist veraltet.

Schritte

1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Balancer-Endpunkte Laden.

Die Seite Load Balancer Endpoints wird angezeigt.

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 33 and Swift requests to Storage
Modes. HTTPS endpoint cerificates are configured per endpoint.

€ Changes to endpoints can take up to 15 minutes to be applied to all nodes.

'+ Add endpoint port

Display name Port Using HTTPS

No endpoints configured.

2. Wahlen Sie Endpunkt hinzufiigen.

Das Dialogfeld Endpunkt erstellen wird angezeigt.
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Create Endpoint

Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpoint Binding Mode (@) Global (O HA Group VIPs (O Mode Interfaces

Cancel

Geben Sie einen Anzeigenamen fir den Endpunkt ein, der in der Liste auf der Seite Load Balancer
Endpoints angezeigt wird.

Geben Sie eine Portnummer ein, oder lassen Sie die vorausgefillte Portnummer unverandert.

Wenn Sie die Portnummer 80 oder 443 eingeben, wird der Endpunkt nur auf Gateway-Knoten konfiguriert,
da diese Ports auf Admin-Nodes reserviert sind.

Von anderen Grid-Services verwendete Ports sind nicht zulassig. In den Netzwerkrichtlinien
finden Sie eine Liste der Ports, die fir die interne und externe Kommunikation verwendet
werden.

. Wahlen Sie HTTP oder HTTPS aus, um das Netzwerkprotokoll fiir diesen Endpunkt festzulegen.

. Wahlen Sie einen Endpunktbindungsmodus aus.

> Global (Standard): Der Endpunkt ist auf allen Gateway Nodes und Admin Nodes auf der angegebenen
Portnummer zuganglich.

Create Endpoint
Display Mame
Part 10443
Protocol () HTTP (O HTTPS
Endpoint Binding Mode @ Global (O HA Group VIPs (O Node Interfaces

@ This endpoint is currently bound globally. All nodes will use this endpoint unless an endpoint with an overriding binding mode exists for a specific port.

Cancel

o HA Group VIPs: Der Endpunkt ist nur Uber die fir die ausgewahlten HA-Gruppen definierten virtuellen
IP-Adressen zuganglich. In diesem Modus definierte Endpunkte kénnen die gleiche Port-Nummer
wiederverwenden, solange die von diesen Endpunkten definierten HA-Gruppen nicht miteinander
Uberlappen.

Wahlen Sie die HA-Gruppen mit den virtuellen IP-Adressen aus, auf denen der Endpunkt angezeigt
werden soll.



Create Endpoint

Display Mame
Port 10443
Protocol () HTTP O HTTPS
Endpoint Binding Mode () Global ® HA Group VIPs (O Node Interfaces
Name Description Virtual IP Addresses Interfaces
O Groupi 192.168.5.163 CO-REF-DC1-ADMA1:eth0 (preferred Master)
O Group2 47.47.5.162 CO-REF-DC1-ADM1:eth2 (preferred Master)

Displaying 2 HA groups.

A\ No HA groups selected. You must select one or more HA Groups; otherwise, this endpoint will act as a globally bound endpoint.

Cancel

> Node-Schnittstellen: Der Endpunkt ist nur auf den angegebenen Knoten und den
Netzwerkschnittstellen zuganglich. In diesem Modus definierte Endpunkte kénnen dieselbe
Portnummer wiederverwenden, solange sich diese Schnittstellen nicht gegenseitig Giberschneiden.

Wahlen Sie die Knotenschnittstellen aus, auf denen der Endpunkt angezeigt werden soll.

Create Endpoint
Display Name
Port 10443
Protocol (O HTTP (O HTTPS
Endpaint Binding Mode (O Global (O HA Group VIPs ® MNode Interfaces
Node Interface

[0 CO-REF-DC1-ADMA eth0
[ CO-REF-DC1-ADMA1 eth1
[0 CO-REF-DC1-ADMA1 eth2
[0 CO-REF-DC1-GWA eth0
[J CO-REF-DCZ-ADMA1 eth0
[0 CO-REF-DC2-GWA eth0

A\ No node interfaces selected. You must select one or more node interfaces; otherwise, this endpoint will act as a globally bound endpoint.

Cancel

7. Wahlen Sie Speichern.
Das Dialogfeld Endpunkt bearbeiten wird angezeigt.

8. Wahlen Sie S3 oder Swift aus, um den Verkehrstyp festzulegen, den dieser Endpunkt bedienen wird.
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Edit Endpoint Unsecured Port A (port 10449)
Endpoint Service Configuration

Endpoint service type @ S3 () Swift

9. Wenn Sie HTTP ausgewahlt haben, wahlen Sie Speichern.

Der ungesicherte Endpunkt wird erstellt. In der Tabelle auf der Seite Load Balancer Endpoints werden der
Anzeigename, die Porthummer, das Protokoll und die Endpunkt-ID des Endpunkts aufgefiihrt.

10. Wenn Sie HTTPS ausgewahlt haben und ein Zertifikat hochladen mdchten, wahlen Sie Zertifikat
hochladen.

Load Certificate

pload the FEM-encoded custom certiﬂcate]:private key and CA bundle files.

Server Cerificate Browse

Cerificate Private Key Browse

CABundle Browse

a. Suchen Sie nach dem Serverzertifikat und dem privaten Zertifikatschllssel.
Damit S3-Clients eine Verbindung Uber einen S3-API-Endpunkt-Domain-Namen herstellen kénnen,
verwenden Sie ein Multi-Domain- oder Platzhalterzertifikat, das mit allen Domanennamen
Ubereinstimmt, die der Client zum Herstellen der Verbindung zum Grid verwenden kann.
Beispielsweise kann das Serverzertifikat den Domanennamen verwenden * . example. com.

"Konfigurieren von S3-API-Endpunkt-Domain-Namen"

a. Optional kénnen Sie nach einem CA-Bundle suchen.

b. Wahlen Sie Speichern.
Die PEM-kodierten Zertifikatdaten flir den Endpunkt werden angezeigt.

11. Wenn Sie HTTPS ausgewahlt haben und ein Zertifikat erstellen méchten, wahlen Sie Zertifikat erstellen.

136



Generate Certificate
Domain 1 *.53.example.com +
IF1 0.0.0.0 +
Subject JCN=StorageGRID

Drays valid 730

a. Geben Sie einen Domain-Namen oder eine IP-Adresse ein.

Sie kénnen Platzhalter verwenden, um die vollstandig qualifizierten Domanennamen aller Admin-
Nodes und Gateway-Nodes darzustellen, auf denen der Load Balancer Service ausgefihrt wird.
Beispiel: *. sgws. foo.com Verwendet den Platzhalter * fur die Darstellung gn1.sgws. foo.com Und
gn2.sgws.foo.com.

"Konfigurieren von S3-API-Endpunkt-Domain-Namen"
a. Wahlen Sie 4= So fugen Sie weitere Domain-Namen oder |IP-Adressen hinzu:

Wenn Sie Hochverflgbarkeitsgruppen (HA-Gruppen) verwenden, fliigen Sie die Domain-Namen und
IP-Adressen der virtuellen HA-IPs hinzu.

b. Geben Sie optional einen X.509-Studienteilnehmer ein, der auch als Distinguished Name (DN)
bezeichnet wird, um zu ermitteln, wer das Zertifikat besitzt.

c. Wahlen Sie optional die Anzahl der Tage aus, an denen das Zertifikat gultig ist. Der Standardwert ist
730 Tage.

d. Wahlen Sie Erzeugen.
Die Zertifikatmetadaten und die PEM-kodierten Zertifikatdaten fir den Endpunkt werden angezeigt.
12. Klicken Sie Auf Speichern.

Der Endpunkt wird erstellt. In der Tabelle auf der Seite Load Balancer Endpoints werden der Anzeigename,
die Portnummer, das Protokoll und die Endpunkt-ID des Endpunkts aufgefihrt.

Verwandte Informationen
"Verwalten Sie erholen"

"Netzwerkrichtlinien"
"Verwalten von Hochverfligbarkeitsgruppen"

"Verwalten von nicht vertrauenswirdigen Client-Netzwerken"
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Bearbeiten von Load Balancer-Endpunkten

Fir einen ungesicherten (HTTP) Endpunkt kénnen Sie den Diensttyp des Endpunkts zwischen S3 und Swift

andern. Fur einen gesicherten Endpunkt (HTTPS) kdnnen Sie den Diensttyp des Endpunkts bearbeiten und
das Sicherheitszertifikat anzeigen oder andern.

Was Sie bendtigen
« Sie mUssen Uber die Berechtigung Root Access verflugen.
» Sie mussen Uber einen unterstiitzten Browser beim Grid Manager angemeldet sein.

Schritte

1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Balancer-Endpunkte Laden.

Die Seite Load Balancer Endpoints wird angezeigt. Die vorhandenen Endpunkte sind in der Tabelle
aufgefuhrt.

Endpunkte mit bald auslaufenden Zertifikaten sind in der Tabelle aufgefiihrt.

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 83 and Swift requests to Storage Nodes. HTTPS
endpoint cerificates are configured per endpoint.

| &= Add endpoint | | & Edit endpoint | | ® Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpoint § 10444 No
@® Secured Endpoint 1 10443 Yes

Displaying 2 endpeints.
2. Wahlen Sie den Endpunkt aus, den Sie bearbeiten mdchten.
3. Klicken Sie auf Endpunkt bearbeiten.
Das Dialogfeld Endpunkt bearbeiten wird angezeigt.
Fir einen ungesicherten (HTTP) Endpunkt wird nur der Abschnitt Konfiguration des Endpoint Service des

Dialogfelds angezeigt. Fir einen gesicherten Endpunkt (HTTPS) werden die Abschnitte Endpoint Service
Configuration und die Zertifikate des Dialogfelds angezeigt, wie im folgenden Beispiel dargestellt.
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Endpeint Service Configuration

Endpoint service type @ S3 ) Swift
Certificates
Upload Certificate ‘ ‘ Generate Certificate
Server CA
Certificate metadata Subject DN: /C=CA/ST=British Columbia/O=NetApp, Inc./0U=SGQA/CN="mraymond-grid-a.sgga.eng.netapp.com

Serial Number: 1C:FD:27:8B:E6:A5:BA30:45:A9:16:4F.DC.7 7. 3E:CG:80.7TD-AFED
Issuer DN: /C=CA/ST=British Columbia/O=EqualSign, Inc/OU=IT/CN=EqualSign Issuing CA
Issued On: 2000-01-01T00:00:00.000Z
Expires On: 3000-01-01T00:00:00.000Z2
SHA-1 Fingerprint: 60:30:548C.62:.C5:B8:49:DC-9AB3:F7-B9:0B.5B8:.0E:D2:AZ.TE.CT
SHA-256 Fingerprint: AF.75:7F:44:C6:86:A4:84:B2:7D:11:DE:9F 49:D3:F6:2ATE:D9:4D:2A:1B:8A:0B:B3:7E:23:.0F B3:CB:84:8
9
Alternative Names: DMNS:* mraymond-grid-a.5gga.eng.netapp.com
DMS:*.99-140-dc1-g1.mraymond-grid-a.sgga.eng.netapp.com w
DME:*.99-142-dc1-51.mraymond-grid-a.sgga.eng.netapp.com

Certificate PEM
MIIHfDCCBWSgAWIBAQIUHFOni+alujBFqRZF3Hc+xoB9r+kwDRYJKoZ ThvcNAQEL

BORwb] ELMEkGA] UEBhMCQ0EXGTEXBgNVBAQMEE JyaXRpc2gg02 95dW1 i aWEXGDAN
BgNVBACMDOVxAWFSU21nbiwgSW5 L ELMAKGR] UECwwCSVOxHT AbBHVEAMMFEV:
dWFsU21nbiBJc3N1 aW5nIENBMCEX DT AwMDEWMT AwMDAWMF oY DzMwMDAWMT AxMDRw
MDRwi] B-+MQswCQYDVOQEEwIDTEZMBCGA TECAW)Qn JpdG] zaCBOb2x 1 bRIpYTEV
MBMGA1 UECqwMTmV QXBwLCEIbrMuMQ0wCwYDVQGLDARTR] FEMS 4wLAYDVQQDDCTg
Lmly¥E1lth25kLNdyaWQt¥552 23 FhinVuZySuZXRhcHAuY 29t MI IBI ] ANBgkahkiG
SwOBAQEFAROCAQARMT IBCoRCAQERonUkwkEg/B1U1Y+bIRE0MaVISC+RTS£2102v
Hz4rSnr¥Cn/WIRCT+fznmxzata 2RRUDi nNLX] Yk +GUPAATFZ+51dr 6HIrYTE/NK

4. Nehmen Sie die gewlinschten Anderungen am Endpunkt vor.
Fir einen ungesicherten (HTTP-)Endpunkt kénnen Sie:

> Andern Sie den Endpunkt-Servicetyp zwischen S3 und Swift.

o Andern Sie den Endpunktbindungsmodus. Fiir einen gesicherten Endpunkt (HTTPS) kénnen Sie:

> Andern Sie den Endpunkt-Servicetyp zwischen S3 und Swift.

> Andern Sie den Endpunktbindungsmodus.

o Zeigen Sie das Sicherheitszertifikat an.

> Hochladen oder Generieren eines neuen Sicherheitszertifikats, wenn das aktuelle Zertifikat abgelaufen

ist oder kurz vor Ablauf steht.

Wahlen Sie eine Registerkarte aus, um detaillierte Informationen zum StorageGRID-
Standardserverzertifikat oder zum hochgeladenen Zertifikat einer Zertifizierungsstelle anzuzeigen.

Um das Protokoll fir einen vorhandenen Endpunkt, zum Beispiel von HTTP zu HTTPS, zu
@ andern, mussen Sie einen neuen Endpunkt erstellen. Befolgen Sie die Anweisungen zum
Erstellen von Load Balancer-Endpunkten, und wahlen Sie das gewtinschte Protokoll aus.

5. Klicken Sie Auf Speichern.

Verwandte Informationen
Erstellen von Load Balancer-Endpunkten
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Entfernen von Load Balancer-Endpunkten

Wenn Sie keinen Endpunkt mehr fir den Load Balancer benétigen, kénnen Sie ihn entfernen.
Was Sie bendtigen

» Sie missen Uber die Berechtigung Root Access verfiigen.

« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
Schritte

1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Balancer-Endpunkte Laden.

Die Seite Load Balancer Endpoints wird angezeigt. Die vorhandenen Endpunkte sind in der Tabelle
aufgefihrt.

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode poris that accept and load balance 53 and Swift requesis to Storage Nodes. HTTPS
endpuoint cerificates are configured per endpoint.

| < Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O | Unsecured Endpaint & 10444 Mo
@® Secured Endpoint 1 10443 Yes

Displaying 2 endpeints.

2. Wahlen Sie das Optionsfeld links neben dem Endpunkt, den Sie entfernen mochten.
3. Klicken Sie auf Endpunkt entfernen.

Ein Bestatigungsdialogfeld wird angezeigt.

A Warning

Remove Endpoint

Are you sure you want to remove endpoint ‘Secured Endpoint 17

4. Klicken Sie auf OK.

Der Endpunkt wird entfernt.

Wie der Lastenausgleich funktioniert - CLB-Service

Der CLB-Dienst (Connection Load Balancer) auf Gateway-Nodes ist veraltet. Der
Lastausgleichsdienst ist jetzt der empfohlene Lastausgleichmechanismus.

Der CLB-Service nutzt Layer 4 Load Balancing zur Verteilung eingehender TCP-Netzwerkverbindungen von
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Client-Anwendungen auf den optimalen Storage Node basierend auf Verfligbarkeit, Systemlast und den vom
Administrator konfigurierten Verbindungskosten. Wenn der optimale Speicherknoten ausgewahlt wird, baut der
CLB-Dienst eine zweiseitige Netzwerkverbindung auf und leitet den Datenverkehr vom und zum ausgewahlten
Knoten weiter. Beim CLB wird die Konfiguration des Grid-Netzwerks nicht berticksichtigt, wenn eingehende
Netzwerkverbindungen geleitet werden.

Um Informationen zum CLB-Dienst anzuzeigen, wahlen Sie Support > Tools > Grid Topology und erweitern
Sie dann einen Gateway-Knoten, bis Sie CLB und die darunter stehenden Optionen auswahlen kdnnen.

Overview Alarms Reports Configuration

S5 StorageGRID Webscale Depioyment

Main
(-l Data Center 1 i .
‘-.' i s o e ‘\ Overview: Summary - DC1-G1-98-161
I_I__I_‘ T Updated: 20181027 18:23:33 POT
:i]-' S5M
14 cLB
HTTR .
Igg & Storage Capacity
ﬁ Resources
=gl Bl Starage Nodes Installed MNIA &5
!Li-‘ DC1-52-58-163 Storage Nodes Readable: NIA i
|L|_‘ DC1-S3.98.184 Storage Nodes Witable NIA s
i
[£)-dfly DC1-ARC1-58-165 Installed Storage Capacity NAA i)
!;_-‘ Data Center 2 Used Storage Capacity. N g
(+i-¢fly Data Center 3 Used Storage Capacity for Data A i
Used Storage Capacity for Metadata: MNAA 5
Usable Storage Capacity MAA ]

Wenn Sie den CLB-Service nutzen mochten, sollten Sie die Verbindungskosten fir Ihr StorageGRID-System in
Betracht ziehen.

Verwandte Informationen

"Was sind Verbindungskosten"

"Verbindungskosten werden aktualisiert"

Verwalten von nicht vertrauenswiirdigen Client-Netzwerken

Wenn Sie ein Client-Netzwerk verwenden, kdnnen Sie StorageGRID vor feindlichen
Angriffen schutzen, indem Sie eingehenden Client-Datenverkehr nur auf explizit
konfigurierten Endpunkten akzeptieren.

StandardmaRig ist das Client-Netzwerk auf jedem Grid-Knoten Trusted. Das heif3t, StorageGRID vertraut
standardmaRig eingehende Verbindungen zu jedem Grid-Knoten auf allen verfligbaren externen Ports (siehe
Informationen Uber externe Kommunikation in den Netzwerkrichtlinien).

Sie kénnen die Bedrohung durch feindliche Angriffe auf lnrem StorageGRID-System verringern, indem Sie
angeben, dass das Client-Netzwerk auf jedem Knoten unvertrauenswiirdig ist. Wenn das Client-Netzwerk
eines Node nicht vertrauenswirdig ist, akzeptiert der Knoten nur eingehende Verbindungen an Ports, die
explizit als Load Balancer-Endpunkte konfiguriert sind.

Beispiel 1: Der Gateway-Node akzeptiert nur HTTPS-S3-Anforderungen

Angenommen, ein Gateway-Node soll den gesamten eingehenden Datenverkehr im Client-Netzwerk mit
Ausnahme von HTTPS S3-Anforderungen ablehnen. Sie wiirden folgende allgemeine Schritte durchfihren:

1. Konfigurieren Sie auf der Seite Load Balancer Endpoints einen Endpunkt fir den Load Balancer fur S3
Uber HTTPS am Port 443.
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2. Geben Sie auf der Seite nicht vertrauenswiirdige Clientnetzwerke an, dass das Client-Netzwerk auf dem
Gateway-Node nicht vertrauenswurdig ist.

Nachdem Sie lhre Konfiguration gespeichert haben, wird der gesamte eingehende Datenverkehr im Client-
Netzwerk des Gateway-Knotens auler HTTPS-S3-Anfragen auf Port 443- und ICMP-Echo-(Ping-)Anfragen
verworfen.

Beispiel 2: Storage-Node sendet Anforderungen von S3-Plattform-Services

Angenommen, Sie méchten den Datenverkehr des Outbound-S3-Plattformdienstes von einem Speicherknoten
aktivieren, jedoch eingehende Verbindungen zu diesem Storage-Node im Client-Netzwerk verhindern. Sie
wurden diesen allgemeinen Schritt durchfihren:

* Geben Sie auf der Seite nicht vertrauenswirdige Clientnetzwerke an, dass das Client-Netzwerk auf dem
Speicherknoten nicht vertrauenswirdig ist.

Nachdem Sie lhre Konfiguration gespeichert haben, akzeptiert der Speicherknoten keinen eingehenden
Datenverkehr im Client-Netzwerk mehr, aber er erlaubt weiterhin ausgehende Anfragen an Amazon Web
Services.

Verwandte Informationen
"Netzwerkrichtlinien"

"Konfigurieren von Load Balancer-Endpunkten”

Das Festlegen des Client-Netzwerks eines Knotens ist nicht vertrauenswiirdig

Wenn Sie ein Client-Netzwerk verwenden, kdnnen Sie angeben, ob das Client-Netzwerk
jedes Node vertrauenswurdig oder nicht vertrauenswurdig ist. Sie konnen auch die
Standardeinstellung flr neue Knoten festlegen, die in einer Erweiterung hinzugefugt
werden.

Was Sie bendétigen
« Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mUssen uber die Berechtigung Root Access verfigen.

» Wenn ein Admin-Node oder Gateway-Node nur eingehenden Datenverkehr auf explizit konfigurierten
Endpunkten annehmen soll, haben Sie die Load Balancer-Endpunkte definiert.

@ Vorhandene Client-Verbindungen kénnen fehlschlagen, wenn die Load Balancer-Endpunkte
nicht konfiguriert wurden.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Nicht Vertrauenswiirdiges Clientnetzwerk.

Die Seite nicht vertrauenswirdige Clientnetzwerke wird angezeigt.

Auf dieser Seite werden alle Knoten in Ihrem StorageGRID-System aufgelistet. Die Spalte ,nicht verfugbar’
enthalt einen Eintrag, wenn das Client-Netzwerk auf dem Knoten vertrauenswirdig sein muss.
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https://docs.netapp.com/de-de/storagegrid-115/network/index.html

Untrusted Client Networks

ITyou are using a Client Network, you can specify wheiher a node frusis inbound traffic from the Client Network. If the Client Network is untrusied, the
node only accepts inbound trafiic on ports configured as load balancer endpoints.

Set New Node Default
This setting applies to new nodes expanded into the grid
New Node Client Network & Trusted
Default ) Untrusted

Select Untrusted Client Network Nodes

Select nodes that should have untrusted Client Network enforcement.

Node Name Unavailable Reason
| DC1-ADMA
Ll 'DE1-61
= | DC1-31
2 | DG1-52
& |Dec1-s3
DC1-54

Clisnt Metwork untrusted on 0 nodes

2. Geben Sie im Abschnitt Neue Knoten Standard festlegen an, was die Standardeinstellung sein soll, wenn
neue Knoten in einem Erweiterungsvorgang zum Raster hinzugefligt werden.

> Trusted: Wenn ein Knoten in einer Erweiterung hinzugefugt wird, wird seinem Client-Netzwerk
vertraut.

o UnTrusted: Wenn ein Knoten in einer Erweiterung hinzugefuigt wird, ist sein Client-Netzwerk nicht
vertrauenswiurdig. Sie konnen bei Bedarf zu dieser Seite zurlickkehren, um die Einstellung flir einen
bestimmten neuen Knoten zu &ndern.

@ Diese Einstellung hat keine Auswirkung auf die vorhandenen Nodes im StorageGRID
System.

3. Wahlen Sie im Abschnitt nicht vertrauenswiirdige Client-Netzwerkknoten auswaéhlen die Knoten aus,
die Clientverbindungen nur auf explizit konfigurierten Load-Balancer-Endpunkten zulassen sollen.

Sie kdnnen das Kontrollkastchen im Titel auswahlen oder deaktivieren, um alle Knoten auszuwéahlen oder
zu deaktivieren.

4. Klicken Sie Auf Speichern.

Die neuen Firewall-Regeln werden sofort hinzugefugt und durchgesetzt. Vorhandene Client-Verbindungen
koénnen fehlschlagen, wenn die Load Balancer-Endpunkte nicht konfiguriert wurden.

Verwandte Informationen

"Konfigurieren von Load Balancer-Endpunkten”
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Verwalten von Hochverfugbarkeitsgruppen

Hochverfugbarkeitsgruppen (High Availability groups, HA-Gruppen) sorgen fur
hochverfigbare Datenverbindungen fur S3 und Swift Clients. HA-Gruppen kénnen auch
fur hochverfugbare Verbindungen mit dem Grid Manager und dem Tenant Manager
verwendet werden.

* "Eine HA-Gruppe"

+ "Verwendung von HA-Gruppen"

+ "Konfigurationsoptionen fir HA-Gruppen"

* "Erstellen einer Hochverfligbarkeitsgruppe"

« "Bearbeiten einer Hochverfligbarkeitsgruppe"

« "Entfernen einer Hochverfligbarkeitsgruppe"

Eine HA-Gruppe

Hochverfugbarkeitsgruppen verwenden virtuelle IP-Adressen (VIPs), um aktiv-Backup-
Zugriff auf Gateway Node- oder Admin-Node-Services bereitzustellen.

Eine HA-Gruppe besteht aus mindestens einer Netzwerkschnittstellen an Admin-Nodes und Gateway-Nodes.
Beim Erstellen einer HA-Gruppe wahlen Sie Netzwerkschnittstellen aus, die zum Grid Network (ethQO) oder
dem Client-Netzwerk (eth2) gehoren. Alle Schnittstellen in einer HA-Gruppe missen sich im selben Netzwerk-
Subnetz befinden.

Eine HA-Gruppe behélt eine oder mehrere virtuelle IP-Adressen bei, die der aktiven Schnittstelle in der Gruppe
hinzugeflgt werden. Wenn die aktive Schnittstelle nicht mehr verfigbar ist, werden die virtuellen IP-Adressen
in eine andere Schnittstelle verschoben. Dieser Failover-Prozess dauert in der Regel nur wenige Sekunden
und ist schnell genug, dass Client-Applikationen nur geringe Auswirkungen haben und sich auf normale
Wiederholungsmuster verlassen kénnen, um den Betrieb fortzusetzen.

Die aktive Schnittstelle in einer HA-Gruppe wird als Master bezeichnet. Alle anderen Schnittstellen werden als
Backup bezeichnet. Um diese Bezeichnungen anzuzeigen, wahlen Sie Knoten > Node > Ubersicht.
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DC1-ADM1 (Admin Node)

Crverview Hardware Metwork Storage Load Balancer Events Tasks

Mode Information @

Name DC1-ADM1

Type Admin Node

D T11b7hSh-8d24-4d9f-37Ta-be3fadac2Ted
Connection State + Connected

Software Version 11 4.0 (build 20200515 2346 Sedchbf)
HA Groups Fabric Pools, Master

: IP Addresses 192.166.2.208, 10.224 2 208, 47.4T7 2208, 47 474219 Show more »

Beim Erstellen einer HA-Gruppe geben Sie eine Schnittstelle an, die der bevorzugte Master sein soll. Der
bevorzugte Master ist die aktive Schnittstelle, wenn kein Fehler auftritt, der dazu fiihrt, dass die VIP-Adressen
einer Backup-Schnittstelle neu zugewiesen werden. Wenn der Fehler behoben ist, werden die VIP-Adressen
automatisch zuriick zum bevorzugten Master verschoben.

Ein Failover kann aus einem der folgenden Griinde ausgeldst werden:

» Der Node, auf dem die Schnittstelle konfiguriert ist, schaltet sich aus.

» Der Node, auf dem die Schnittstelle konfiguriert ist, verliert mindestens 2 Minuten lang die Verbindung zu
allen anderen Nodes

* Die aktive Schnittstelle ausfallt.
* Der Lastverteiler-Dienst wird angehalten.

 Der High Availability Service stoppt.

Der Failover wird moéglicherweise nicht durch Netzwerkausfalle auferhalb des Node ausgeldst,

@ der die aktive Schnittstelle hostet. Ebenso wird der Failover nicht durch den Ausfall des CLB-
Dienstes (veraltet) oder der Dienste fur den Grid-Manager oder den Mandanten-Manager
ausgelost.

Wenn die HA-Gruppe Schnittstellen von mehr als zwei Nodes enthalt, kann wahrend des Failover die aktive
Schnittstelle zu einer anderen Node verschoben werden.

Verwendung von HA-Gruppen

Es empfiehlt sich, aus mehreren Grinden Gruppen fur Hochverfluigbarkeit (HA) zu
verwenden.

» Eine HA-Gruppe kann hochverfligbare administrative Verbindungen mit dem Grid Manager oder dem
Mandanten Manager bereitstellen.
* Eine HA-Gruppe kann hochverfigbare Datenverbindungen fir S3 und Swift Clients bieten.

* Eine HA-Gruppe, die nur eine Schnittstelle enthalt, ermoglicht es Ihnen, viele VIP-Adressen bereitzustellen
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und explizit IPv6-Adressen festzulegen.

Eine HA-Gruppe kann nur Hochverfiigbarkeit bieten, wenn alle Nodes in der Gruppe dieselben Services
bereitstellen. Wenn Sie eine HA-Gruppe erstellen, fligen Sie Schnittstellen von den Typen von Nodes hinzu,
die die erforderlichen Services bereitstellen.

+ Admin Nodes: Schliel3en Sie den Load Balancer Service ein und ermdglichen Sie den Zugriff auf den Grid
Manager oder den Tenant Manager.

« Gateway-Knoten: Schlieen Sie den Load Balancer Service und den CLB-Dienst (veraltet) ein.

Zweck der HA-Gruppe Fiigen Sie diesem Typ Nodes der HA-Gruppe
hinzu
Zugriff auf Grid Manager * Primarer Admin-Node (bevorzugter Master)

* Nicht primare Admin-Nodes
Hinweis: der primare Admin-Knoten muss der
bevorzugte Master sein. Einige Wartungsvorgange

kénnen nur vom primaren Admin-Node ausgefiihrt
werden.

Zugriff nur auf Tenant Manager * Primare oder nicht primare Admin-Nodes

S3- oder Swift-Client-Zugriff — Load Balancer Service * Admin-Nodes
» Gateway-Nodes
S3- oder Swift-Client-Zugriff — CLB-Service » Gateway-Nodes

Hinweis: der CLB-Service ist veraltet.

Einschriankungen bei der Verwendung von HA-Gruppen mit Grid Manager oder Tenant Manager

Der Ausfall von Services fir den Grid Manager oder den Mandanten-Manager 16st nicht ein Failover innerhalb
der HA-Gruppe aus.

Wenn Sie sich bei einem Failover beim Grid Manager oder beim Tenant Manager angemeldet haben, werden
Sie abgemeldet und missen sich erneut anmelden, um lhre Aufgabe fortzusetzen.

Einige Wartungsvorgange kdnnen nicht ausgefiihrt werden, wenn der primare Admin-Node nicht verflgbar ist.
Wahrend des Failovers kénnen Sie Ihr StorageGRID-System mit dem Grid-Manager iberwachen.

Einschriankungen bei der Verwendung von HA-Gruppen mit dem CLB-Service

Der Ausfall des CLB-Dienstes I6st nicht ein Failover innerhalb der HA-Gruppe aus.

@ Der CLB-Service ist veraltet.

Konfigurationsoptionen fiir HA-Gruppen

Die folgenden Diagramme bieten Beispiele fur verschiedene Moglichkeiten zum
Konfigurieren von HA-Gruppen. Jede Option hat vor- und Nachteile.
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Active-Backup HA
GW 1 (Backup)

HA Group 1 VIPs
_Lb GW 2 (Master)
_I—) GW 3 (Master)

HA Group 2 VIPs
GW 4 (Backup)

DNS Round Robin

I_) GW1IP

DNS
Entry

|—> GW2IP

GW = Gateway Node
VIP =Virtual IP address

Active-Active HA

I_. HA Group 1 VIP

ONS
Entry

GW 1 (Master in HA 2)
> (Backupin HA 1)

|—> HA Group 2 VIP

| » GW 2 (Master in HA 1)
(Backup in HA 2)

Wenn mehrere sich Gberschneidende HA-Gruppen erstellt werden, wie im ,aktiv/aktiv-HA-Beispiel“ dargestellt,
wird der Gesamtdurchsatz mit der Anzahl der Nodes und HA-Gruppen skaliert. Mit drei oder mehr Nodes und
drei oder mehr HA-Gruppen kénnen aullerdem Vorgange mithilfe einer der VIPs fortgesetzt werden — selbst
bei Wartungsarbeiten, bei denen ein Node offline geschaltet werden muss.

Die Tabelle enthalt eine Zusammenfassung der Vorteile der einzelnen HA-Konfigurationen, die in der

Abbildung dargestellt sind.

Konfiguration Vorteile Nachteile
Aktiv/Backup HA * Management Uber * In einer HA-Gruppe ist nur ein
StorageGRID ohne externe Node aktiv. Mindestens ein
Abhangigkeiten Node pro HA-Gruppe bleibt im
Ruhezustand.

e Schnelles Failover.
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Konfiguration Vorteile Nachteile

DNS Round Robin » Erhohter Aggregatdurchsatz: » Langsamer Failover, der vom
+ Keine leerlaufenden Hosts Eahr(]a:t-Verhalten abhangen

+ Konfiguration von Hardware
aullerhalb von StorageGRID
erforderlich

* Bendtigt eine vom Kunden
implementierte
Zustandsprifung.

Aktiv/Aktiv * Der Datenverkehr wird tber » Komplexer zu konfigurieren.

mehrere HA-Gruppen verteilt. » Konfiguration von Hardware

» Hoher Aggregatdurchsatz, der aullerhalb von StorageGRID
mit der Anzahl der HA-Gruppen erforderlich

skaliert werden kann * Bendtigt eine vom Kunden

» Schnelles Failover. implementierte
Zustandsprufung.

Erstellen einer Hochverfiigbarkeitsgruppe

Sie kdnnen eine oder mehrere Hochverfugbarkeitsgruppen (HA-Gruppen) erstellen, die
fur hochverfluigbaren Zugriff auf die Services in Admin-Nodes oder Gateway-Nodes
sorgen.

Was Sie bendétigen
» Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie missen uber die Berechtigung Root Access verfiigen.

Uber diese Aufgabe
Eine Schnittstelle muss die folgenden Bedingungen erflllen, die in einer HA-Gruppe enthalten sein sollen:

 Die Schnittstelle muss fur einen Gateway-Node oder einen Admin-Node verwendet werden.
* Die Schnittstelle muss zum Grid Network (eth0) oder dem Client Network (eth2) gehoren.

* Die Schnittstelle muss mit fester oder statischer IP-Adresse konfiguriert werden, nicht mit DHCP.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Hochverfiigbarkeitsgruppen.

Die Seite ,Hochverfiigbarkeitsgruppen® wird angezeigt.
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High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active node and switch to a
backup node automatically if a node faiis.

+ Creale| # Edit| | % Remove
Name Description Virtual IP Addresses Interfaces

No HA groups found.

2. Klicken Sie Auf Erstellen.
Das Dialogfeld Gruppe fir hohe Verfligbarkeit erstellen wird angezeigt.

3. Geben Sie einen Namen und, falls gewlinscht, eine Beschreibung fur die HA-Gruppe ein.
4. Klicken Sie Auf Schnittstellen Auswahlen.

Das Dialogfeld Schnittstellen zu Hochverfigbarkeitsgruppe hinzufligen wird angezeigt. In der Tabelle
werden die infrage kommenden Nodes, Schnittstellen und IPv4-Subnetze aufgefuhrt.

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same netwaork subnet.

Add to HA group Node Name Interface |Pvd4 Subnet Unavailable Reason

gid0-gi ethl 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g1 eth2 47 47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g2 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 47.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 ethl 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
] g140-g3 eth2 192.168.0.0/21

g140-g4 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
v g140-g4 eth2 192.166.0.0/21

There are 2 interfaces selected.

=3
Eine Schnittstelle wird in der Liste nicht angezeigt, wenn ihre IP-Adresse durch DHCP zugewiesen wird.

5. Aktivieren Sie in der Spalte zur HA-Gruppe das Kontrollkastchen fiir die Schnittstelle, die zur HA-Gruppe
hinzugefiigt werden soll.

Beachten Sie die folgenden Richtlinien fir die Auswahl von Schnittstellen:

o Sie mussen mindestens eine Schnittstelle auswahlen.

o Wenn Sie mehrere Schnittstellen auswahlen, missen sich alle Schnittstellen entweder im Grid Network
(eth0) oder im Client Network (eth2) befinden.

o Alle Schnittstellen missen sich im gleichen Subnetz oder in Subnetzen mit einem gemeinsamen Prafix
befinden.
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IP-Adressen werden auf das kleinste Subnetz beschrankt (das mit dem grof3ten Prafix).
> Wenn Sie Schnittstellen fir verschiedene Node-Typen auswahlen und ein Failover auftritt, sind nur die
Dienste verfugbar, die fur die ausgewahlten Knoten gemeinsam sind.

= Wahlen Sie mindestens zwei Admin-Nodes aus, um den HA-Schutz des Grid Manager oder des
Mandanten-Manager zu erhalten.

= Wahlen Sie zwei oder mehr Admin-Nodes, Gateway-Nodes oder beide aus, um den HA-Schutz
des Load Balancer Service zu gewahrleisten.

= Wahlen Sie mindestens zwei Gateway-Nodes aus, um den HA-Schutz des CLB-Service zu
gewabhrleisten.

@ Der CLB-Service ist veraltet.

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet

Add to HA group Node Name Interface IPv4 Subnet Unavailable Reason
7] DC1-ADMA ethd 10.96.100.0/23
¥ DC1-G1 ethd 10:96.100.0/23
7 DC2-ADMA1 ethd 10.96.100.0/23

There are 3 interfaces selected.

Attention: You have selected nodes of different types that run different services. If a failover occurs, anly the services
common to all node types will be available on the virtual [Ps.

E3

6. Klicken Sie Auf Anwenden.
Die ausgewahlten Schnittstellen werden auf der Seite Hochverfligbarkeitgruppe erstellen im Abschnitt

Schnittstellen aufgefiihrt. Standardmafig wird die erste Schnittstelle in der Liste als bevorzugter Master
ausgewahilt.
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Create High Availability Group
High Availability Group
Mame HA Group 1

Description

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Select Interfaces

MNode Name Interface IPv4 Subnet Preferred Master
g140-g1 eth?2 47 47.0.0021 L
g140-g2 eth2 47 47.0.0/21

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet: 47 47 .0.0/21. All virtual IP addresses must be within this subnet. There must he at least 1
and no more than 10 virtual IP addresses.

Virtual IP Address 1 0.0.0.0 +

7. Wenn Sie eine andere Schnittstelle als bevorzugten Master auswahlen mochten, wahlen Sie diese
Schnittstelle in der Spalte bevorzugter Master aus.

Der bevorzugte Master ist die aktive Schnittstelle, wenn kein Fehler auftritt, der dazu flhrt, dass die VIP-
Adressen einer Backup-Schnittstelle neu zugewiesen werden.

Wenn die HA-Gruppe Zugriff auf den Grid Manager bietet, missen Sie eine Schnittstelle am
@ primaren Admin-Node auswahlen, um der bevorzugte Master-Typ zu sein. Einige
Wartungsvorgange kdnnen nur vom primaren Admin-Node ausgefiihrt werden.

8. Geben Sie im Abschnitt virtuelle IP-Adressen der Seite eine bis 10 virtuelle IP-Adressen fiir die HA-Gruppe
ein. Klicken Sie auf das Pluszeichen (=) Um mehrere IP-Adressen hinzuzuftigen.

Sie mussen mindestens eine IPv4-Adresse angeben. Optional kdnnen Sie weitere IPv4- und IPv6-
Adressen angeben.

IPv4-Adressen missen sich im IPv4-Subnetz befinden, das von allen Mitgliedschnittstellen gemeinsam
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genutzt wird.
9. Klicken Sie Auf Speichern.
Die HA-Gruppe wird erstellt. Sie kdnnen jetzt die konfigurierten virtuellen IP-Adressen verwenden.
Verwandte Informationen
"Installieren Sie Red hat Enterprise Linux oder CentOS"
"VMware installieren”
"Installieren Sie Ubuntu oder Debian"

"Managen des Lastausgleichs"

Bearbeiten einer Hochverfiigbarkeitsgruppe

Sie kdnnen eine HA-Gruppe (High Availability, Hochverfligbarkeit) bearbeiten, um ihren
Namen und ihre Beschreibung zu andern, Schnittstellen hinzuzufligen oder zu entfernen
oder eine virtuelle IP-Adresse hinzuzufligen oder zu aktualisieren.

Was Sie bendtigen

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber die Berechtigung Root Access verfiigen.

Uber diese Aufgabe
Das Bearbeiten einer HA-Gruppe hat einige der Griinde:

* Hinzufligen einer Schnittstelle zu einer vorhandenen Gruppe Die Schnittstellen-IP-Adresse muss sich
innerhalb desselben Subnetzes befinden wie andere Schnittstellen, die der Gruppe bereits zugewiesen
sind.

 Entfernen einer Schnittstelle aus einer HA-Gruppe. Sie kdnnen beispielsweise keine Deaktivierung eines
Standorts oder Nodes starten, wenn die Schnittstelle eines Node fiir das Grid Network oder das Client
Network in einer HA-Gruppe verwendet wird.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Hochverfiigbarkeitsgruppen.

Die Seite ,Hochverfiigbarkeitsgruppen® wird angezeigt.
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High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description

HA Group 1

HA Group 2

Virtual IP Addresses Interfaces

47.47.4.219

47.47.4.218
47.47.4.217

gl40-adm1:eth2 (preferred Master)
g140-g1:eth2

g140-g1:eth2 (preferred Master)
g140-g2:eth2

Displaying 2 HA groups.

2. Wahlen Sie die HA-Gruppe aus, die Sie bearbeiten mdéchten, und klicken Sie auf Bearbeiten.

Das Dialogfeld ,High Availability Group bearbeiten” wird angezeigt.

3. Optional kénnen Sie den Namen oder die Beschreibung der Gruppe aktualisieren.

4. Klicken Sie optional auf Schnittstellen auswahlen, um die Schnittstellen fir die HA-Gruppe zu andern.

Das Dialogfeld Schnittstellen zu Hochverfligbarkeitsgruppe hinzufiigen wird angezeigt.

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet

gidl-g1
gid0-gi
g140-g2
g140-g2
g140-g3
| gid0-g3
g140-g4
ot g140-g4

ethl
eth2
eth0
eth2
ethl
eth2
eth0
eth2

172.16.0.0/21
47.47.0.0/21
172.16.0.0/21
47.47.0.0/21
17216.0.0/21
192.128.0.0/21
172.16.0.0/21
192.168.0.0/21

Unavailable Reason

This IP address is not in the same subnet as the selected interfaces

This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selectad interfaces

This IP address is not in the same subnet as the selected interfaces

This IP addraess is not in the same subnet as the selected interfaces

There are 2 interfaces selectad.

oo | oy

Eine Schnittstelle wird in der Liste nicht angezeigt, wenn ihre IP-Adresse durch DHCP zugewiesen wird.

5. Aktivieren oder deaktivieren Sie die Kontrollkastchen, um Schnittstellen hinzuzufligen oder zu entfernen.

Beachten Sie die folgenden Richtlinien fir die Auswahl von Schnittstellen:

o Sie mussen mindestens eine Schnittstelle auswahlen.

o Wenn Sie mehrere Schnittstellen auswahlen, missen sich alle Schnittstellen entweder im Grid Network

(eth0) oder im Client Network (eth2) befinden.
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o Alle Schnittstellen missen sich im gleichen Subnetz oder in Subnetzen mit einem gemeinsamen Prafix
befinden.

IP-Adressen werden auf das kleinste Subnetz beschrankt (das mit dem grofiten Prafix).
o Wenn Sie Schnittstellen fiir verschiedene Node-Typen auswahlen und ein Failover auftritt, sind nur die

Dienste verfugbar, die fir die ausgewahlten Knoten gemeinsam sind.

= Wahlen Sie mindestens zwei Admin-Nodes aus, um den HA-Schutz des Grid Manager oder des
Mandanten-Manager zu erhalten.

= Wahlen Sie zwei oder mehr Admin-Nodes, Gateway-Nodes oder beide aus, um den HA-Schutz
des Load Balancer Service zu gewahrleisten.

= Wahlen Sie mindestens zwei Gateway-Nodes aus, um den HA-Schutz des CLB-Service zu
gewabhrleisten.

@ Der CLB-Service ist veraltet.

6. Klicken Sie Auf Anwenden.

Die ausgewahlten Schnittstellen werden im Abschnitt Schnittstellen der Seite aufgefiihrt. Standardmafig
wird die erste Schnittstelle in der Liste als bevorzugter Master ausgewabhit.
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Edit High Availability Group 'HA Group - Admin Nodes'
High Availability Group
Mame HA Group - Admin Nodes

Diescription

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnset

Select Interfaces |

Node Name Interface IPv4 Subnet Preferred Master
DCi-ADMA ethi 10.96.100.0/23 L
OC2-ADM1 athi 10.96.100.0/23

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet 10096.100.0/23. All virtual IP addresses must be within this subnet. There must be at
least 1 and no more than 10 virtual P addresses

Virtual IF Address 1 10.95.100.1 +

=

7. Wenn Sie eine andere Schnittstelle als bevorzugten Master auswahlen méchten, wahlen Sie diese
Schnittstelle in der Spalte bevorzugter Master aus.

Der bevorzugte Master ist die aktive Schnittstelle, wenn kein Fehler auftritt, der dazu fihrt, dass die VIP-
Adressen einer Backup-Schnittstelle neu zugewiesen werden.

Wenn die HA-Gruppe Zugriff auf den Grid Manager bietet, miissen Sie eine Schnittstelle am
@ primaren Admin-Node auswahlen, um der bevorzugte Master-Typ zu sein. Einige
Wartungsvorgange kénnen nur vom primaren Admin-Node ausgefiihrt werden.

8. Optional kénnen Sie die virtuellen IP-Adressen fir die HA-Gruppe aktualisieren.

Sie mussen mindestens eine IPv4-Adresse angeben. Optional kdnnen Sie weitere IPv4- und IPv6-
Adressen angeben.

IPv4-Adressen missen sich im IPv4-Subnetz befinden, das von allen Mitgliedschnittstellen gemeinsam
genutzt wird.
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9. Klicken Sie Auf Speichern.

Die HA-Gruppe wird aktualisiert.

Entfernen einer Hochverfiigbarkeitsgruppe

Sie kdnnen eine HA-Gruppe (High Availability, Hochverfugbarkeit) entfernen, die Sie nicht
mehr verwenden.

Was Sie bendétigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mUssen uber die Berechtigung Root Access verflugen.

Diese Aufgabe auslassen

Wenn Sie eine HA-Gruppe entfernen, kénnen alle S3- oder Swift-Clients, die fir die Verwendung einer der
virtuellen IP-Adressen der Gruppe konfiguriert sind, keine Verbindung zu StorageGRID mehr herstellen. Um
Client-Unterbrechungen zu vermeiden, sollten Sie alle betroffenen S3 oder Swift Client-Applikationen
aktualisieren, bevor Sie eine HA-Gruppe entfernen. Aktualisieren Sie jeden Client, um eine Verbindung tber
eine andere IP-Adresse herzustellen, z. B. die virtuelle IP-Adresse einer anderen HA-Gruppe oder die IP-
Adresse, die wahrend der Installation oder bei der Verwendung von DHCP fiir eine Schnittstelle konfiguriert
wurde.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Hochverfiigbarkeitsgruppen.

Die Seite ,Hochverfiigbarkeitsgruppen® wird angezeigt.

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an aclive-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces
HA Group 1 A7 47 4219 gl40-adm1:eth2 (preferred Master)
g140-g1:eth2
HA Group 2 A7.47 4218 g140-g1:eth2 (preferred Master)
AT A7 4217 g140-g2:eth2

Displaying 2 HA groups.

2. Wahlen Sie die HA-Gruppe aus, die Sie entfernen mochten, und klicken Sie auf Entfernen.

Die Warnung ,,Gruppe mit hoher Verflgbarkeit I6schen® wird angezeigt.
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A Warning

Delete High Availability Group

Are you sure you want to delete High Availability Group "HA group 1'7

1 3

3. Klicken Sie auf OK.

Die HA-Gruppe wird entfernt.

Konfigurieren von S3-API-Endpunkt-Domain-Namen

Um virtuelle S3-Hosted-Style-Anforderungen zu unterstitzen, missen Sie die Liste der
Endpunkt-Domain-Namen, mit denen S3-Clients verbunden werden, mit konfigurieren.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

« Sie mlssen bestatigt haben, dass ein Grid-Upgrade nicht ausgefihrt wird.

@ Nehmen Sie keine Anderungen an der Domanennamenkonfiguration vor, wenn ein Grid-
Upgrade ausgefuhrt wird.

Uber diese Aufgabe

Damit Clients S3-Endpunkt-Domain-Namen verwenden kdnnen, missen Sie alle der folgenden Aufgaben
ausflhren:

* Verwenden Sie den Grid-Manager, um dem StorageGRID System die S3-Endpunkt-Domain-Namen
hinzuzufiigen.

« Stellen Sie sicher, dass das Zertifikat, das der Client fiir HTTPS-Verbindungen zu StorageGRID verwendet,
fuir alle vom Client erforderlichen Domanennamen signiert ist.

Beispiel: Wenn der Endpunkt lautet s3. company . com, Sie missen sicherstellen, dass das Zertifikat
verwendet fir HTTPS-Verbindungen enthalt die s3. company. com endpunkt und Wildcard-alternativer
Name (SAN) des Endpunkts: * . s3.company.com.

» Konfigurieren Sie den vom Client verwendeten DNS-Server. Fligen Sie DNS-Datensatze fiir die IP-
Adressen ein, die von Clients zum Herstellen von Verbindungen verwendet werden, und stellen Sie sicher,
dass die Datensatze auf alle erforderlichen Endpunkt-Domanennamen verweisen, einschliel3lich
Platzhalternamen.
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Clients kénnen sich mit StorageGRID uber die IP-Adresse eines Gateway-Node, eines
Admin-Nodes oder eines Storage-Nodes oder durch Verbindung mit der virtuellen IP-

@ Adresse einer Hochverflugbarkeitsgruppe verbinden. Sie sollten verstehen, wie Client-
Anwendungen eine Verbindung zum Raster herstellen, sodass Sie die richtigen IP-Adressen
in die DNS-Eintrage aufnehmen kdnnen.

Das Zertifikat, das ein Client fir HTTPS-Verbindungen verwendet, hangt davon ab, wie der Client mit dem Grid
verbindet:

* Wenn ein Client eine Verbindung Uber den Load Balancer-Service herstellt, verwendet er das Zertifikat fur
einen bestimmten Load Balancer-Endpunkt.

@ Jeder Load Balancer-Endpunkt verfiigt tGber ein eigenes Zertifikat, und jeder Endpunkt kann
so konfiguriert werden, dass verschiedene Endpunkt-Domain-Namen erkannt werden.

» Wenn der Client eine Verbindung zu einem Storage-Node oder zum CLB-Dienst auf einem Gateway-Node
herstellt, verwendet der Client ein benutzerdefiniertes Grid-Serverzertifikat, das aktualisiert wurde, um alle
erforderlichen Endpoint-Domanennamen einzuschliel3en.

@ Der CLB-Service ist veraltet.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Domanennamen.

Die Seite ,Endpoint Domain-Namen* wird angezeigt.

Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: 53 example com
s3.example.co.uk, s3-east example.com

Endpoint 1 s3.example.com x

Endpoint 2 + X

2. Geben Sie mit dem (+)-Symbol die Liste der S3-API-Endpunktdomanennamen in die Felder Endpunkt ein.
Wenn diese Liste leer ist, ist die Unterstltzung fur virtuelle S3-Hosted-Style-Anforderungen deaktiviert.

3. Klicken Sie Auf Speichern.

4. Stellen Sie sicher, dass die Serverzertifikate, die Clients verwenden, mit den erforderlichen
Endpunktdomanennamen Ubereinstimmen.

o Aktualisieren Sie fur Clients, die den Lastverteilungsdienst verwenden, das Zertifikat, das dem
Lastausgleichsendpunkt zugeordnet ist, mit dem der Client verbunden ist.

> Aktualisieren Sie fiur Clients, die eine direkte Verbindung zu Speicherknoten herstellen oder den CLB-
Dienst auf Gateway-Knoten verwenden, das benutzerdefinierte Serverzertifikat fur das Grid.
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5. Fugen Sie die erforderlichen DNS-Eintrage hinzu, um sicherzustellen, dass die Anforderungen fir den
Domanennamen des Endpunkts aufgeldst werden kénnen.
Ergebnis
Wenn Clients nun den Endpunkt verwenden bucket.s3.company.com, Der DNS-Server I6st sich auf den
richtigen Endpunkt und das Zertifikat authentifiziert den Endpunkt wie erwartet.

Verwandte Informationen

"S3 verwenden"
"Anzeigen von IP-Adressen"
"Erstellen einer Hochverfluigbarkeitsgruppe"

"Konfigurieren eines benutzerdefinierten Serverzertifikats fur Verbindungen mit dem Speicherknoten oder dem
CLB-Dienst"

"Konfigurieren von Load Balancer-Endpunkten”

Aktivieren von HTTP fir die Clientkommunikation

Standardmallig verwenden Client-Anwendungen das HTTPS-Netzwerkprotokoll fur alle
Verbindungen zu Storage-Nodes oder zum veralteten CLB-Dienst auf Gateway-Nodes.
Optional kdnnen Sie HTTP fur diese Verbindungen aktivieren, z. B. beim Testen eines
nicht produktiven Grids.

Was Sie benétigen

« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Flhren Sie diese Aufgabe nur aus, wenn S3- und Swift-Clients HTTP-Verbindungen direkt zu Storage-Nodes
oder zum veralteten CLB-Service auf Gateway-Nodes herstellen miissen.

Sie mussen diese Aufgabe nicht fur Clients abschliel3en, die nur HTTPS-Verbindungen verwenden oder flr
Clients, die eine Verbindung zum Load Balancer-Dienst herstellen (da Sie jeden Load Balancer-Endpunkt so
konfigurieren kdnnen, dass entweder HTTP oder HTTPS verwendet werden). Weitere Informationen finden Sie
in den Informationen zum Konfigurieren von Load Balancer-Endpunkten.

Siehe "Zusammenfassung: IP-Adressen und Ports fur Client-Verbindungen" Um zu erfahren, welche S3- und
Swift-Clients beim Herstellen einer Verbindung zu Storage-Nodes oder zum veralteten CLB-Dienst tber HTTP
oder HTTPS verwenden

@ Gehen Sie vorsichtig vor, wenn Sie HTTP fiir ein Produktions-Grid aktivieren, da die
Anforderungen unverschlisselt gesendet werden.

Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Gitteroptionen.

2. Aktivieren Sie im Abschnitt Netzwerkoptionen das Kontrollkédstchen HTTP-Verbindung aktivieren.
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Network Options

Prevent Client Modificaion &
Enable HTTP Connection & 7

Metwork Transfer Encryption @ AES128-5HA = AESZhG-SHA

3. Klicken Sie Auf Speichern.

Verwandte Informationen
"Konfigurieren von Load Balancer-Endpunkten”

"S3 verwenden"

"Verwenden Sie Swift"

Steuern, welche Client-Operationen zulassig sind

Sie kdnnen die Option ,Client Modification Grid verhindern® auswahlen, um bestimmte
HTTP-Client-Vorgange zu verweigern.

Was Sie benotigen

« Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

,Client-Anderung verhindern® ist eine systemweite Einstellung. Wenn die Option ,Client-Anderung verhindern®
ausgewahlt ist, werden die folgenden Anfragen verweigert:

+ S3 REST API
o Bucket-Anforderungen I6schen

> Alle Anforderungen, die das Andern von Daten eines vorhandenen Objekts, benutzerdefinierter
Metadaten oder S3-Objekt-Tagging zum Einsatz kommen

Diese Einstellung gilt nicht fir Buckets mit aktivierter Versionierung. Bei der
@ Versionierung werden bereits Anderungen an Objektdaten, benutzerdefinierten
Metadaten und Objekt-Tagging verhindert.

» Swift REST API

o Container-Anforderungen lI6schen

> Antrdge zum Andern vorhandener Objekte. Beispielsweise werden folgende Vorgénge verweigert: Put
Overwrite, Delete, Metadata Update usw.

Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Gitteroptionen.

2. Aktivieren Sie im Abschnitt Netzwerkoptionen das Kontrollkastchen Client-Anderung verhindern.
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Network Options

Frevent Client Modification

@
Enable HTTF Connection ]
&
Metwork Transfer Encryption ) AES128-8HA (@ AES256-5HA
e

3. Klicken Sie Auf Speichern.

Verwalten von StorageGRID-Netzwerken und -Verbindungen

Mit dem Grid Manager kdnnen Sie StorageGRID-Netzwerke und -Verbindungen
konfigurieren und verwalten.

Siehe "Konfigurieren von S3- und Swift-Client-Verbindungen" Informationen zum Verbinden von S3 oder Swift
Clients

* "Richtlinien fur StorageGRID-Netzwerke"

* "Anzeigen von IP-Adressen”

+ "Unterstltzte Chiffren fir ausgehende TLS-Verbindungen"

* "Die NetzwerkUbertragungsverschlisselung wird gedndert"

 "Serverzertifikate werden konfiguriert"

«+ "Konfigurieren von Speicher-Proxy-Einstellungen”

+ "Konfigurieren von Administrator-Proxy-Einstellungen"

+ "Verwalten von Richtlinien fir die Verkehrsklassifizierung"

» "Was sind Verbindungskosten"

Richtlinien fur StorageGRID-Netzwerke

StorageGRID unterstitzt bis zu drei Netzwerkschnittstellen pro Grid Node. So kénnen Sie
das Netzwerk fur jeden einzelnen Grid Node so konfigurieren, dass die Sicherheits- und
Zugriffsanforderungen erfullt werden.

Informationen zum Andern oder Hinzufligen eines Netzwerks fiir einen Grid-Node finden Sie in
den Recovery- und Wartungsanweisungen. Weitere Informationen zur Netzwerktopologie finden
Sie in den Netzwerkanweisungen.

Grid-Netzwerk

Erforderlich. Das Grid-Netzwerk wird fur den gesamten internen StorageGRID-Datenverkehr verwendet. Das
System bietet Konnektivitat zwischen allen Nodes im Grid und allen Standorten und Subnetzen.
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Admin-Netzwerk

Optional Das Admin-Netzwerk wird in der Regel fur die Systemadministration und -Wartung verwendet. Sie
kann auch fir den Zugriff auf das Client-Protokoll verwendet werden. Das Admin-Netzwerk ist in der Regel ein
privates Netzwerk und muss nicht zwischen Standorten routingfahig sein.

Client-Netzwerk

Optional Das Client-Netzwerk ist ein offenes Netzwerk, das normalerweise fur den Zugriff auf S3- und Swift-
Client-Applikationen verwendet wird, sodass das Grid-Netzwerk isoliert und gesichert werden kann. Das
Client-Netzwerk kann mit jedem Subnetz kommunizieren, das Uber das lokale Gateway erreichbar ist.

Richtlinien
+ Jeder StorageGRID Grid Node bendtigt fur jedes ihm zugewiesene Netzwerk eine dedizierte
Netzwerkschnittstelle, eine IP-Adresse, eine Subnetzmaske und ein Gateway.
* Ein Grid-Node kann nicht mehr als eine Schnittstelle in einem Netzwerk haben.

* Es wird ein einzelnes Gateway pro Netzwerk und pro Grid-Node unterstitzt, das sich im gleichen Subnetz
wie der Node befindet. Sie kdnnen bei Bedarf komplexere Routing-Lésungen im Gateway implementieren.

» Auf jedem Node ist jedes Netzwerk einer bestimmten Netzwerkschnittstelle zugeordnet.

Netzwerk Schnittstellenname
Raster EthO
Admin (optional) Eth1
Client (optional) Eth2

* Wenn der Node mit einer StorageGRID Appliance verbunden ist, werden fur jedes Netzwerk bestimmte
Ports verwendet. Weitere Informationen finden Sie in den Installationsanweisungen fir Ihr Gerat.

» Die Standardroute wird automatisch pro Knoten generiert. Wenn eth2 aktiviert ist, verwendet 0.0.0.0/0 das
Client-Netzwerk auf eth2. Wenn eth2 nicht aktiviert ist, verwendet 0.0.0.0/0 das Grid-Netzwerk auf ethO.

» Das Client-Netzwerk ist erst betriebsbereit, wenn der Grid-Node dem Grid beigetreten ist

* Das Admin-Netzwerk kann wahrend der Bereitstellung des Grid-Knotens konfiguriert werden, um den
Zugriff auf die Installations-Benutzeroberflache zu erméglichen, bevor das Grid vollstandig installiert ist.

Verwandte Informationen

"Verwalten Sie erholen"

"Netzwerkrichtlinien"

Anzeigen von IP-Adressen

Sie konnen die IP-Adresse fur jeden Grid-Node im StorageGRID System anzeigen. Sie
konnen diese IP-Adresse dann verwenden, um sich bei dem Grid-Node Uber die
Befehlszeile anzumelden und verschiedene Wartungsvorgange auszufuhren.

Was Sie bendtigen
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Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

Informationen zum Andern von IP-Adressen finden Sie in den Wiederherstellungsanleitungen und
Wartungsanweisungen.

Schritte
1. Wahlen Sie Nodes > Grid Node > Ubersicht.

2. Klicken Sie rechts neben dem Titel der IP-Adressen auf Mehr anzeigen.

Die IP-Adressen fir diesen Grid-Node werden in einer Tabelle aufgefihrt.

Node Information @

Mame SGA-lab1

Type Slorage Node

D 0b523829-6650-4c6e-02d0-31461d22ba6T

Connection State +  Connected

Software Version 11.4.0 (build 20200527.0043.61839a2)

IP Addresses 192 168.4.138, 10.224 4 138, 169.254.0.1 Show less a
Interface IP Address
ethD 102 168.4.138
eth0 fd20:331:331.0:2a0:08 fea1:831d
ethD f280::2a0:98f fea1:831d
eth1 10.224.4 138
ethi fd20:327:327:0: 28025 fed3:a90c
ethi fd20:8012:h255 8154:280 25 fe43:a90c
ethl feB0::280:e5f fed3:a00c
hic2 102 168.4.138
hic4 102 168.4.138
mic1 102244138
mitc2 169.254.0.1

Verwandte Informationen

"Verwalten Sie erholen"

Unterstutzte Chiffren fir ausgehende TLS-Verbindungen

Das StorageGRID System unterstutzt eine begrenzte Anzahl von Verschllsselungssuiten
fur TLS-Verbindungen (Transport Layer Security) zu den externen Systemen, die flr
Identitatsfoderation und Cloud-Storage-Pools verwendet werden.

Unterstiitzte Versionen von TLS

StorageGRID unterstitzt TLS 1.2 und TLS 1.3 fiir Verbindungen zu externen Systemen, die flr
Identitatsfoderation und Cloud-Storage-Pools verwendet werden.

Die zur Verwendung mit externen Systemen unterstlitzten TLS-Chiffren wurden ausgewahlt, um die
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Kompatibilitat mit verschiedenen externen Systemen sicherzustellen. Die Liste ist groRer als die Liste der
Chiffren, die zur Verwendung mit S3- oder Swift-Client-Applikationen unterstitzt werden.

TLS-Konfigurationsoptionen wie Protokollversionen, Chiffren, Schlliisselaustausch-Algorithmen
@ und MAC-Algorithmen sind in StorageGRID nicht konfigurierbar. Wenden Sie sich an lhren
NetApp Ansprechpartner, wenn Sie spezifische Anfragen zu diesen Einstellungen haben.

Unterstiitzte TLS 1.2-Cipher-Suiten

Die folgenden TLS 1.2-Chiffre-Suiten werden unterstitzt:

« TLS_ECDHE_RSA WITH_AES_128_GCM_SHA256

. TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384

- TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256
- TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384
« TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305

« TLS_ECDHE_ECDSA_ WITH_CHACHA20 POLY1305

. TLS_RSA_WITH_AES_128_GCM_SHA256

. TLS_RSA_WITH_AES_256_GCM_SHA384

Unterstiitzte TLS 1.3-Cipher-Suiten

Die folgenden TLS 1.3-Chiffre-Suiten werden unterstitzt:

. TLS_AES_256_GCM_SHA384
- TLS_CHACHA20_POLY1305_SHA256
- TLS_AES_128_GCM_SHA256

Die Netzwerkiibertragungsverschliisselung wird geandert

Das StorageGRID System verwendet Transport Layer Security (TLS) zum Schutz des
internen Kontrolldatenverkehrs zwischen den Grid-Nodes. Die Option
.,Netzwerkubertragungsverschlusselung® legt den von TLS verwendeten Algorithmus zur
Verschlusselung der Datenverkehrskontrolle zwischen den Grid-Nodes fest. Diese
Einstellung hat keine Auswirkung auf die Datenverschlusselung.

Was Sie bendtigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

StandardmaRig verwendet die Netzwerkibertragungsverschlisselung den AES256-SHA-Algorithmus. Der
Kontrolldatenverkehr kann auch mit dem AES128-SHA-Algorithmus verschlisselt werden.

Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Gitteroptionen.

2. Andern Sie im Abschnitt Netzwerkoptionen die Netzwerkiibertragungsverschliisselung in AES128-SHA

164



oder AES256-SHA (Standardeinstellung).

Network Options

Prevent Client Modification @
Enable HTTP Connection &

Metwork Transfer Encryption & L AES128-SHA = AESZ25HG-SHA

3. Klicken Sie Auf Speichern.

Serverzertifikate werden konfiguriert
Sie konnen die vom StorageGRID-System verwendeten Serverzertifikate anpassen.
Das StorageGRID System verwendet Sicherheitszertifikate flir mehrere unterschiedliche Zwecke:

* Management Interface Server Certificates: Dient zum sicheren Zugriff auf den Grid Manager, den Tenant
Manager, die Grid Management API und die Tenant Management API.

« Storage API Server Certificates: Dient zum sicheren Zugriff auf die Storage Nodes und Gateway Nodes,
welche API-Client-Anwendungen zum Hochladen und Herunterladen von Objektdaten verwenden.

Sie konnen die wahrend der Installation erstellten Standardzertifikate verwenden oder diese Standardtypen
durch lhre eigenen benutzerdefinierten Zertifikate ersetzen.

Unterstiitzte Arten von benutzerdefiniertem Serverzertifikat

Das StorageGRID-System unterstitzt benutzerdefinierte Serverzertifikate, die mit RSA oder ECDSA
(Algorithmus fur digitale Signaturen der Elliptischen Kurve) verschlisselt sind.

Weitere Informationen dazu, wie StorageGRID Client-Verbindungen fir DIE REST-API sichert, finden Sie in
den S3 oder Swift-Implementierungsleitfaden.

Zertifikate fiir Load Balancer-Endpunkte

StorageGRID managt die fiir Load Balancer-Endpunkte verwendeten Zertifikate separat. Informationen zum
Konfigurieren von Load Balancer-Zertifikaten finden Sie in den Anweisungen zum Konfigurieren von Load
Balancer-Endpunkten.

Verwandte Informationen

"S3 verwenden"
"Verwenden Sie Swift"

"Konfigurieren von Load Balancer-Endpunkten”

Konfigurieren eines benutzerdefinierten Serverzertifikats fiir den Grid Manager und den Tenant
Manager

Sie kdbnnen das standardmallige StorageGRID-Serverzertifikat durch ein einzelnes
benutzerdefiniertes Serverzertifikat ersetzen, das Benutzern den Zugriff auf den Grid-
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Manager und den Tenant-Manager ermdglicht, ohne dass Sicherheitswarnungen
ausgegeben werden.

Uber diese Aufgabe

StandardmaRig wird jeder Admin-Node ein von der Grid-CA signiertes Zertifikat ausgestellt. Diese CA-
signierten Zertifikate kdnnen durch ein einziges allgemeines benutzerdefiniertes Serverzertifikat und den
entsprechenden privaten Schlissel ersetzt werden.

Da ein einzelnes benutzerdefiniertes Serverzertifikat fir alle Administratorknoten verwendet wird, missen Sie
das Zertifikat als Platzhalter- oder Multi-Domain-Zertifikat angeben, wenn Clients bei der Verbindung mit Grid
Manager und Tenant Manager den Hostnamen Uberpriifen missen. Definieren Sie das benutzerdefinierte
Zertifikat so, dass es mit allen Admin-Nodes im Raster Ubereinstimmt.

Sie mussen die Konfiguration auf dem Server abschlieen, und je nach der von Ihnen verwendeten Root
Certificate Authority (CA) missen Benutzer méglicherweise auch das Root CA-Zertifikat im Webbrowser
installieren, mit dem sie auf den Grid Manager und den Tenant Manager zugreifen.

Um sicherzustellen, dass die Vorgange nicht durch ein Serverzertifikat unterbrochen werden,
werden die Warnung Ablauf des Serverzertifikats fiir die Managementoberflache und der

@ Alarm Legacy Management Interface Certificate Expiry (MCEP) ausgel6st, wenn dieses
Serverzertifikat ablauft. Nach Bedarf kénnen Sie die Anzahl der Tage anzeigen, bis das aktuelle
Service-Zertifikat ablauft, indem Sie Support > Tools > Grid Topology auswahlen. Wahlen Sie
dann primary Admin Node > CMN > Ressourcen aus.

Wenn Sie mit einem Domanennamen anstelle einer IP-Adresse auf den Grid Manager oder den
Tenant Manager zugreifen, zeigt der Browser einen Zertifikatfehler ohne eine Option zum
Umgehen an, wenn eine der folgenden Falle auftritt:

@ * |hr Zertifikat flr den benutzerdefinierten Verwaltungsserver lauft ab.

+ Sie werden von einem Server-Zertifikat der benutzerdefinierten Managementoberflache auf
das Standardserverzertifikat zuriickgesetzt.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Server-Zertifikate.

2. Klicken Sie im Abschnitt Management Interface Server Certificate auf Benutzerdefiniertes Zertifikat
installieren.

3. Laden Sie die erforderlichen Serverzertifikatdateien hoch:
° Server-Zertifikat: Die benutzerdefinierte Server-Zertifikatdatei (. crt).

o Server Certificate Private Key: Die benutzerdefinierte Server Zertifikat private Schlissel Datei (
.key).

@ Private EC-SchlUssel missen 224 Bit oder grof3er sein. RSA Private Keys missen
mindestens 2048 Bit grof} sein.

o CA Bundle: Eine einzelne Datei, die die Zertifikate jeder Intermediate Emission Certificate Authority
(CA) enthalt. Die Datei sollte alle PEM-kodierten CA-Zertifikatdateien enthalten, die in der Reihenfolge
der Zertifikatskette verkettet sind.

4. Klicken Sie Auf Speichern.
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Die benutzerdefinierten Serverzertifikate werden fur alle nachfolgenden neuen Clientverbindungen
verwendet.

Wahlen Sie eine Registerkarte aus, um detaillierte Informationen zum StorageGRID-
Standardserverzertifikat oder zum hochgeladenen Zertifikat einer Zertifizierungsstelle anzuzeigen.

Nachdem Sie ein neues Zertifikat hochgeladen haben, lassen Sie bis zu einem Tag, bis alle
zugehorigen Alarme zum Ablauf des Zertifikats (oder altere Alarme) geldscht werden
kénnen.

5. Aktualisieren Sie die Seite, um sicherzustellen, dass der Webbrowser aktualisiert wird.

Wiederherstellen der Standard-Serverzertifikate fiir den Grid Manager und den Tenant Manager

Sie konnen auf die Verwendung der Standard-Serverzertifikate fur den Grid Manager und
den Tenant Manager zurlcksetzen.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Server-Zertifikate.

2. Klicken Sie im Abschnitt Schnittstellenserverzertifikat verwalten auf Standardzertifikate verwenden.

3. Klicken Sie im Bestatigungsdialogfeld auf OK.

Wenn Sie die Standardserverzertifikate wiederherstellen, werden die von Ihnen konfigurierten
benutzerdefinierten Serverzertifikatdateien geldéscht und kdnnen nicht vom System wiederhergestellt
werden. Die Standard-Serverzertifikate werden fiir alle nachfolgenden neuen Clientverbindungen
verwendet.

4. Aktualisieren Sie die Seite, um sicherzustellen, dass der Webbrowser aktualisiert wird.

Konfigurieren eines benutzerdefinierten Serverzertifikats fiir Verbindungen mit dem Speicherknoten
oder dem CLB-Dienst

Sie kdnnen das Serverzertifikat, das flur S3- oder Swift-Client-Verbindungen zum
Storage-Node oder zum CLB-Service (veraltet) auf Gateway-Node verwendet wird,
ersetzen. Das benutzerdefinierte Ersatzserverzertifikat ist speziell fir Ihr Unternehmen
bestimmit.

Uber diese Aufgabe

StandardmaRig wird jeder Speicherknoten ein X.509-Serverzertifikat ausgestellt, das von der Grid-CA signiert
wurde. Diese CA-signierten Zertifikate konnen durch ein einziges allgemeines benutzerdefiniertes
Serverzertifikat und den entsprechenden privaten Schlissel ersetzt werden.

Fur alle Speicherknoten wird ein einzelnes benutzerdefiniertes Serverzertifikat verwendet. Sie missen daher
das Zertifikat als Platzhalter- oder Multidomain-Zertifikat angeben, wenn Clients den Hostnamen bei der
Verbindung mit dem Speicherendpunkt Uberpriifen missen. Definieren Sie das benutzerdefinierte Zertifikat,
sodass es mit allen Speicherknoten im Raster tGbereinstimmt.

Nach Abschluss der Konfiguration auf dem Server missen Benutzer moglicherweise auch das Root-CA-

Zertifikat im S3- oder Swift-API-Client installieren, den sie flr den Zugriff auf das System verwenden, abhangig
von der Root Certificate Authority (CA), die Sie verwenden.

167



Um sicherzustellen, dass die Vorgange nicht durch ein ausgefallenes Serverzertifikat
unterbrochen werden, wird der Alarm Ablauf des Serverzertifikats fiir Storage API

@ Endpunkte und der Alarm Legacy Storage API Service Endpoints Certificate Expiry (SCEP)
ausgeldst, wenn das Root-Server-Zertifikat ablauft. Nach Bedarf kbnnen Sie die Anzahl der
Tage anzeigen, bis das aktuelle Service-Zertifikat ablauft, indem Sie Support > Tools > Grid
Topology auswahlen. Wahlen Sie dann primary Admin Node > CMN > Ressourcen aus.

Die benutzerdefinierten Zertifikate werden nur verwendet, wenn Clients Uber den veralteten CLB-Dienst auf
Gateway-Nodes eine Verbindung zu StorageGRID herstellen oder eine direkte Verbindung zu Storage-Nodes
herstellen. S3- oder Swift-Clients, die tiber den Load Balancer Service am Admin-Nodes oder Gateway-Nodes
eine Verbindung zu StorageGRID herstellen, verwenden das flir den Load Balancer-Endpunkt konfigurierte
Zertifikat.

@ Die Warnung Ablauf des Load Balancer-Endpunktzertifikats wird fir Load Balancer-
Endpunkte ausgel6st, die bald ablaufen.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Server-Zertifikate.

2. Klicken Sie im Abschnitt Serverzertifikat flir Objekt-Storage-API-Service-Endpunkte auf
Benutzerdefiniertes Zertifikat installieren.

3. Laden Sie die erforderlichen Serverzertifikatdateien hoch:
° Server-Zertifikat: Die benutzerdefinierte Server-Zertifikatdatei (. crt).

o Server Certificate Private Key: Die benutzerdefinierte Server Zertifikat private Schliissel Datei (
.key).

@ Private EC-Schlissel missen 224 Bit oder grofier sein. RSA Private Keys miissen
mindestens 2048 Bit grof3 sein.

o CA Bundle: Eine einzelne Datei, die die Zertifikate jeder Intermediate Emission Certificate Authority
(CA) enthalt. Die Datei sollte alle PEM-kodierten CA-Zertifikatdateien enthalten, die in der Reihenfolge
der Zertifikatskette verkettet sind.

4. Klicken Sie Auf Speichern.

Das benutzerdefinierte Serverzertifikat wird fiir alle nachfolgenden neuen API-Client-Verbindungen
verwendet.

Wahlen Sie eine Registerkarte aus, um detaillierte Informationen zum StorageGRID-
Standardserverzertifikat oder zum hochgeladenen Zertifikat einer Zertifizierungsstelle anzuzeigen.

Nachdem Sie ein neues Zertifikat hochgeladen haben, lassen Sie bis zu einem Tag, bis alle
zugehdrigen Alarme zum Ablauf des Zertifikats (oder altere Alarme) geléscht werden
koénnen.

5. Aktualisieren Sie die Seite, um sicherzustellen, dass der Webbrowser aktualisiert wird.

Verwandte Informationen

"S3 verwenden"

"Verwenden Sie Swift"
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"Konfigurieren von S3-API-Endpunkt-Domain-Namen"

Wiederherstellen der Standard-Serverzertifikate fiir die S3- und Swift-REST-API-Endpunkte

Sie konnen die Standardeinstellungen fur die S3- und Swift-REST-API-Endpunkte
verwenden.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Server-Zertifikate.

2. Klicken Sie im Abschnitt Serverzertifikat flir Objekt-Storage-API-Service-Endpunkte auf
Standardzertifikate verwenden.

3. Klicken Sie im Bestatigungsdialogfeld auf OK.
Wenn Sie die Standard-Serverzertifikate flr die Endpunkte der Objekt-Storage-API wiederherstellen,
werden die von Ihnen konfigurierten benutzerdefinierten Serverzertifikatdateien geldéscht und kénnen nicht

vom System wiederhergestellt werden. Die Standard-Serverzertifikate werden fiir alle nachfolgenden
neuen API-Client-Verbindungen verwendet.

4. Aktualisieren Sie die Seite, um sicherzustellen, dass der Webbrowser aktualisiert wird.

Das CA-Zertifikat des StorageGRID-Systems wird kopiert

StorageGRID verwendet eine interne Zertifizierungsstelle (Certificate Authority, CA) zur
Sicherung des internen Datenverkehrs. Dieses Zertifikat andert sich nicht, wenn Sie Ihre
eigenen Zertifikate hochladen.

Was Sie benétigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mUssen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Wenn ein benutzerdefiniertes Serverzertifikat konfiguriert wurde, sollten Client-Anwendungen den Server
anhand des benutzerdefinierten Serverzertifikats Uberprifen. Sie sollten das CA-Zertifikat nicht aus dem
StorageGRID-System kopieren.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Server-Zertifikate.

2. Wabhlen Sie im Abschnitt * Internes CA-Zertifikat* den gesamten Zertifikatstext aus.

Sie mussen Folgendes einschliefen - ---- BEGIN CERTIFICATE----- uUnd --—-- END
CERTIFICATE--—---— Wahlen Sie aus.
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Internal CA Certificate

StorageGRID uses an internal Certificate Authority (CA) to secure internal traffic. This cerificate does not change if you upload your own certificates

To export the internal CA certificate, copy all of the certificate text (starting with --——BEGIN CERTIFICATE and ending with END CERTIFICATE--—), and save itas a -pem file.

3. Klicken Sie mit der rechten Maustaste auf den ausgewahlten Text, und wahlen Sie Kopieren.

Subject DN: /C=US/ST=California/lL=Sunnyvale/O=NetApp Inc/OU=NetApp StorageGRID/CN=GPT

Certificate:’

| MIT ETjCCAzagAWIBAR T JAMIMBF 717 AKQMARGCSqGSTb3DQEBCWUAMHexCzATBENY

BAYTAIVTMRMwEQYDVOQTI EwpDYWxpZm9y bmLhMRIWEAYDVQOHEW] TdWSueXThbGUx
FDASBENVBAOTCAS51dEFwcCE ] bmMuMR swiGQYDVOQLExJ0ZXRBCHAgUZRvemF nZUdS

| SUQ=DDAKBgHVEBAMTAGAQVDAeFwayMDAZMDI yMDE2MDB 2 Fwdz0DAXMT cyMDE2MDBa

MHEXCZATBgNVEAY TALVTMRMWEQYDVQQI EwpDYWxpZmeybm L hMRIWEAYDVOQHEWLT
di5ueXZhbGUXFDASBEgNVBACTCE5 1dEFycCB IbmMuMR swGQYDVQQLEX JOZXRECHAS
U3RvemFnZUdSSUQ=DDAKBENVEBAMTABMQVDC CASTWDQY JKoZ ThwcNAQEBBQADEEEP
ADCCAQoCggEBANIULKF8my5k7 LTX1Kdn3Y290pGFeQLr8+81F x3RwPBoBakVixkb
@RhOLbZIp8hI+v8FHSI85701baMbNOey JdgVywGx0Z+EgXolUShEYK x5Y] /wueod
nkKeTzrhRWkTLBOIKdPVEXIYCKNTS5 1P jx2dssDasPoleqeZts4pfKutiugiGeqdy

| 5+2CSRIMN3KUARORUZOIMMVYo+P1SKIdP+YUWUMSE3KCCYISTINThz LKBYST200C
| pzfeXncg7ebd/B1kKmEbBibvaerscf+017w6z5kTVed4Qhx 1CkRSY ryHFahe TuniMgu

A4790hstcKFEq34lHkrsGatslizBRXm1gCvBCAWEARaDB3DCE2TABENVHO4EF QU

| FiTcKt210ccoen9sx4BDBR5TL gYwgakGA1UdIWSBoTCBNOAUTiTcKt210ccoenss
*4BDER5 T Lgahe6RSMHCxCzATBgNVBAYTAIVTHMRMWEQYDVOQIEwpDYWxpZmaybmlh

MRIWEAYDVQOHEw1 TdW5ueXZhbGUxFDASBENVBACTCO51dE Fuc CBIbmMuMR swGQYD
VQOLExJOZXRBcHAgU3RvemF nZUdSSUQXDDAKBENVBANTAGOVITIAMIMEF7i7AKD
MAWGAIUd EWQFMAMBAT BwDQY 1K 0ZThvcNAQE L BQADZSEBANNS v I1QaCs72Uz00N jpu
cZKaililQr452hoRjfSY3jKlu7+5Bh9A2PhgmusplgAlq55a7bE3+7Ye3TwstD1l
acbBaB3IuhlxvlpgSQYDVRSTYt04cKaSswongy+yyxoUBMTzneDFXGd4i4pr5+x5S

| /gecXiekopYzfUtKSuqfqjRqUsdFcSEdjp+adDqIBFSmOZXGvIYdlgBuyUjwgdin
109bBiH++AKCEIRBcgxg/BERZ0AGEAKmLBVvIHrIrxud/ /NCU3uSKatte862T+20
| I37X9GEzFtgnnhkXvo2BZ/0LyGeYbgiksadlnFU3VAIK21IVGHHLPAEBQBIx0hYeC

aHM=

4. Fugen Sie das kopierte Zertifikat in einen Texteditor ein.

5. Speichern Sie die Datei mit der Erweiterung . pem.

Beispiel: storagegrid certificate.pem

Konfigurieren von StorageGRID-Zertifikaten fiir FabricPool

Bei S3-Clients, die eine strenge Hostname-Validierung durchfuhren und keine strenge
Hostname-Validierung deaktivieren, z. B. ONTAP-Clients, die FabricPool verwenden,

G2

konnen Sie ein Serverzertifikat generieren oder hochladen, wenn Sie den Load Balancer-
Endpunkt konfigurieren.

Was Sie bendtigen

» Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

Wenn Sie einen Load Balancer-Endpunkt erstellen, kénnen Sie ein selbstsigniertes Serverzertifikat generieren

oder ein Zertifikat hochladen, das von einer bekannten Zertifizierungsstelle (CA) signiert ist. In
Produktionsumgebungen sollten Sie ein Zertifikat verwenden, das von einer bekannten Zertifizierungsstelle
signiert ist. Von einer Zertifizierungsstelle signierte Zertifikate kdnnen unterbrechungsfrei gedreht werden. Sie
sind auflerdem sicherer, weil sie einen besseren Schutz vor man-in-the-Middle-Angriffen bieten.

In den folgenden Schritten finden Sie allgemeine Richtlinien flir S3-Clients, die FabricPool verwenden. Weitere

Informationen und Verfahren finden Sie in den Anweisungen zum Konfigurieren von StorageGRID fir

FabricPool.
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@ Der separate Connection Load Balancer (CLB)-Service auf Gateway-Nodes ist veraltet und wird
nicht mehr fir die Verwendung mit FabricPool empfohlen.

Schritte

1. Konfigurieren Sie optional eine HA-Gruppe (High Availability, Hochverfigbarkeit) fir die Verwendung von
FabricPool.

2. Einen S3-Load-Balancer-Endpunkt fir FabricPool erstellen.

Wenn Sie einen HTTPS-Load-Balancer-Endpunkt erstellen, werden Sie aufgefordert, Ihr Serverzertifikat,
den privaten Zertifikatschlissel und das CA-Bundle hochzuladen.

3. Fugen Sie StorageGRID als Cloud-Tier in ONTAP bei.

Geben Sie den Endpunkt-Port des Load Balancer und den vollstandig qualifizierten Domanennamen an,
der im hochgeladenen CA-Zertifikat verwendet wird. Geben Sie dann das CA-Zertifikat ein.

Wenn eine Zwischenzertifizierungsstelle das StorageGRID-Zertifikat ausgestellt hat, missen

@ Sie das Zertifikat der Zwischenzertifizierungsstelle vorlegen. Wenn das StorageGRID-
Zertifikat direkt von der Root-CA ausgestellt wurde, missen Sie das Root-CA-Zertifikat
bereitstellen.

Verwandte Informationen

"Konfigurieren Sie StorageGRID flir FabricPool"

Erstellen eines selbstsignierten Serverzertifikats fiir die Managementoberflache

Sie kdnnen ein Skript verwenden, um ein selbstsigniertes Serverzertifikat fur
Management-API-Clients zu generieren, die eine strenge Hostnamen-Validierung
erfordern.

Was Sie bendtigen
» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.
* Sie miUssen die haben Passwords. txt Datei:

Uber diese Aufgabe

In Produktionsumgebungen sollten Sie ein Zertifikat verwenden, das von einer bekannten Zertifizierungsstelle
(CA) signiert ist. Von einer Zertifizierungsstelle signierte Zertifikate kdnnen unterbrechungsfrei gedreht werden.
Sie sind aullerdem sicherer, weil sie einen besseren Schutz vor man-in-the-Middle-Angriffen bieten.

Schritte
1. Ermitteln Sie den vollstandig qualifizierten Domanennamen (FQDN) jedes Admin-Knotens.

2. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
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Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
3. Konfigurieren Sie StorageGRID mit einem neuen selbstsignierten Zertifikat.
$ sudo make-certificate --domains wildcard-admin-node-fgdn --type management

° Fir --domains, Verwenden Sie Platzhalter, um die vollstandig qualifizierten Domanennamen aller
Admin-Knoten darzustellen. Beispiel: * .ui.storagegrid.example.com Verwendet den Platzhalter
* fUr die Darstellung adminl.ui.storagegrid.example.com Und
admin?.ui.storagegrid.example.com.

° Einstellen --type Bis management Zum Konfigurieren des Zertifikats, das von Grid Manager und
Tenant Manager verwendet wird.

o Die erstellten Zertifikate sind standardmaRig fir ein Jahr (365 Tage) gtiltig und miissen vor Ablauf neu
erstellt werden. Sie kdnnen das verwenden --days Argument zum Uberschreiben des
standardmafigen Gultigkeitszeitraums.

Die Glltigkeitsdauer eines Zertifikats beginnt, wenn make-certificate Wird

@ ausgefuhrt. Sie missen sicherstellen, dass der Management-API-Client mit der gleichen
Datenquelle wie StorageGRID synchronisiert wird. Andernfalls kann der Client das
Zertifikat ablehnen.
$ sudo make-certificate --domains *.ui.storagegrid.example.com --type

management --days 365

Die resultierende Ausgabe enthalt das 6ffentliche Zertifikat, das vom Management-API-Client bendtigt
wird.

4. Wahlen Sie das Zertifikat aus, und kopieren Sie es.

Geben Sie DIE START- und DAS ENDE-Tags in Ihre Auswahl ein.

5. Melden Sie sich von der Eingabeaufforderung-Shell ab. $ exit
6. Bestatigen Sie, dass das Zertifikat konfiguriert wurde:
a. Greifen Sie auf den Grid Manager zu.
b. Wahlen Sie Konfiguration > Server Certificates > Management Interface Server Certificate Aus.

7. Konfigurieren Sie den Management-API-Client so, dass er das oOffentliche Zertifikat verwendet, das Sie
kopiert haben. Geben Sie DIE START- und END-Tags an.

Konfigurieren von Speicher-Proxy-Einstellungen

Wenn Sie Plattform-Services oder Cloud Storage-Pools verwenden, konnen Sie einen
nicht transparenten Proxy zwischen Storage Nodes und den externen S3-Endpunkten
konfigurieren. Beispielsweise bendtigen Sie einen nicht transparenten Proxy, um
Meldungen von Plattformdiensten an externe Endpunkte, z. B. einen Endpunkt im
Internet, zu senden.

Was Sie bendtigen
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« Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe
Sie kdnnen die Einstellungen fiir einen einzelnen Speicherproxy konfigurieren.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Proxy-Einstellungen.

Die Seite Speicher-Proxy-Einstellungen wird angezeigt. StandardmaRig ist Storage im Sidebar-Men(
ausgewahilt.

Proxy Settings
Storage
Admin
2. Aktivieren Sie das Kontrollkastchen * Storage Proxy aktivieren®.

Die Felder zum Konfigurieren eines Speicher-Proxys werden angezeigt.

Storage Proxy Settings

If you are using platform services or Cloud Storage Pools, you can configure a non-transparent proxy server hetween Storage Modes and the external 53 endpoinis.
Enable Storage Proxy v
Protocol HTTP SOCKS5
Hostname

Port (optional)

3. Wahlen Sie das Protokoll fur den nicht-transparenten Speicher-Proxy aus.
4. Geben Sie den Hostnamen oder die IP-Adresse des Proxy-Servers ein.

5. Geben Sie optional den Port ein, der fur die Verbindung mit dem Proxyserver verwendet wird.

Sie konnen dieses Feld leer lassen, wenn Sie den Standardport flr das Protokoll verwenden: 80 fir HTTP
oder 1080 fir SOCKSS5.

6. Klicken Sie Auf Speichern.

Nach dem Speichern des Storage-Proxy kénnen neue Endpunkte fir Plattformservices oder Cloud-
Storage-Pools konfiguriert und getestet werden.

@ Anderungen an Proxy kénnen bis zu 10 Minuten in Anspruch nehmen.

7. Uberpriifen Sie die Einstellungen Ihres Proxy-Servers, um sicherzustellen, dass fiir den Plattformdienst
bezogene Nachrichten von StorageGRID nicht blockiert werden.
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Nachdem Sie fertig sind

Wenn Sie einen Speicher-Proxy deaktivieren mdchten, deaktivieren Sie das Kontrollkastchen Storage Proxy
aktivieren und klicken Sie auf Speichern.

Verwandte Informationen
"Networking und Ports fir Plattform-Services"

"Objektmanagement mit ILM"

Konfigurieren von Administrator-Proxy-Einstellungen

Wenn Sie AutoSupport-Meldungen uber HTTP oder HTTPS senden, kdnnen Sie einen
nicht transparenten Proxy-Server zwischen Admin-Knoten und dem technischen Support
(AutoSupport) konfigurieren.

Was Sie benétigen

+ Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe
Sie kénnen die Einstellungen fir einen einzigen Admin-Proxy konfigurieren.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Proxy-Einstellungen.

Die Seite Admin Proxy Settings wird angezeigt. StandardmaRig ist Storage im Sidebar-Menl ausgewahit.

2. Wahlen Sie im Sidebar-Menu die Option Admin.

Proxy Settings
Storage

Admin

3. Aktivieren Sie das Kontrollkastchen * Admin Proxy aktivieren*.
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Admin Proxy Settings

Ifyou send AutoSupport messages using HTTPS or HTTE, you can configure a non-transparent proxy server between Admin Modes and technical support.

Enable Admin Proxy r

Hostname Mmyproxy example.com
Port 8080
Username (optional} root
Password (optional) ssesssse

. Geben Sie den Hostnamen oder die IP-Adresse des Proxy-Servers ein.

5. Geben Sie den Port ein, der fur die Verbindung mit dem Proxy-Server verwendet wird.

. Geben Sie optional den Proxy-Benutzernamen ein.

Lassen Sie dieses Feld leer, wenn |hr Proxy-Server keinen Benutzernamen bendtigt.
. Geben Sie optional das Proxy-Kennwort ein.

Lassen Sie dieses Feld leer, wenn |hr Proxy-Server kein Passwort benétigt.

. Klicken Sie Auf Speichern.

Nachdem der Admin-Proxy gespeichert wurde, wird der Proxy-Server zwischen Admin-Nodes und dem
technischen Support konfiguriert.

@ Anderungen an Proxy kénnen bis zu 10 Minuten in Anspruch nehmen.

. Wenn Sie den Proxy deaktivieren mochten, deaktivieren Sie das Kontrollkastchen Admin Proxy
aktivieren und klicken Sie auf Speichern.

Verwandte Informationen

"Angeben des Protokolls fur AutoSupport Meldungen"

Verwalten von Richtlinien fur die Verkehrsklassifizierung

Zur Verbesserung lhrer QoS-Angebote (Quality of Service) kdnnen Sie Richtlinien zur
Traffic-Klassifizierung erstellen, um verschiedene Arten von Netzwerkverkehr zu
identifizieren und zu Uberwachen. Diese Richtlinien unterstutzen die Begrenzung und das
Monitoring des Datenverkehrs.

Richtlinien zur Traffic-Klassifizierung werden auf Endpunkte im StorageGRID Load Balancer Service fur
Gateway-Knoten und Admin-Nodes angewendet. Zum Erstellen von Richtlinien fir die Verkehrsklassifizierung
mussen Sie bereits Load Balancer Endpunkte erstellt haben.
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Passende Regeln und optionale Grenzen

Jede Traffic-Klassifizierungsrichtlinie enthalt mindestens eine Gbereinstimmende Regel, um den
Netzwerkverkehr zu identifizieren, der mit einer oder mehreren der folgenden Einheiten in Verbindung steht:
* Buckets
* Mandanten
» Subnetze (IPv4-Subnetze, in denen der Client enthalten ist)
» Endpunkte (Load Balancer Endpunkte)
StorageGRID Uberwacht den Datenverkehr, der mit allen Regeln innerhalb der Richtlinie im Einklang mit den
Zielen der Regel steht. Jeder Traffic, der einer Richtlinie entspricht, wird von dieser Richtlinie Gbernommen.

Umgekehrt kdnnen Sie Regeln festlegen, die mit dem gesamten Verkehr Ubereinstimmen, aul3er einer
angegebenen Einheit.

Optional kénnen Sie Obergrenzen fiir eine Richtlinie auf Basis der folgenden Parameter festlegen:

* Aggregat-Bandbreite In

» Horizontale Aggregatbandbreite

* Gleichzeitige Leseanforderungen

» Anforderungen Fir Gleichzeitige Schreibvorgange
» Bandbreite Pro Anfrage In

» Bandbreitenausforderung Pro Anfrage

* Leseanforderungsrate

» Schreibanforderungen-Rate

Sie konnen Richtlinien erstellen, um die aggregierte Bandbreite zu begrenzen oder die
Bandbreite nach Bedarf zu begrenzen. StorageGRID kann jedoch nicht beide Bandbreitenarten

@ gleichzeitig einschranken. Eine Einschrankung der Bandbreite im Aggregat kann eine
zusatzliche geringflgige Auswirkung auf die Performance des nicht begrenzten Datenverkehrs
haben.

Traffic-Beschrankung

Wenn Sie Traffic-Klassifizierungsrichtlinien erstellt haben, ist der Datenverkehr entsprechend der von lhnen
festgelegten Regeln und Grenzen begrenzt. Bei Bandbreitenbeschrankungen oder -Anforderungen werden die
Anforderungen mit der von |Ihnen festgelegten Rate in- oder Out-Streaming Gbertragen. StorageGRID kann nur
eine Geschwindigkeit erzwingen. Daher ist die jeweils spezifischste Richtlinienabgleiche nach Matcher-Typ
erzwungen. Bei allen anderen Grenzwerttypen werden Clientanforderungen um 250 Millisekunden verzdgert
und bei Anfragen, die die Ubereinstimmende Richtlinienbegrenzung tberschreiten, eine langsame Antwort von
503 erhalten.

Im Grid Manager kénnen Sie Traffic-Diagramme anzeigen und tberprifen, ob die Richtlinien die von lhnen
erwarteten Verkehrsgrenzen durchsetzen.

Verwendung von Richtlinien fiir die Verkehrsklassifizierung mit SLAs

Sie kdnnen Richtlinien fir die Traffic-Klassifizierung in Verbindung mit Kapazitatsgrenzen und Datensicherung
verwenden, um Service Level Agreements (SLAs) durchzusetzen, die Besonderheiten bei Kapazitat,
Datensicherung und Performance bieten.
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Pro Load Balancer werden Einschrankungen fur die Verkehrsklassifizierung implementiert. Wenn der
Datenverkehr gleichzeitig auf mehrere Load Balancer verteilt wird, sind die maximalen Raten ein Vielfaches
der von lhnen angegebenen Ratenlimits.

Das folgende Beispiel zeigt drei SLA-Tiers. Sie kdnnen Traffic-Klassifizierungsrichtlinien erstellen, um die
Performance-Ziele jeder SLA-Ebene zu erreichen.

Service Level- Kapazitat Datensicherung Leistung Kosten
Ebene
Gold 1 PB Speicherplatz 3 ILM-Regel fir 25 K Anfragen/Sek. Kosten pro Monat
zulassig Kopien
5 GB/s (40 Gbit/s)
Bandbreite
Silber 250 TB ILM-Regel fur 2 10 K Anfragen/Sek. Kosten pro Monat
Speicherplatz Kopien
zulassig 1.25 GB/s (10
Gbit/s) Bandbreite
Bronze 100 TB ILM-Regel fir 2 5 K Anfragen/Sek. Kosten pro Monat
Speicherplatz Kopien
zulassig 1 GB/s (8 Gbit/s)

Bandbreite

Erstellen von Richtlinien zur Verkehrsklassifizierung

Sie erstellen Traffic-Klassifizierungsrichtlinien, wenn Sie den Netzwerkverkehr nach
Bucket, Mandanten, IP-Subnetz oder Load Balancer-Endpunkt Giberwachen und optional
begrenzen mdchten. Optional kdnnen Sie Obergrenzen fur eine Richtlinie basierend auf
der Bandbreite, der Anzahl gleichzeitiger Anfragen oder der Anfragerate festlegen.

Was Sie bendtigen

« Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
« Sie missen Uber die Berechtigung Root Access verfigen.
+ Sie missen alle Load Balancer-Endpunkte erstellt haben, die libereinstimmen sollen.

» Sie mussen alle Mandanten erstellt haben, denen Sie entsprechen mdchten.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Verkehrsklassifizierung.

Die Seite Richtlinien zur Klassifizierung von Verkehrsdaten wird angezeigt.
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Traffic Classification Policies

Traffic classification policies can be used to identify netwark traffic for metrics reporting and optional traffic limiting.

|: Create_! # Edit | | % Remove | | M Metncs
Name Description

Mo policies fourd.

2. Klicken Sie Auf Erstellen.

Das Dialogfeld Richtlinie zur Verkehrsklassifizierung erstellen wird angezeigt.

3.

178

Create Traffic Classification Policy
Policy
Name @

Crescription
Matching Rules

Traffic that matches any rule is included in the policy,

| T Ar— e ¢ Remove

Type Inverse Match Match Value

Mo matching rules fournd,
Limits (Optional)

Type Value Units

Mo limits fournd.

Geben Sie im Feld Name einen Namen fir die Richtlinie ein.

Geben Sie einen beschreibenden Namen ein, damit Sie die Richtlinie erkennen konnen.



4. Fugen Sie optional eine Beschreibung fir die Richtlinie im Feld Beschreibung hinzu.

Beschreiben Sie beispielsweise, auf welche Weise diese Richtlinie zur Klassifizierung von Verkehrsdaten
zutrifft und welche Begrenzung sie hat.

5. Erstellen Sie eine oder mehrere passende Regeln fir die Richtlinie.

Die Ubereinstimmenden Regeln steuern, welche Einheiten von dieser Traffic-Klassifizierungsrichtlinie
betroffen sein werden. Wahlen Sie beispielsweise Tenant aus, wenn diese Richtlinie auf den
Netzwerkverkehr flr einen bestimmten Mandanten angewendet werden soll. Oder wahlen Sie Endpunkt
aus, wenn diese Richtlinie auf den Netzwerkverkehr auf einem bestimmten Load Balancer-Endpunkt
angewendet werden soll.

a. Klicken Sie im Abschnitt passende Regeln auf Erstellen.

Das Dialogfeld ,passende Regel erstellen“ wird angezeigt.

Create Matching Rule

Matching Rules

Type @ — Choose One — v
Match Value @ Choose type before providing match value

InverseMatch @ [

=

b. Wahlen Sie im Dropdown-MenU Typ den Typ der Entitat aus, die in die Ubereinstimmende Regel
aufgenommen werden soll.

c. Geben Sie im Feld Match-Wert einen Match-Wert basierend auf dem gewahlten Entitatstyp ein.

Bucket: Geben Sie einen Bucket-Namen ein.

Bucket-Regex: Geben Sie einen regularen Ausdruck ein, der fiir eine Reihe von Bucket-Namen
verwendet wird.

Der regulare Ausdruck ist nicht verankert. Verwenden Sie den *-Anker, um am Anfang des Bucket-
Namens zu entsprechen, und verwenden Sie den €-Anker, um am Ende des Namens zu
entsprechen.

CIDR: Geben Sie ein IPv4-Subnetz in CIDR-Notation ein, das dem gewlinschten Subnetz
entspricht.

Endpunkt: Wahlen Sie einen Endpunkt aus der Liste der vorhandenen Endpunkte aus. Dies sind
die Load Balancer Endpunkte, die Sie auf der Seite Load Balancer Endpoints definiert haben.

Mandant: Wahlen Sie einen Mandanten aus der Liste der bestehenden Mandanten aus. Die
Zuordnung von Mandanten basiert auf dem Besitz des Buckets, auf dem zugegriffen wird. Der
anonyme Zugriff auf einen Bucket entspricht dem Mandanten, der den Bucket besitzt.
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d. Wenn Sie dem gesamten Netzwerkverkehr au8er Traffic entsprechen méchten, der mit dem gerade
definierten Typ- und Vergleichswert Gbereinstimmt, aktivieren Sie das Kontrollkastchen inverse.
Lassen Sie andernfalls das Kontrollkastchen nicht ausgewahlt.

Wenn diese Richtlinie beispielsweise auf alle Endpunkte des Load Balancer angewendet werden soll,
geben Sie den zu ausgeschlossenen Endpunkt fir den Load Balancer an und wahlen Sie Inverse aus.

Bei einer Richtlinie, die mehrere Matriken enthalt, bei denen mindestens eine inverse
@ Matrix ist, sollten Sie darauf achten, keine Richtlinie zu erstellen, die allen
Anforderungen entspricht.

e. Klicken Sie Auf Anwenden.

Die Regel wird erstellt und in der Tabelle Abpassende Regeln aufgefiihrt.

|+ Create || # Edit|| X Remove |

Type Inverse Match Match Value
= Bucket Regex v conirokid+

Dispiayimg 1 matching rule.
Limits (Optional)

i-[- Cr&ate_| # Edi || % Remove

Type Value Uinits

No limits found.

(=]
a. Wiederholen Sie diese Schritte fiir jede Regel, die Sie fur die Richtlinie erstellen mdchten.
@ Datenverkehr, der einer Regel entspricht, wird von der Richtlinie Gbernommen.

6. Optional kdnnen Grenzen fiir die Richtlinie erstellt werden.

@ Selbst wenn Sie keine Grenzen erstellen, sammelt StorageGRID Metriken, sodass Sie den
Netzwerk-Traffic, der der Richtlinie entspricht, Gberwachen kénnen.

a. Klicken Sie im Abschnitt Limits auf Erstellen.

Das Dialogfeld Limit erstellen wird angezeigt.
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Create Limit

Limits {Optional)

Type @ - Choose One - W |

Aggregate rate limits in use. Perrequest rate
limits are not available. ©

Value &

B3

b. Wahlen Sie im Dropdown-Menl Typ den Grenzwert aus, den Sie auf die Richtlinie anwenden méchten.

In der folgenden Liste bezieht sich in auf Datenverkehr von S3- oder Swift-Clients auf den
StorageGRID-Load-Balancer, und out bezieht sich auf den Datenverkehr vom Load Balancer auf S3-
oder Swift-Clients.

Aggregat-Bandbreite In

Horizontale Aggregatbandbreite

Gleichzeitige Leseanforderungen

Anforderungen Fir Gleichzeitige Schreibvorgange
Bandbreite Pro Anfrage In
Bandbreitenausforderung Pro Anfrage
Leseanforderungsrate

Schreibanforderungen-Rate

Sie kdnnen Richtlinien erstellen, um die aggregierte Bandbreite zu begrenzen oder
die Bandbreite nach Bedarf zu begrenzen. StorageGRID kann jedoch nicht beide

@ Bandbreitenarten gleichzeitig einschranken. Eine Einschrankung der Bandbreite im
Aggregat kann eine zusatzliche geringfligige Auswirkung auf die Performance des
nicht begrenzten Datenverkehrs haben.

Bei Bandbreitenbeschrankungen wendet StorageGRID die Richtlinie an, die der jeweils
festgelegten Grenzwertart am besten entspricht. Wenn Sie beispielsweise eine Richtlinie haben,
die Datenverkehr in nur eine Richtung begrenzt, ist der Datenverkehr in die entgegengesetzte
Richtung unbegrenzt, selbst wenn der Datenverkehr mit zusatzlichen Richtlinien mit
Bandbreitenbeschrankungen tbereinstimmt. StorageGRID implementiert ,Best”-
Ubereinstimmungen fiir Bandbreiteneinschrankungen in der folgenden Reihenfolge:

= Exakte IP-Adresse (/32-Maske)

= Exakter Bucket-Name

= Eimer-Regex

= Mandant
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= Endpunkt
= Nicht exakte CIDR-Ubereinstimmungen (nicht /32)
» Umgekehrte Ubereinstimmungen

c. Geben Sie im Feld Wert einen numerischen Wert fir den gewahlten Grenzwert ein.
Die erwarteten Einheiten werden angezeigt, wenn Sie ein Limit auswahlen.
d. Klicken Sie Auf Anwenden.

Die Begrenzung wird erstellt und in der Grenzwertetabelle aufgelistet.

|+ Create || # Edit || % Remove |

Type Inverse Match Match Value
®=  Bucket Regex e control-id+

Displaying 1 matching rule.

Limits (Optional)

|-|- Create | | # Edrt_l| ® Aemove !

Type Value Uinits
= Aggregate Bandwidth Cut 10000000000 Bytes/Second

Displaying 1 limit.

=l
e. Wiederholen Sie diese Schritte fur jedes Limit, das Sie der Richtlinie hinzufiigen mochten.
Wenn Sie beispielsweise ein Bandbreitenlimit von 40 Gbit/s fur eine SLA-Ebene erstellen moéchten,

erstellen Sie eine aggregierte Bandbreitennutzung und ein Bandbreitenlimit und legen Sie jede auf 40
Gbit/s fest.

@ Um Megabyte pro Sekunde in Gigabit pro Sekunde zu konvertieren, multiplizieren Sie mit
acht. Beispielsweise entspricht 125 MB/s 1,000 Mbit/s oder 1 Gbit/s.

7. Wenn Sie mit dem Erstellen von Regeln und Grenzen fertig sind, klicken Sie auf Speichern.

Die Richtlinie wird gespeichert und in der Tabelle ,Richtlinien zur Klassifizierung von Verkehrsdaten®
aufgefuhrt.
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Traffic Classification Policies

Traffic classification policies can be used to identify nedwork tfraffic for metrics reporting and opfional traffic limiting.

|4 create || # Edit| | % Remave | |y Metrics |
< L | | el |

Name Description 18]
ERP Traffic Conirol Manage ERP fraffic into the grid cd8afbcT-n8be-4208-D6f3-Teda79%e2c574
*  Fabric Pools Monitor Fabric Pools 223b0chb-6068-4646-b32d-7665bddcRo4b

Displaying 2 trafiic classification policies.

Der S3- und Swift-Client-Traffic wird nun gemaf den Traffic-Klassifizierungsrichtlinien gehandhabt. Sie
kénnen Verkehrsdiagramme anzeigen und Uberprifen, ob die Richtlinien die von Ihnen erwarteten
Verkehrsgrenzwerte durchsetzen.

Verwandte Informationen

"Managen des Lastausgleichs"

"Anzeigen von Metriken zum Netzwerkverkehr"

Bearbeiten einer Traffic-Klassifizierungsrichtlinie

Sie konnen eine Traffic-Klassifizierungsrichtlinie bearbeiten, um ihren Namen oder ihre
Beschreibung zu andern oder um Regeln oder Grenzen fur die Richtlinie zu erstellen, zu
bearbeiten oder zu l6schen.

Was Sie bendétigen
+ Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie missen Uber die Berechtigung Root Access verfiugen.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Verkehrsklassifizierung.

Die Seite Richtlinien zur Klassifizierung von Verkehrsdaten wird angezeigt, und die vorhandenen
Richtlinien sind in der Tabelle aufgefihrt.

Traffic Classification Policies

Traffic classification policies can be used to identify nedtwoark fraffic for metrics reporting and opfional traffic limiting.

¥ Creale || # Edit| | % Remove | | Jy Metiics |
1 | | am ]

Name Description 1D
ERP Traffic Conirol Manage ERFP trafiic into the grid cd9aibc7-pB5e-4208-D6I8-TedarYe2csTd
*  Fabric Pools Monitor Fabric Pools 223p0chb-6968-4646-b32d-7665bddc294b

Displaying 2 trafiic classification policies.

2. Wahlen Sie das Optionsfeld links neben der Richtlinie, die Sie bearbeiten méchten.
3. Klicken Sie Auf Bearbeiten.

Das Dialogfeld Richtlinie zur Klassifizierung von Datenverkehr bearbeiten wird angezeigt.
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"

Edit Traffic Classification Policy "Fabric Pools
Policy
Mame € Fabric Pools

Description (opfional) Monitor Fabric Poals

Matching Rules

Traffic that maiches any rule ig included in the policy

|+ Create || # Edit|| X Remove

Type Inverse Match Match Value
LEE o515 72 10:10:152.0/24

Displaying 1 matching rule.

Limits (Optional)

|4 Create | | # Edii | % Rem
Type Value Units

No limits found.

=13

4. Erstellen, Bearbeiten oder Entfernen Gbereinstimmender Regeln und Grenzen nach Bedarf.

a. Um eine Ubereinstimmende Regel oder ein entsprechendes Limit zu erstellen, klicken Sie auf Erstellen
und befolgen Sie die Anweisungen zum Erstellen einer Regel oder zum Erstellen eines Limits.

b. Um eine passende Regel oder Grenze zu bearbeiten, wahlen Sie die Optionsschaltflache fiir die Regel
oder das Limit aus, klicken Sie im Abschnitt passende Regeln oder im Abschnitt Grenzen auf
Bearbeiten und befolgen Sie die Anweisungen zum Erstellen einer Regel oder zum Erstellen eines
Limits.

c. Um eine passende Regel oder Begrenzung zu entfernen, wahlen Sie die Optionsschaltflache fir die
Regel oder die Begrenzung aus, und klicken Sie auf Entfernen. Klicken Sie dann auf OK, um zu
bestatigen, dass Sie die Regel oder das Limit entfernen mdchten.

5. Wenn Sie mit dem Erstellen oder Bearbeiten einer Regel oder eines Limits fertig sind, klicken Sie auf
Anwenden.

6. Wenn Sie mit der Bearbeitung der Richtlinie fertig sind, klicken Sie auf Speichern.
Die an der Richtlinie vorgenommenen Anderungen werden gespeichert, und der Netzwerkverkehr wird nun
gemal den Richtlinien zur Klassifizierung von Verkehrsmeldungen verarbeitet. Sie kénnen

Verkehrsdiagramme anzeigen und Uberprifen, ob die Richtlinien die von lhnen erwarteten
Verkehrsgrenzwerte durchsetzen.
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Loschen einer Traffic-Klassifizierungsrichtlinie
Wenn Sie keine Traffic-Klassifizierungsrichtlinie mehr bendétigen, kdnnen Sie sie I6schen.

Was Sie bendtigen

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber die Berechtigung Root Access verfiigen.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Verkehrsklassifizierung.

Die Seite Richtlinien zur Klassifizierung von Verkehrsdaten wird angezeigt, und die vorhandenen
Richtlinien sind in der Tabelle aufgefihrt.

Traffic Classification Policies

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

i_:|- Create || 7 Edit| | % Remove | | Ja Metrics |

Name Description 18]
ERP Traffic Contral Manage ERP trafiic into the grid cd9afbc7-DEhe-4208-b6fa-TedarT9e 20574
*  Fabric Fools Menitor Fabric Pools 223h0chb-6968-4646-b32d-7665bddca g4

Displaying 2 traffic classification policies.

2. Wahlen Sie das Optionsfeld links neben der Richtlinie, die Sie [6schen méchten.
3. Klicken Sie Auf Entfernen.

Ein Warndialogfeld wird angezeigt.

A Warning

Delete Policy

Are you sure you want to delete the policy "Fabric Pools"?

[e]

4. Klicken Sie auf OK, um zu bestatigen, dass Sie die Richtlinie Id6schen méchten.

Die Richtlinie wird geléscht.

Anzeigen von Metriken zum Netzwerkverkehr

Sie kdnnen den Netzwerkverkehr Uberwachen, indem Sie die Diagramme aufrufen, die
auf der Seite Richtlinien zur Klassifizierung von Verkehrsmeldungen verfligbar sind.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
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« Sie mlssen Uber die Berechtigung Root Access verfugen.

Uber diese Aufgabe

Fir alle vorhandenen Traffic-Klassifizierungsrichtlinien kdnnen Sie Kennzahlen fir den Load Balancer-Service
anzeigen, um festzustellen, ob die Richtlinie den Datenverkehr im Netzwerk erfolgreich einschrankt. Anhand
der Daten in den Diagrammen kdnnen Sie bestimmen, ob Sie die Richtlinie anpassen missen.

Auch wenn fur eine Richtlinie zur Klassifizierung von Datenverkehr keine Grenzen gesetzt wurden, werden
Kennzahlen erfasst und die Diagramme bieten nutzliche Informationen zum Verstandnis von Verkehrstrends.

Schritte
1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Verkehrsklassifizierung.

Die Seite Richtlinien zur Klassifizierung von Verkehrsdaten wird angezeigt, und die vorhandenen
Richtlinien sind in der Tabelle aufgefihrt.

Traffic Classification Policies

Traffic classification policies can be used to identify netwark fraffic for metrics reporting and opfional traffic limiting.

|+ Create || # Edit || % Remove ||y Wetics |

Name Description 18]
ERF Traffic Control Manage ERF traffic into the grid cd8afbcT-p8he-4208-b6f3-Te8a79e2c574
* Fabric Fools Monitor Fabric Pools 223h0chb-6968-4646-b32d-7665bddca 94

Displaying 2 traffic classification policies.
2. Wahlen Sie das Optionsfeld links neben der Richtlinie, fir die Sie Metriken anzeigen mochten.
3. Klicken Sie Auf Metriken.
Es wird ein neues Browserfenster gedffnet, und die Diagramme der Richtlinie zur Klassifizierung von
Datenverkehr werden angezeigt. Die Diagramme zeigen Metriken nur flr den Datenverkehr an, der mit der

ausgewahlten Richtlinie Gbereinstimmt.

Sie kénnen andere Richtlinien auswahlen, die Sie anzeigen méchten, indem Sie das Pulldown-Meni
Policy verwenden.
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Die folgenden Diagramme sind auf der Webseite enthalten.

> Load Balancer Request Traffic: Dieses Diagramm liefert einen 3-minttigen Moving Average des
Durchsatzes von Daten, die zwischen Load Balancer Endpunkten und den Clients, die die
Anforderungen bearbeiten, in Bits pro Sekunde Ubertragen werden.

o Abschlusssatz fir Lastbalancer-Anfragen: Dieses Diagramm bietet einen 3-minltigen Moving-
Durchschnitt der Anzahl der abgeschlossenen Anfragen pro Sekunde, aufgeschlisselt nach
Anforderungstyp (GET, PUT, HEAD, DELETE). Dieser Wert wird aktualisiert, wenn die Kopfzeilen einer
neuen Anfrage validiert wurden.

o Fehlerantwortzrate: Dieses Diagramm zeigt einen 3-minltigen Moving Average der Anzahl der an
Kunden pro Sekunde zuriickgegebenen Fehlerantworten, aufgeschliisselt nach dem Fehlercode.

o Durchschnittliche Anfragedauer (nicht-Fehler): Dieses Diagramm bietet einen 3-minitigen Moving
Average of Request durations, aufgeschlisselt nach Anforderungstyp (GET, PUT, HEAD, DELETE).
Jede Anforderungsdauer beginnt, wenn eine Anforderungs-Kopfzeile vom Lastbalancer-Dienst
analysiert wird und endet, wenn der vollstandige Antwortkdrper an den Client zuriickgesendet wird.

o Schreibanforderungsrate nach ObjektgroRe: Diese Heatmap bietet einen Moving Average von 3
Minuten fir die Geschwindigkeit, mit der Schreibanforderungen basierend auf ObjektgréRe
abgeschlossen werden. In diesem Zusammenhang beziehen sich Schreibanforderungen nur auf PUT-
Anforderungen.

o Leseanforderungsrate nach Objektgrofie: Dieser Heatmap bietet einen 3-minltigen Moving-
Durchschnitt der Rate, mit der Leseanforderungen anhand der ObjektgroRRe abgeschlossen werden. In
diesem Zusammenhang beziehen sich Leseanforderungen nur auf ANFORDERUNGEN, DIE
ABGERUFEN werden sollen. Die Farben in der Heatmap zeigen die relative Frequenz einer
Objektgrofke innerhalb eines einzelnen Diagramms an. Die kihleren Farben (z. B. violett und blau)
zeigen niedrigere relative Raten an, und die warmeren Farben (z. B. Orange und Rot) zeigen hdhere
relative Raten an.

4. Bewegen Sie den Cursor Uber ein Liniendiagramm, um ein Popup-Fenster mit Werten auf einem
bestimmten Teil des Diagramms anzuzeigen.
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Load Balancer Request Completion Rate ~

(2]
=]
=]

2020-03-30 21:29:30
=Total: 275
=PUT: 275

Requests per second

21:22 21:2 21:26 21:28 21:32 21:34 21:36 2138 21:40 21:42

= Total == PUT

5. Bewegen Sie den Mauszeiger Uber eine Heatmap, um ein Popup-Fenster mit Datum und Uhrzeit der
Probe, Objektgréfien, die in die Anzahl aggregiert werden, und die Anzahl der Anfragen pro Sekunde in
diesem Zeitraum anzuzeigen.

Write Request Size -

6. Verwenden Sie das Pull-down-Men( Policy oben links, um eine andere Richtlinie auszuwahlen.
Die Diagramme fir die ausgewahlte Richtlinie werden angezeigt.

7. Alternativ kdnnen Sie Uber das Menu * Support* auf die Diagramme zugreifen.
a. Wahlen Sie Support > Tools > Metriken.
b. Wahlen Sie im Abschnitt Grafana der Seite die Option Traffic Classification Policy aus.

c. Wahlen Sie die Richtlinie aus der Dropdown-Liste oben links auf der Seite aus.

Richtlinien fir die Verkehrsklassifizierung werden anhand ihrer ID identifiziert. Richtlinien-IDs sind auf
der Seite Richtlinien zur Klassifizierung von Verkehrsdaten aufgefihrt.

8. Analysieren Sie die Diagramme, um zu ermitteln, wie oft die Richtlinie den Datenverkehr einschrankt und
ob Sie die Richtlinie anpassen mussen.

Verwandte Informationen

"Monitor Fehlerbehebung”

Was sind Verbindungskosten

Durch die Verbindungskosten kdnnen Sie festlegen, welcher Datacenter-Standort einen
angeforderten Service bereitstellt, wenn zwei oder mehr Datacenter-Standorte vorhanden
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sind. Sie kdnnen die Verbindungskosten anpassen, um die Latenz zwischen Standorten
reflektieren.

* Die Link-Kosten werden verwendet, um Prioritaten zu setzen, welche Objektkopie fir die Bearbeitung von
Objektabrufungen verwendet wird.

* Die Link-Kosten werden von der Grid-Management-API und der Mandanten-Management-API verwendet,
um festzustellen, welche internen StorageGRID-Services verwendet werden sollen.

* Die Verbindungskosten werden vom CLB-Service auf Gateway-Knoten zur direkten Verbindung von Clients
genutzt.

@ Der CLB-Service ist veraltet.

Das Diagramm zeigt ein drei Standortraster mit Verbindungskosten, die zwischen Standorten konfiguriert sind:

—DC1 —DC2

GrigNoaes | F 'Grd Nodes

—DC3

25

» Der CLB-Service auf Gateway-Knoten verteilt Client-Verbindungen gleichermalen auf alle Storage-Nodes
am selben Datacenter-Standort und an beliebige Datacenter-Standorte mit einem Linkskosten von 0.

Im Beispiel verteilt ein Gateway-Node am Datacenter-Standort 1 (DC1) Client-Verbindungen gleichmafig
auf Storage-Nodes an DC1 und Storage Nodes an DC2. Ein Gateway-Node bei DC3 sendet Client-
Verbindungen nur zu Storage-Nodes an DC3.

» Beim Abrufen eines Objekts, das als mehrere replizierte Kopien vorhanden ist, ruft StorageGRID die Kopie
im Datacenter ab, das die niedrigsten Verbindungskosten bietet.

Wenn eine Client-Anwendung an DC2 ein Objekt abruft, das sowohl an DC1 als auch an DC3 gespeichert
ist, wird das Objekt von DC1 abgerufen, da die Verbindungskosten von DC1 bis D2 0 sind, was niedriger
ist als die Verbindungskosten von DC3 nach DC2 (25).

Verbindungskosten sind willkirliche relative Zahlen ohne spezifische Maleinheit. So werden beispielsweise
die Linkkosten von 50 weniger bevorzugt genutzt als eine Linkkosten von 25. In der Tabelle sind die haufig
verwendeten Verbindungskosten aufgefiihrt.
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Verlinken Verbindungskosten

Zwischen physischen 25 (Standard)
Datacenter-Standorten zu

wechseln

Zwischen logischen 0

Datacenter-Standorten
am selben physischen
Standort

Verwandte Informationen

"Wie der Lastenausgleich funktioniert - CLB-Service"

Verbindungskosten werden aktualisiert

Hinweise

Uber WAN-Verbindung verbundene Datacenter.

Logische Rechenzentren befinden sich in demselben
physischen Gebaude oder Campus, das Uber ein LAN
verbunden ist.

Sie kdnnen die Verbindungskosten zwischen Datacenter-Standorten aktualisieren, um die

Latenz zwischen Standorten wiederzugeben.

Was Sie benotigen

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mUssen uber die Berechtigung fur die Konfiguration der Seite fur die Grid-Topologie verfligen.

Schritte

1. Wahlen Sie Konfiguration > Netzwerkeinstellungen > Verbindungskosten.

Link Cost

Updated: 2021-03-20 12:28:41 EDT
Site Names (1-20f2) "4
Site ID Site Name Actions
10 Data Center 1 V4
20 Data Center 2 V4
Show| 50 v |Records Per Page Refresh
Link Costs

Link Destination

Link Source 10 20 Actions

Apply Changes ‘

2. Wahlen Sie eine Website unter Link Source aus, und geben Sie unter Link Destination einen Kostenwert

zwischen 0 und 100 ein.

Sie kdnnen die Verbindungskosten nicht andern, wenn die Quelle mit dem Ziel identisch ist.
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Um Anderungen abzubrechen, klicken Sie auf ) Zuriicksetzen.

3. Klicken Sie Auf Anderungen Ubernehmen.

AutoSupport wird konfiguriert

Die AutoSupport-Funktion erméglicht es lhrem StorageGRID System, Gesundheits- und
Statusmeldungen an den technischen Support zu senden. Durch den Einsatz von
AutoSupport werden die Problembestimmung und -Behebung erheblich beschleunigt.
Der technische Support Uberwacht auch den Storage-Bedarf Ihres Systems und hilft
Ihnen dabei zu ermitteln, ob Sie neue Nodes oder Standorte hinzuflUgen mussen.
Optional kdnnen Sie AutoSupport Meldungen so konfigurieren, dass sie an ein
zusatzliches Ziel gesendet werden.

Informationen, die in AutoSupport Meldungen enthalten sind
AutoSupport Meldungen enthalten Informationen, z. B. die folgenden:

» StorageGRID Softwareversion

 Betriebssystemversion

« Attributinformationen auf System- und Standortebene

* Aktuelle Warnmeldungen und Alarme (Altsystem)

 Aktueller Status aller Grid-Aufgaben, einschlief3lich historischer Daten

* Informationen zu Ereignissen, die auf der Seite Nodes > Grid Node > Events aufgefiihrt sind

* Verwendung der Admin-Node-Datenbank

* Anzahl der verlorenen oder fehlenden Objekte

 Grid-Konfigurationseinstellungen

* NMS-Einheiten

« Aktive ILM-Richtlinie

* Bereitgestellte Grid-Spezifikations-Datei

 Diagnostische Metriken
Sie kénnen die AutoSupport-Funktion und die einzelnen AutoSupport-Optionen bei der Erstinstallation von
StorageGRID aktivieren oder spater aktivieren. Wenn AutoSupport nicht aktiviert ist, wird im Grid

ManagerDashboard eine Meldung angezeigt. Die Meldung enthalt einen Link zur AutoSupport-
Konfigurationsseite.

The AutoSupport feature is disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting

Sie kénnen das Symbol ,x“ auswahlen =~ Um die Meldung zu schlief3en. Die Nachricht wird erst wieder
angezeigt, wenn |hr Browser-Cache geldscht wird, auch wenn AutoSupport deaktiviert bleibt.
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Verwenden von Active 1Q

Active 1Q ist ein Cloud-basierter digitaler Berater, der pradiktive Analysen und Community-Wissen aus der
installierten Basis von NetApp nutzt. Kontinuierliche Risikobewertungen, pradiktive Warnungen, beschreibende
Tipps und automatisierte Aktionen helfen Ihnen, Probleme zu vermeiden, bevor sie auftreten. Dies fiihrt zu
verbesserter Systemintegritat und héherer Systemverfigbarkeit.

Sie mussen AutoSupport aktivieren, wenn Sie die Active IQ Dashboards und Funktionen auf der NetApp
Support-Website nutzen mochten.

"Active 1Q Digital Advisor Dokumentation”

Zugriff auf AutoSupport-Einstellungen

Sie konfigurieren AutoSupport mit dem Grid Manager (Support Tools AutoSupport). Die AutoSupport Seite
hat zwei Registerkarten: Einstellungen und Ergebnisse.

AutoSupport

The AutoSupport feature enables your StorageGRID system o send penodic and event-driven health and status messages to technical support o allow proactive monitoring
and froubleshooting. SterageGRID AutoSupport also enables the use of Aclive 1Q for prediciive recommendations.

Settings Results

Protocol Details

Protocol @ ® HTTPS HTTP I SMTP
NetApp Support Certificate Validation & Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport & [«
Enable Event-Triggerad AutoSupport @ [
Enable AutoSupport on Demand &

Additional AutoSupport Destination

Enable Additional AutoSupport Destination €

“ | Send User-Triggered AutoSupport

Protokolle zum Senden von AutoSupport Meldungen

Sie kénnen eines von drei Protokollen zum Senden von AutoSupport Meldungen wahlen:

- HTTPS
- HTTP
- SMTP

Wenn Sie AutoSupport-Meldungen Gber HTTPS oder HTTP senden, kbnnen Sie einen nicht transparenten
Proxy-Server zwischen Admin-Knoten und dem technischen Support konfigurieren.
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Wenn Sie SMTP als Protokoll fir AutoSupport-Meldungen verwenden, missen Sie einen SMTP-Mail-Server
konfigurieren.

AutoSupport-Optionen

Sie kénnen eine beliebige Kombination der folgenden Optionen verwenden, um AutoSupport Meldungen an
den technischen Support zu senden:

* Wochentlich: Senden Sie automatisch einmal pro Woche AutoSupport-Nachrichten. Standardeinstellung:
Aktiviert.

* Event-triggered: Sendet automatisch AutoSupport jede Stunde oder wenn wichtige Systemereignisse
auftreten. Standardeinstellung: Aktiviert.

» Auf Anfrage: Technischen Support erlauben, um zu verlangen, dass Ihr StorageGRID-System
AutoSupport-Nachrichten automatisch sendet, was nttzlich ist, wenn sie aktiv an einem Problem arbeiten
(erfordert HTTPS AutoSupport Ubertragungsprotokoll). Standardeinstellung: Deaktiviert.

* Vom Benutzer ausgelost: Senden Sie AutoSupport-Nachrichten jederzeit manuell.

Verwandte Informationen
"NetApp Support"

Angeben des Protokolls fur AutoSupport Meldungen

Sie kdnnen eines von drei Protokollen zum Senden von AutoSupport Meldungen
verwenden.

Was Sie bendétigen
+ Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie missen Uber die Berechtigung Root Access oder andere Grid-Konfiguration verfligen.

* Wenn Sie das HTTPS- oder HTTP-Protokoll fir das Senden von AutoSupport-Meldungen verwenden,
mussen Sie Outbound-Internetzugang fir den primaren Admin-Node entweder direkt oder Uiber einen
Proxy-Server bereitgestellt haben (eingehende Verbindungen sind nicht erforderlich).

* Wenn Sie das HTTPS- oder HTTP-Protokoll verwenden und einen Proxy-Server verwenden mochten,
mussen Sie einen Administrator-Proxy-Server konfiguriert haben.

* Wenn Sie SMTP als Protokoll fir AutoSupport-Meldungen verwenden, missen Sie einen SMTP-Mail-
Server konfiguriert haben. Die gleiche E-Mail-Serverkonfiguration wird fir Benachrichtigungen Gber Alarm
E-Mails verwendet (altes System).

Uber diese Aufgabe
AutoSupport Meldungen kénnen mit einem der folgenden Protokolle gesendet werden:

* HTTPS: Dies ist die Standard-Einstellung und wird fiir Neuinstallationen empfohlen. Das HTTPS-Protokoll
verwendet Port 443. Wenn Sie die Funktion AutoSupport On Demand aktivieren mdchten, miissen Sie das
HTTPS-Protokoll verwenden.

« HTTP: Dieses Protokoll ist nicht sicher, es sei denn, es wird in einer vertrauenswirdigen Umgebung
verwendet, in der der Proxyserver beim Senden von Daten Uber das Internet in HTTPS konvertiert. Das
HTTP-Protokoll verwendet Port 80.

* SMTP: Verwenden Sie diese Option, wenn Sie AutoSupport-Nachrichten per E-Mail versenden mochten.
Wenn Sie SMTP als Protokoll fiir AutoSupport-Meldungen verwenden, missen Sie auf der Seite Legacy E-
Mail-Einrichtung einen SMTP-Mail-Server konfigurieren (Support > Alarme (alt) > Legacy E-Mail-Setup).
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SMTP war das einzige Protokoll, das vor der StorageGRID 11.2-Version fiir AutoSupport-
Meldungen verfiigbar war. Wenn Sie zunachst eine friihere Version von StorageGRID
installiert haben, ist SMTP mdglicherweise das ausgewahlte Protokoll.

Das von lhnen festgelegte Protokoll wird flir das Senden aller Typen von AutoSupport Meldungen verwendet.

Schritte
1. Wahlen Sie Support > Extras > AutoSupport.

Die Seite AutoSupport wird angezeigt, und die Registerkarte Einstellungen ist ausgewahit.

2. Wahlen Sie das Protokoll aus, das Sie zum Senden von AutoSupport Meldungen verwenden mochten.

Settings Results

Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
Use NetApp support certificate

AutoSupport Details | Do not verify certificate

Enable Weekly AutoSupport @ v
Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand @

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

Send User-Triggered AutoSupport

3. Wahlen Sie Ihre Wahl fir NetApp Support Certificate Validation.

> Verwenden Sie ein NetApp Support-Zertifikat (Standard): Die Zertifikatvalidierung stellt sicher, dass die
Ubertragung von AutoSupport Meldungen sicher ist. Das NetApp Supportzertifikat ist bereits mit der
StorageGRID Software installiert.

o Zertifikat nicht Gberprifen: Wahlen Sie diese Option nur aus, wenn Sie einen guten Grund haben,
keine Zertifikatvalidierung zu verwenden, z. B. wenn ein voribergehendes Problem mit einem Zertifikat

vorliegt.

4. Wahlen Sie Speichern.

Alle wochentlichen, vom Benutzer ausgeldsten und von Ereignissen ausgeldsten Meldungen werden tber
das ausgewahlte Protokoll gesendet.

Verwandte Informationen
"Konfigurieren von Administrator-Proxy-Einstellungen”
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Aktivieren von AutoSupport-on-Demand

AutoSupport On Demand kann Ihnen bei der Losung von Problemen helfen, an denen
der technische Support aktiv arbeitet. Wenn Sie AutoSupport on Demand aktivieren, kann
der technische Support anfordern, dass AutoSupport Meldungen ohne Ihr Eingreifen
gesendet werden.

Was Sie benotigen

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
» Sie mussen Uber die Berechtigung Root Access oder andere Grid-Konfiguration verfugen.
+ Sie missen wochentliche AutoSupport-Meldungen aktiviert haben.

» Sie missen das Transportprotokoll auf HTTPS einstellen.

Uber diese Aufgabe

Wenn Sie diese Funktion aktivieren, kann der technische Support von Ihrem StorageGRID System anfordern,
dass AutoSupport Meldungen automatisch gesendet werden. Der technische Support kann auch das
Abfrageintervall fiir AutoSupport-on-Demand-Abfragen festlegen.

Der technische Support kann AutoSupport bei Bedarf nicht aktivieren oder deaktivieren.

Schritte
1. Wahlen Sie Support > Extras > AutoSupport.

Die Seite AutoSupport wird angezeigt, wobei die Registerkarte Einstellungen ausgewahlt ist.

2. Aktivieren Sie das Optionsfeld HTTPS im Abschnitt Protokolldetails der Seite.

Settings Results
Protocol Details
Protocol @ ® HTTPS HTTP SMTP

NetApp Support Certificate Validation © Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport © v
Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand @ v

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. Aktivieren Sie das Kontrollkastchen Wochenendfach-AutoSupport aktivieren.

4. Aktivieren Sie das Kontrollkdstchen * AutoSupport on Demand aktivieren®.
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5. Wahlen Sie Speichern.
AutoSupport-on-Demand ist aktiviert, und der technische Support kann AutoSupport-on-Demand-Anfragen
an StorageGRID senden.

Deaktivieren von wochentlichen AutoSupport Meldungen

Standardmalig wird das StorageGRID System so konfiguriert, dass einmal pro Woche
eine AutoSupport Meldung an den NetApp Support gesendet wird.

Was Sie benétigen
+ Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber die Berechtigung Root Access oder andere Grid-Konfiguration verfligen.

Uber diese Aufgabe

Um zu bestimmen, wann die wochentliche AutoSupport-Nachricht gesendet wird, lesen Sie auf der Seite
AutoSupport > Results die nachste geplante Zeit unter wochentlicher AutoSupport.

Settings Results
Weekly AutoSupport
Next Scheduled Time © 2021-02-12 00:20:00 EST

Most Recent Result © Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)

Sie kénnen das automatische Senden einer AutoSupport Meldung jederzeit deaktivieren.

Schritte
1. Wahlen Sie Support > Extras > AutoSupport.

Die Seite AutoSupport wird angezeigt, wobei die Registerkarte Einstellungen ausgewahlt ist.

2. Deaktivieren Sie das Kontrollkédstchen Wochenendfach-AutoSupport aktivieren.
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Settings Results
Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation © Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport @

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. Wahlen Sie Speichern.

Deaktivieren von AutoSupport-Meldungen, die durch Ereignisse ausgeldst wurden

Standardmalig wird das StorageGRID System so konfiguriert, dass es eine AutoSupport
Meldung an den NetApp Support sendet, wenn eine wichtige Meldung oder ein anderes

bedeutendes Systemereignis auftritt.

Was Sie bendétigen

« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber die Berechtigung Root Access oder andere Grid-Konfiguration verfigen.

Uber diese Aufgabe
Sie kdnnen AutoSupport Meldungen, bei denen Ereignisse ausgeldst wurden, jederzeit deaktivieren.

Auch bei Event-ausgeldsten AutoSupport-Meldungen werden diese unterdrickt, wenn Sie E-

@ Mail-Benachrichtigungen systemweit unterdricken. (Wahlen Sie Konfiguration >
Systemeinstellungen > Anzeigeoptionen. Wahlen Sie dann Benachrichtigung Alle
unterdriicken.)

Schritte
1. Wahlen Sie Support > Extras > AutoSupport.

Die Seite AutoSupport wird angezeigt, wobei die Registerkarte Einstellungen ausgewahlt ist.

2. Deaktivieren Sie das Kontrollkastchen * Event-Trigger AutoSupport™ aktivieren.
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Settings Results
Protocol Details

Protocol © ® HTTPS HTTP SMTP
NetApp Support Certificate Validation © Use NetApp support certificate v
AutoSupport Details
Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport @

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. Wahlen Sie Speichern.

Manuelles Ausldsen einer AutoSupport-Meldung

Um den technischen Support bei der Fehlerbehebung bei Problemen mit Ihrem
StorageGRID System zu unterstitzen, kdnnen Sie manuell eine AutoSupport Meldung
auslosen, die gesendet werden soll.

Was Sie bendétigen
« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber die Berechtigung Root Access oder andere Grid-Konfiguration verfigen.

Schritte
1. Wahlen Sie Support > Extras > AutoSupport.

Die Seite AutoSupport wird angezeigt, wobei die Registerkarte Einstellungen ausgewahlt ist.
2. Wahlen Sie vom Benutzer ausgeloste AutoSupport senden aus.

StorageGRID versucht, eine AutoSupport Nachricht an den technischen Support zu senden. Wenn der
Versuch erfolgreich ist, werden die aktuellsten Ergebnisse und Letzte erfolgreiche Zeit Werte auf der
Registerkarte Ergebnisse aktualisiert. Wenn ein Problem auftritt, werden die neuesten Ergebnisse-Werte
auf ,Fehlgeschlagen® aktualisiert, und StorageGRID versucht nicht, die AutoSupport-Nachricht erneut zu
senden.

Nachdem Sie eine vom Benutzer ausgeldste AutoSupport-Nachricht gesendet haben,
aktualisieren Sie die AutoSupport-Seite im Browser nach 1 Minute, um auf die neuesten
Ergebnisse zuzugreifen.
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Hinzufugen eines weiteren AutoSupport Ziels

Wenn Sie AutoSupport aktivieren, werden Zustandsmeldungen und Statusmeldungen an
den NetApp Support gesendet. Sie kdnnen ein zusatzliches Ziel fur alle AutoSupport
Meldungen angeben.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

+ Sie muissen Uber die Berechtigung Root Access oder andere Grid-Konfiguration verfligen.

Uber diese Aufgabe

Zum Uberpriifen oder Andern des Protokolls zum Senden von AutoSupport Meldungen finden Sie in den
Anweisungen zur Angabe eines AutoSupport-Protokolls.

@ Sie kdnnen das SMTP-Protokoll nicht zum Senden von AutoSupport Meldungen an ein
zusatzliches Ziel verwenden.

"Angeben des Protokolls fiir AutoSupport Meldungen"

Schritte
1. Wahlen Sie Support > Extras > AutoSupport.

Die Seite AutoSupport wird angezeigt, wobei die Registerkarte Einstellungen ausgewahlt ist.
2. Wabhlen Sie zusatzliches AutoSupport-Ziel aktivieren.

Die Felder ,zusatzliche AutoSupport-Zieladresse® werden angezeigt.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @ v

Hostname @ testbed.netapp.com
Port @ 443
Certificate Validation @ Do not verify certificate v

You are not using a TLS certificate to secure the connection to the additional AutoSupport destination

Send User-Triggered AutoSupport

3. Geben Sie den Hostnamen oder die IP-Adresse des Servers eines zusatzlichen AutoSupport-Zielservers
ein.

@ Sie kdnnen nur ein weiteres Ziel eingeben.

4. Geben Sie den Port ein, der fur die Verbindung zu einem zusatzlichen AutoSupport-Zielserver verwendet
wird (standardmafig ist Port 80 flir HTTP oder Port 443 fur HTTPS).
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5. Um lhre AutoSupport-Nachrichten mit Zertifikatvalidierung zu senden, wahlen Sie im Dropdown-Men(
Zertifikatvalidierung Custom CA-Bundle verwenden aus. Fihren Sie dann einen der folgenden Schritte
aus:

> Verwenden Sie ein Bearbeitungswerkzeug, um alle Inhalte jeder PEM-kodierten CA-Zertifikatdatei in
das Feld CA Bundle zu kopieren und einzufligen, das in der Reihenfolge der Zertifikatskette verkettet
ist. Sie mussen Folgendes einschlielfen --—--BEGIN CERTIFICATE---- Und ----END
CERTIFICATE---- Wahlen Sie aus.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname © testbed.netapp.com
Port @ 443 =
Certificate Validation @ Use custom CA bundle v
CABundle @

Browse

o Wahlen Sie Durchsuchen, navigieren Sie zu der Datei mit den Zertifikaten und wahlen Sie dann
Offnen, um die Datei hochzuladen. Die Zertifikatvalidierung stellt sicher, dass die Ubertragung von
AutoSupport Meldungen sicher ist.

6. Um lhre AutoSupport-Nachrichten ohne Zertifikatvalidierung zu senden, wahlen Sie im Dropdown-Menu *
Zertifikatvalidierung® * * * nicht verifizieren aus.

Wahlen Sie diese Option nur aus, wenn Sie einen guten Grund haben, die Zertifikatvalidierung nicht zu
verwenden, z. B. wenn ein voribergehendes Problem mit einem Zertifikat vorliegt.

Eine Warnung: "Sie verwenden kein TLS-Zertifikat, um die Verbindung zum zusatzlichen AutoSupport-Ziel
zu sichern."

7. Wahlen Sie Speichern.
Alle zukUnftigen wdchentlichen, ereignisgesteuert und vom Benutzer ausgeldsten AutoSupport Meldungen
werden an das zusatzliche Ziel gesendet.
E-Series AutoSupport Nachrichten uber StorageGRID senden

Sie kdnnen AutoSupport Meldungen zu E-Series SANtricity System Manager Uber einen
StorageGRID Admin-Node an den technischen Support senden und nicht Gber den
Management-Port der Storage Appliance.
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Was Sie bendtigen
« Sie sind Uber einen unterstitzten Webbrowser beim Grid Manager angemeldet.

« Sie verflgen Uber die Berechtigung zum Administrator oder Stammzugriff der Speicheranwendung.

@ Sie mussen uber SANTtricity-Firmware 8.70 oder héher verfligen, um mit dem Grid Manager auf
SANTtricity System Manager zuzugreifen.

Uber diese Aufgabe

E-Series AutoSupport-Meldungen enthalten Details zur Storage Hardware und sind spezifischer als andere
AutoSupport-Meldungen, die vom StorageGRID System gesendet werden.

Konfigurieren Sie eine spezielle Proxy-Server-Adresse in SANtricity System Manager, damit die AutoSupport-
Meldungen ohne Verwendung des Managementports der Appliance Uber einen StorageGRID-Admin-Node
Ubertragen werden. Auf diese Weise Ubertragene AutoSupport-Nachrichten gelten fir die Proxyeinstellungen
fur bevorzugte Sender und Admin, die moglicherweise im Grid Manager konfiguriert wurden.

Wenn Sie den Admin-Proxyserver in Grid Manager konfigurieren mdchten, lesen Sie die Anweisungen zum
Konfigurieren von Administrator-Proxy-Einstellungen.

"Konfigurieren von Administrator-Proxy-Einstellungen”

Dieses Verfahren dient nur zur Konfiguration eines StorageGRID-Proxyservers fir AutoSupport-
Meldungen der E-Serie. Weitere Informationen zur Konfiguration der E-Series AutoSupport
@ finden Sie im Dokumentationszentrum zur E-Series.

"NetApp E-Series Systems Documentation Center"

Schritte
1. Wahlen Sie im Grid Manager die Option Nodes aus.

2. Wabhlen Sie in der Liste der Knoten links den Speicher-Appliance-Node aus, den Sie konfigurieren
mochten.

3. Wahlen Sie SANtricity System Manager.

Die Startseite von SANTtricity System Manager wird angezeigt.
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4. Wahlen Sie Support > Support Center > AutoSupport.

Die Seite AutoSupport-Vorgange wird angezeigt.
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Technical Support
Chassis serial number: 031517000693
& NetApp My Support ('

. . US/Canada 888.463.8277
Support Resources Diagnostics AutoSupport Other Contacts

AutoSupport operations AutoSupport status: Enabled @

Enable/Disable AutoSupport Features
AutoSupport proactively monitors the health of your storage array and automatically sends support data ("dispatches”) to the

support team.

Configure AutoSupport Delivery Method
Connect to the support team via HTTPS, HTTP or Mail (SMTP) server delivery methods.

Schedule AutoSupport Dispatches
AutoSupport dispatches are sent daily at 03:06 PM UTC and weekly at 07:39 AM UTC on Thursday.

Send AutoSupport Dispatch
Automatically sends the support team a dispatch to troubleshoot system issues without waiting for periodic dispatches.

View AutoSupport Log
The AutoSupport log provides information about status, dispatch history, and errors encountered during delivery of

AutoSupport dispatches.

Enable AutoSupport Maintenance Window
Enable AutoSupport Maintenance window to allow maintenance activities to be performed on the storage array without
generating support cases.

Disable AutoSupport Maintenance Window

Disable AutoSupport Maintenance window to allow the storage array to generate support cases on component failures and
other destructive actions.

5. Wahlen Sie AutoSupport-Bereitstellungsmethode konfigurieren.

Die Seite AutoSupport-Bereitstellungsmethode konfigurieren wird angezeigt.
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10.

204

Configure AutoSupport Delivery Method 4

Select AutoSupport dispatch delivery method...

® HTTPS
HTTP
Email

HTTPS delivery settings Show destination address

Connect to support team...
Directly @

F via Proxy server @ |

Host address 0

‘ tunnel-host l

Port number 0
‘ 10225 \

My proxy server requires authentication

via Proxy auto-configuration script (PAC) Q

Save Test Configuration Cancel

Wahlen Sie HTTPS fir die Liefermethode aus.
@ Das Zertifikat, das das HTTPS-Protokoll aktiviert, ist vorinstalliert.

Wahlen Sie iliber Proxy-Server.

Eingabe tunnel-host FUr die Host-Adresse.

tunnel-host Hat die besondere Adresse, um einen Admin-Node zum Senden von E-Series AutoSupport
Meldungen zu verwenden.

Eingabe 10225 Fir die * Portnummer®.

10225 Ist die Portnummer auf dem StorageGRID Proxy-Server, der AutoSupport Meldungen vom E-Series
Controller in der Appliance empfangt.

Wahlen Sie Testkonfiguration aus, um die Routing- und Konfigurationseinstellungen lhres AutoSupport
Proxy-Servers zu testen.



1.

Falls richtig, erscheint eine Meldung in einem griinen Banner: ,Thre AutoSupport-Konfiguration
wurde verifiziert.®

Wenn der Test fehlschlagt, wird eine Fehlermeldung in einem roten Banner angezeigt. Uberpriifen Sie Ihre
StorageGRID DNS-Einstellungen und Netzwerke. Stellen Sie sicher, dass der bevorzugte Sender Admin-
Node eine Verbindung zur NetApp Support-Website herstellen kann, und versuchen Sie es erneut.

Wahlen Sie Speichern.

Die Konfiguration wird gespeichert, und es wird eine Bestatigungsmeldung angezeigt: ,AutoSupport-
Bereitstellungsmethode wurde konfiguriert.®

Fehlerbehebung bei AutoSupport Meldungen

Wenn das Senden einer AutoSupport Meldung fehlschlagt, fihrt das StorageGRID
System abhangig vom Typ der AutoSupport Meldung unterschiedliche Aktionen durch.
Sie kdnnen den Status von AutoSupport-Meldungen Uberprufen, indem Sie
Unterstiutzung > Werkzeuge > AutoSupport > Ergebnisse auswahlen.

Wenn Sie E-Mail-Benachrichtigungen im gesamten System unterdriicken, werden

@ ereignisgesteuerte AutoSupport Meldungen unterdriickt. (Wahlen Sie Konfiguration >

Systemeinstellungen > Anzeigeoptionen. Wahlen Sie dann Benachrichtigung Alle
unterdriicken.)

Wenn die AutoSupport-Meldung nicht gesendet wird, wird ,failed" auf der Registerkarte Results der Seite
AutoSupport angezeigt.
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to
allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active I1Q for predictive recommendations.

Settings Results

{

Weekly AutbSupport
Next Scheduled Time @ 2020-12-11 23:30:00 EST
Most Recent Result @ Idle (NetApp Support)
Last Successful Time © N/A (NetApp Support)
Event-Triggered AutoSupport
Most Recent Result © N/A (NetApp Support)
Last Successful Time © N/A (NetApp Support)

User-Triggered AutoSupport

=

Most Recent Result © Failed (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport On Demand

AutoSupport On Demand messages are only sent to NetApp Support.

Most Recent Result @ N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

Wochentlicher AutoSupport-Nachrichtenfehler

Wenn eine wdchentliche AutoSupport-Meldung nicht gesendet werden kann, werden im StorageGRID System
folgende Aktionen ausgefiihrt:

1. Aktualisiert das Attribut flr das aktuellste Ergebnis, um es erneut zu versuchen.

2. Versucht, die AutoSupport Meldung alle vier Minuten fiir eine Stunde 15 Mal erneut zu senden.

3. Nach einer Stunde des Sendefehlens aktualisiert das Attribut ,Aktuelles Ergebnis* auf ,Fehlgeschlagen®.
4. Versucht, eine AutoSupport-Nachricht zum nachsten geplanten Zeitpunkt erneut zu senden.
5

. Behalt den regularen AutoSupport-Zeitplan bei, wenn die Meldung fehlschlagt, weil der NMS-Dienst nicht
verfiigbar ist und wenn eine Meldung vor sieben Tagen gesendet wird.

6. Wenn der NMS-Dienst wieder verfugbar ist, sendet sofort eine AutoSupport-Nachricht, wenn eine
Nachricht fir sieben Tage oder langer nicht gesendet wurde.
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Vom Benutzer ausgeloste oder ereignisgesteuerte AutoSupport-Meldung ist fehlgeschlagen

Wenn eine vom Benutzer ausgeloste oder eine AutoSupport Meldung, die aufgrund eines Ereignisses
ausgeldst wird, nicht gesendet wird, ergreift das StorageGRID System folgende Malinahmen:

1. Zeigt eine Fehlermeldung an, wenn der Fehler bekannt ist. Wenn z. B. ein Benutzer das SMTP-Protokoll
auswahlt, ohne korrekte E-Mail-Konfigurationseinstellungen vorzunehmen, wird der folgende Fehler
angezeigt: AutoSupport messages cannot be sent using SMTP protocol due to
incorrect settings on the E-mail Server page.

2. Versucht nicht, die Nachricht erneut zu senden.

3. Protokolliert den Fehler in nms . 1og.
Wenn ein Fehler auftritt und SMTP das ausgewahlte Protokoll ist, GUberprifen Sie, ob der E-Mail-Server des
StorageGRID-Systems korrekt konfiguriert ist und Ihr E-Mail-Server ausgefuhrt wird (Support > Alarme (alt) >
> Legacy E-Mail-Setup). Die folgende Fehlermeldung kann auf der AutoSupport-Seite angezeigt werden:

AutoSupport messages cannot be sent using SMTP protocol due to incorrect settings
on the E-mail Server page.

Erfahren Sie, wie Sie die Einstellungen fur E-Mail-Server im konfigurieren "Monitor Anweisungen zur
Fehlerbehebung".

Korrigieren eines Fehlers bei AutoSupport-Meldungen

Wenn ein Fehler auftritt und SMTP das ausgewahlte Protokoll ist, Uberprifen Sie, ob der E-Mail-Server des
StorageGRID-Systems korrekt konfiguriert ist und lhr E-Mail-Server ausgefihrt wird. Die folgende
Fehlermeldung kann auf der AutoSupport-Seite angezeigt werden: AutoSupport messages cannot be
sent using SMTP protocol due to incorrect settings on the E-mail Server page.

Verwandte Informationen

"Monitor Fehlerbehebung"

Verwalten Von Storage-Nodes

Storage-Nodes stellen Festplattenkapazitat und Services zur Verfugung. Das Verwalten
von Storage-Nodes umfasst die Uberwachung des nutzbaren Speicherplatzes auf jedem
Node mithilfe von Wasserzeichen-Einstellungen und das Anwenden der
Konfigurationseinstellungen von Storage-Nodes.

* "Was ist ein Storage-Node"

» "Verwalten Von Storage-Optionen"

* "Management von Objekt-Metadaten-Storage”

+ "Globale Einstellungen fiir gespeicherte Objekte konfigurieren"
+ "Konfigurationseinstellungen fir Storage-Nodes"

+ "Verwalten vollstandiger Speicherknoten"

Was ist ein Storage-Node

Storage-Nodes managen und speichern Objektdaten und Metadaten. Jedes
StorageGRID System muss mindestens drei Storage-Nodes aufweisen. Wenn Sie tber
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mehrere Standorte verfugen, muss jeder Standort im StorageGRID System auch drei
Storage-Nodes aufweisen.

Ein Storage Node umfasst die Services und Prozesse, die zum Speichern, Verschieben, Uberpriifen und
Abrufen von Objektdaten und Metadaten auf der Festplatte erforderlich sind. Auf der Seite Nodes kénnen Sie
detaillierte Informationen zu den Speicherknoten anzeigen.

Was der ADC-Dienst ist

Der Dienst Administrative Domain Controller (ADC) authentifiziert Grid-Knoten und ihre Verbindungen
miteinander. Der ADC-Service wird auf jedem der ersten drei Storage-Nodes an einem Standort gehostet.

Der ADC-Dienst verwaltet Topologiedaten, einschlief3lich Standort und Verfiigbarkeit von Diensten. Wenn ein
Grid-Knoten Informationen von einem anderen Grid-Knoten bendétigt oder eine Aktion von einem anderen Grid-
Knoten ausgefiihrt werden muss, kontaktiert er einen ADC-Service, um den besten Grid-Knoten fur die
Bearbeitung seiner Anforderung zu finden. Dartber hinaus behalt der ADC-Dienst eine Kopie der
Konfigurationspakete der StorageGRID-Bereitstellung bei, sodass jeder Grid-Knoten aktuelle
Konfigurationsinformationen abrufen kann.ADC-Informationen fir einen Speicherknoten kénnen Sie auf der
Seite Grid Topology anzeigen (Support > Grid Topology).

Zur Erleichterung von verteilten und isanded-Operationen synchronisiert jeder ADC-Dienst Zertifikate,
Konfigurationspakete und Informationen tber Services und Topologie mit den anderen ADC-Diensten im
StorageGRID-System.

Im Allgemeinen unterhalten alle Rasterknoten eine Verbindung zu mindestens einem ADC-Dienst. So wird
sichergestellt, dass die Grid-Nodes immer auf die neuesten Informationen zugreifen. Wenn Grid-Nodes
verbunden sind, speichern sie Zertifikate anderer Grid-Nodes’, sodass die Systeme auch dann weiterhin mit
bekannten Grid-Nodes funktionieren kdnnen, wenn ein ADC-Service nicht verfiigbar ist. Neue Grid-Knoten
kénnen nur Verbindungen Uber einen ADC-Dienst herstellen.

Durch die Verbindung jedes Grid-Knotens kann der ADC-Service Topologiedaten erfassen. Die Informationen
zu diesem Grid-Node umfassen die CPU-Last, den verfligbaren Festplattenspeicher (wenn der Storage
vorhanden ist), unterstiitzte Services und die Standort-ID des Grid-Node. Andere Dienste fragen den ADC-
Service nach Topologiedaten durch Topologieabfragen. Der ADC-Dienst reagiert auf jede Abfrage mit den
neuesten Informationen, die vom StorageGRID-System empfangen wurden.

Was der DDS-Dienst ist

Der DDS-Service (Distributed Data Store) wird von einem Storage-Node gehostet und fiihrt
Hintergrundaufgaben zu den im StorageGRID-System gespeicherten Objektmetadaten durch.

Anzahl der Objekte

Der DDS-Dienst verfolgt die Gesamtzahl der im StorageGRID-System aufgenommenen Objekte sowie die
Gesamtzahl der Gber die unterstitzten Schnittstellen (S3 oder Swift) des Systems aufgenommenen Objekte.

Die Anzahl der Objekte insgesamt wird auf der Seite Nodes > Registerkarte Objekte fir jeden Storage Node
angezeigt.
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ST-DC2-5G-5712-1 (Storage Node)

Overview Hardwars Metwaork Storage Objects ILM Events Tasks SANftricity System Manager
1 hour 1 day 1 week 1 month Custom
S3 Ingest and Retrieve @ Swift Ingest and Retrieve @
1.00 Bs 1.00 Bz
07585 075 Es
No data
0,50 Bs
0.508s
0.25Bs
0.258s
0 Bs
18:00 18:10 18:20 18:30 18:40 18:50 0B
== Ingest rate Retrieve rate 18:00 18:10 18:20 18:30 18:40 18:50

Object Counts

Total Objects 10,860,825
Lost Objects 0 i
53 Buckets and Swift Containers 1943

Queries
Average Latency 4.83 milliseconds
Queries - Successful 607 387
Queries - Failed (timed-out) 593

EEE

Queries - Failed (consistency level unmet) 2218

Abfragen

Sie kénnen die durchschnittliche Zeit fur die Ausfliihrung einer Abfrage zum Metadatenspeicher durch den
spezifischen DDS-Dienst, die Gesamtzahl der erfolgreichen Abfragen und die Gesamtanzahl der
fehlgeschlagenen Abfragen flr ein Timeout-Problem identifizieren.

Vielleicht méchten Sie nach Abfrageinformationen suchen, um den Zustand des Metadatenspeichers,
Cassandra, zu Uberwachen. Dies hat Auswirkungen auf die Aufnahme- und Abrufleistung des Systems. Wenn
beispielsweise die Latenz fir eine durchschnittliche Abfrage langsam ist und die Anzahl fehlgeschlagener
Abfragen aufgrund von Timeouts hoch ist, kann der Metadatenspeicher zu einer hheren Last fihren oder
einen anderen Vorgang ausfihren.

Sie kénnen auch die Gesamtzahl der Abfragen anzeigen, die aufgrund von Konsistenzfehlern fehlgeschlagen
sind. Fehler auf Konsistenzebene resultieren aus einer unzureichenden Anzahl von verfiigbaren
Metadatenspeichern zum Zeitpunkt der Durchflihrung einer Abfrage durch den spezifischen DDS-Service.

Auf der Diagnoseseite kdnnen Sie weitere Informationen zum aktuellen Status lhres Rasters abrufen. Siehe
"Diagnose wird ausgefihrt".

Konsistenzgarantien und -Kontrollen

StorageGRID garantiert die Konsistenz zwischen Lese- und Schreibvorgangen bei neu erstellten Objekten.
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Jeder GET-Vorgang nach einem erfolgreich abgeschlossenen PUT-Vorgang kann die neu geschriebenen
Daten lesen. Uberschreibungen vorhandener Objekte, Metadatenaktualisierungen und -Léschungen bleiben
irgendwann konsistent.

Das ist der LDR-Service

Der Service Local Distribution Router (LDR) wird von jedem Speicherknoten gehostet und Gbernimmt den
Content-Transport des StorageGRID-Systems. Der Content-Transport umfasst viele Aufgaben, einschlie3lich
Datenspeicherung, Routing und Bearbeitung von Anfragen. Der LDR-Service erledigt den Grof3teil der harten
Arbeit des StorageGRID-Systems durch die Handhabung von Datenilbertragungslasten und
Datenverkehrsfunktionen.

Der LDR-Service Ubernimmt folgende Aufgaben:

* Abfragen

* Information Lifecycle Management-Aktivitaten (ILM
» Léschen von Objekten

» Objekt-Storage

Objektdatentbertragung von einem anderen LDR-Service (Storage Node)
» Datenspeicher-Management
* Protokollschnittstellen (S3 und Swift)

Der LDR-Service managt auch die Zuordnung von S3- und Swift-Objekten zu den eindeutigen ,Content
Handles" (UUIDs), die das StorageGRID System jedem aufgenommene Objekt zuweist.

Abfragen

LDR-Abfragen umfassen Abfragen zum Objektspeicherort wahrend Abruf- und Archivierungsvorgangen. Sie
kdnnen die durchschnittliche Zeit zum Ausfiihren einer Abfrage, die Gesamtzahl der erfolgreichen Abfragen
und die Gesamtzahl der Abfragen, die aufgrund eines Timeout-Problems fehlgeschlagen sind, identifizieren.

Sie kdnnen Abfrageinformationen prifen, um den Zustand des Metadatenspeichers zu Gberwachen und die
Aufnahme- und Abrufleistung des Systems zu beeintrachtigen. Wenn beispielsweise die Latenz fiir eine
durchschnittliche Abfrage langsam ist und die Anzahl fehlgeschlagener Abfragen aufgrund von Timeouts hoch
ist, kann der Metadatenspeicher zu einer hdheren Last fihren oder einen anderen Vorgang ausfihren.

Sie kénnen auch die Gesamtzahl der Abfragen anzeigen, die aufgrund von Konsistenzfehlern fehlgeschlagen
sind. Fehler auf Konsistenzebene resultieren aus einer unzureichenden Anzahl an verfigbaren
Metadatenspeichern zum Zeitpunkt einer Abfrage durch den spezifischen LDR-Service.

Auf der Diagnoseseite kdnnen Sie weitere Informationen zum aktuellen Status lhres Rasters abrufen. Siehe
"Diagnose wird ausgefihrt".

ILM-Aktivitat

Mithilfe der ILM-Metriken (Information Lifecycle Management) kdnnen Sie die Bewertung von Objekten fiir die
ILM-Implementierung durchfihren. Sie kdnnen diese Metriken auf dem Dashboard oder auf der Seite Nodes >
ILM fUr jeden Storage Node anzeigen.

Objektspeicher

Der zugrunde liegende Datenspeicher eines LDR-Service wird in eine feste Anzahl an Objektspeichern (auch
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Storage-Volumes genannt) unterteilt. Jeder Objektspeicher ist ein separater Bereitstellungspunkt.

Auf der Seite Knoten > Speicher werden die Objektspeicher fur einen Speicherknoten angezeigt.

Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

0000 440 TB 135TB 5 43.99GBE T 0 bytes g 1.00% No Errors
0001 197 TB 157 TB B 4476 GB B 351.14GB B 20.09% No Emors
0002 197 TB 1.46 TB B 4329GB g 465.20 GB B 2581% No Ermors
0003 197 TB 170 TB B 4351GB g 2235838 GB g 13.58% No Emrors
0004 197 TB 192 7TB B 44.03GE 5 0 bytes B 2.23% No Errors
0005 197 TB 146 TB B 4367 GB 9 463.36 GB B 2573% Ne Emors
0006 197 TB 192TB = 4310GB B 161GB B 227% No Errors
0007 197 TB 1.357TB 5 46.05GBE g 575.24GB B 3153% Neo Errors
0008 197 TB 181 7TB E§ 46.00GB 5 11284 GB 5 8.06% No Emors
0009 1.97 TB 157 1B B 4391GB B 35272GB B 2013% No Emors
000A 197 TB 1.70 TB B 4431GE g 226.81GB B 13.76% No Errors
0008 197 TB 192 7TB F 4317 GB B 780.07 MB B 223% No Errors
oooc 197 TB 158 TB B 4432GB 8 33956 GB B 19.48% No Errors
000D 197 TB 1.827TB B 4447 GB F5 107.34GB B 7.70% No Emors
000E 197 TB 168 TB B 43.07TGB B 24170 GB B 14.45% No Errors
0O00F 203718 150 TB 5 4457 GB B 47547 GB B 2567% No Ermors

Das Objekt speichert in einem Storage-Node werden durch eine Hexadezimalzahl zwischen 0000 und 002F
identifiziert, die als Volume-ID bezeichnet wird. Der Speicherplatz ist im ersten Objektspeicher (Volume 0) flr
Objekt-Metadaten in einer Cassandra-Datenbank reserviert. Fiir Objektdaten werden alle verbleibenden
Speicherplatz auf diesem Volume verwendet. Alle anderen Objektspeichern werden ausschliel3lich fur
Objektdaten verwendet, zu denen replizierte Kopien und nach dem Erasure-Coding-Verfahren Fragmente
gehoren.

Um sicherzustellen, dass selbst der Speicherplatz fir replizierte Kopien genutzt wird, werden Objektdaten fiir
ein bestimmtes Objekt auf Basis des verfligbaren Storage in einem Objektspeicher gespeichert. Wenn ein oder
mehrere Objektspeichern die Kapazitat voll haben, speichern die Ubrigen Objektspeicher weiterhin Objekte, bis
kein Platz mehr auf dem Speicherknoten vorhanden ist.

Metadatensicherung

Objektmetadaten sind Informationen mit oder eine Beschreibung eines Objekts, z. B. Anderungszeit des
Objekts oder der Storage-Standort. StorageGRID speichert Objekt-Metadaten in einer Cassandra-Datenbank,
die Uber eine Schnittstelle zum LDR-Service verfugt.

Um Redundanz sicherzustellen und so vor Verlust zu schitzen, werden an jedem Standort drei Kopien von
Objekt-Metadaten aufbewahrt. Die Kopien werden gleichmaRig auf alle Storage-Nodes an jedem Standort
verteilt. Diese Replikation ist nicht konfigurierbar und wird automatisch ausgeflhrt.

"Management von Objekt-Metadaten-Storage"

Verwalten Von Storage-Optionen

Sie konnen Speicheroptionen uber das Menu Konfiguration im Grid Manager anzeigen
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und konfigurieren. Storage-Optionen enthalten die Einstellungen fur die
Objektsegmentierung und die aktuellen Werte fur Storage-Wasserzeichen. Sie kdnnen
auch die S3- und Swift-Ports anzeigen, die vom veralteten CLB-Dienst auf Gateway-
Nodes und vom LDR-Service auf Storage-Nodes verwendet werden.

Informationen zu Port-Zuweisungen finden Sie unter "Zusammenfassung: IP-Adressen und Ports fur Client-

Verbindungen".

Storage Options
Overview

Configuration

Objektsegmentierung

Storage Options Overview

Updated: 2018-02-22 12:49:16 MOT

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5GB
Metadata Reserved Space 3,000 GB
Ports

Description Settings
CLB 53 Port 8082
CLB Swift Port 8033
LDR S3 Port 18082
LDR Swift Port 15083

Objektsegmentierung ist der Vorgang, ein Objekt in eine Sammlung kleinerer Objekte mit
fester GroRe aufzuteilen, um die Speicherung und Ressourcennutzung fur gro3e Objekte
zu optimieren. Auch beim S3-Multi-Part-Upload werden segmentierte Objekte erstellt,
wobei ein Objekt die einzelnen Teile darstellt.

Wenn ein Objekt in das StorageGRID-System aufgenommen wird, teilt der LDR-Service das Objekt in
Segmente auf und erstellt einen Segment-Container, der die Header-Informationen aller Segmente als Inhalt

auflistet.
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Wenn lhr StorageGRID-System einen Archiv-Node enthalt, dessen Zieltyp Cloud Tiering — einfacher
Speicherdienst ist und das Zielspeichersystem Amazon Web Services (AWS) ist, muss die maximale
Segmentgrole kleiner als oder gleich 4.5 gib (4,831,838,208 Byte) sein. Diese Obergrenze stellt sicher, dass
die Put-Beschrankung von finf GB bei AWS nicht tUberschritten wird. Antrage an AWS, die diesen Wert
Uberschreiten, fallen nicht an.

Beim Abruf eines Segment-Containers fasst der LDR-Service das urspringliche Objekt aus seinen Segmenten
zusammen und gibt das Objekt dem Client zurtick.

Der Container und die Segmente werden nicht notwendigerweise auf demselben Storage-Node gespeichert.
Container und Segmente kdnnen auf jedem beliebigen Speicherknoten gespeichert werden.

Jedes Segment wird vom StorageGRID System unabhangig behandelt und tragt zur Anzahl der Attribute wie
verwaltete Objekte und gespeicherte Objekte bei. Wenn ein im StorageGRID System gespeichertes Objekt
beispielsweise in zwei Segmente aufgeteilt wird, erhéht sich der Wert von verwalteten Objekten nach
Abschluss der Aufnahme um drei Segmente:

Segmentcontainer + Segment 1 + Segment 2 = drei gespeicherte Objekte

Die Performance beim Umgang mit groRen Objekten Iasst sich verbessern, indem Folgendes sichergestellt
wird:

« Jedes Gateway und jeder Storage-Node verfiigt Uber eine ausreichende Netzwerkbandbreite flr den
erforderlichen Durchsatz. Konfigurieren Sie beispielsweise separate Grid- und Client-Netzwerke auf 10-
Gbit/s-Ethernet-Schnittstellen.

* Fir den erforderlichen Durchsatz werden ausreichend Gateway und Storage-Nodes implementiert.

« Jeder Storage-Node verfligt Gber eine ausreichende Festplatten-l/O-Performance fiir den erforderlichen
Durchsatz.

Welche Wasserzeichen fiir Storage Volume sind

StorageGRID verwendet Wasserzeichen fur Speichervolumen, damit Sie die Menge an
nutzbarem Speicherplatz auf Speicherknoten Uberwachen konnen. Wenn der verfugbare
Speicherplatz eines Knotens kleiner als eine konfigurierte Wasserzeicheneinstellung ist,
wird der Speicherstatus (SSTS)-Alarm ausgeldst, damit Sie feststellen kdnnen, ob Sie
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Storage-Nodes hinzufugen mussen.

Um die aktuellen Einstellungen fir die Speichervolumen-Wasserzeichen anzuzeigen, wahlen Sie
Konfiguration > Speicheroptionen > Ubersicht.

Storage Options Overview
Updated: 2018-10-08 13:08:30 MOT

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5 GB
Metadata Reserved Space 3.000 GB

Die folgende Abbildung zeigt einen Storage-Node mit drei Volumes und zeigt die relative Position der drei
Storage Volume-Wasserzeichen. Innerhalb jedes Storage-Nodes reserviert StorageGRID auf Volume 0 Platz
fur Objekt-Metadaten. Der restliche Speicherplatz auf diesem Volume wird fur Objektdaten verwendet. Alle
anderen Volumes werden ausschliellich fir Objektdaten verwendet, zu denen replizierte Kopien und nach
dem Erasure-Coding-Verfahren gehoren.
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Volume 0 Volume 1 Volume 2

Storage Volume Hard Read-Only
Watermark (VROM])

Storage Volume Soft Read-Only
Watermark (VHWM)

Usable space

(object space) Usable space Usable space
Storage Volume Read-Write |\ . -~ - -
Watermark (VLWM)
Used object
Reserved for storage
metadata Used object
storage

Die Wasserzeichen fiir das Speichervolumen sind systemweite Standardwerte, die die Mindestmenge an
freiem Speicherplatz angeben, die fir jedes Volume im Speicherknoten bendtigt wird, um zu verhindern, dass
StorageGRID das Schreibverhalten des Knotens andert oder einen Alarm auslost. Beachten Sie, dass alle
Volumes das entsprechende Wasserzeichen erreichen missen, bevor StorageGRID entsprechende
MalRnahmen ergreift. Wenn einige Volumes mehr als den mindestens erforderlichen freien Speicherplatz
haben, wird der Alarm nicht ausgeldst, und das Lesen-Schreiben-Verhalten des Knotens andert sich nicht.

Speichervolumen Soft Read-Only-Wasserzeichen (VHWM)

Das Speichervolumen Soft Read-Only Watermark ist das erste Wasserzeichen, das angibt, dass der fiir
Objektdaten nutzbare Speicherplatz eines Node voll wird. Dieses Wasserzeichen gibt an, wie viel freier
Speicherplatz auf jedem Volume in einem Storage Node vorhanden sein muss, um zu verhindern, dass der
Node inden ,soft schreibgeschiitzten Modus™ wechselt. ,Soft Read-Only“-Modus bedeutet, dass
der Storage-Node mit Read-Only-Diensten fiir den Rest des StorageGRID Systems wirbt, aber alle
ausstehenden Schreibanforderungen erfullt.

Wenn die Menge an freiem Speicherplatz auf jedem Volume kleiner als die Einstellung dieses Wasserzeichens
ist, wird der Alarm ,Speicherstatus” (SSTS) auf der Ebene ,Hinweis" ausgeldst und der Speicherknoten
wechselt in den Modus ,Soft Read-Only*.

Angenommen, das Speichervolumen-Soft-Read-Only-Wasserzeichen ist auf 10 GB gesetzt, das ist der
Standardwert. Wenn weniger als 10 GB freier Speicherplatz auf jedem Volume im Speicherknoten verbleibt,
wird der SSTS-Alarm auf der Ebene Notice ausgeldst und der Speicherknoten wechselt in den Modus Soft
Read.
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Hard Read-Only-Wasserzeichen (VROM) fiir Speichervolumen

Das Hard Read-Only-Wasserzeichen fiir Speichervolumen ist das nachste Wasserzeichen, das angibt, dass
der nutzbare Speicherplatz eines Knotens flir Objektdaten voll wird. Dieses Wasserzeichen gibt an, wie viel
freier Speicherplatz auf jedem Volume in einem Storage Node vorhanden sein muss, um zu verhindern, dass
der Knoten in den ,Hard Read-0Only Mode"“ wechselt. Der Festplatten-Lesemodus bedeutet, dass der
Speicherknoten schreibgeschiitzt ist und keine Schreibanforderungen mehr akzeptiert.

Wenn die Menge an freiem Speicherplatz auf jedem Volume in einem Speicherknoten kleiner als die
Einstellung dieses Wasserzeichens ist, wird der Alarm Speicherstatus (SSTS) auf der Hauptebene ausgeldst,
und der Speicherknoten wechselt in den Modus fiir den reinen Lesezugriff.

Beispiel: Angenommen, der Hard Read-Only-Wasserzeichen des Speichervolumens ist auf 5 GB gesetzt, was
der Standardwert ist. Wenn weniger als 5 GB freier Speicherplatz auf jedem Speicher-Volume im Storage-
Node verbleibt, wird der SSTS-Alarm auf der Hauptebene ausgeldst und der Storage-Node wechselt in den
reinen Schreibmodus.

Der Wert des Hard Read-Only-Wasserzeichens fiir Speichervolumen muss kleiner sein als der Wert des
Speichervolumes Soft Read-Only-Wasserzeichens.

Storage-Volume-Lese-/Schreibmarke (VLWM)

Die Wasserzeichen Storage Volume fiir Lese- und Schreibvorgange gilt nur fiir Storage-Nodes, die in den
schreibgeschitzten Modus versetzt wurden. Dieses Wasserzeichen bestimmt, wann der Speicherknoten
wieder Lese- und Schreibzugriff erhalten darf.

Angenommen, ein Storage-Node ist in den reinen Lesemodus verschoben. Wenn das Speichervolume-Lese-
Schreib-Wasserzeichen auf 30 GB (Standard) gesetzt ist, muss der freie Speicherplatz auf jedem
Speichervolumen im Speicherknoten von 5 GB auf 30 GB ansteigen, bevor der Knoten wieder Lese-
/Schreibzugriff erhalten kann.

Der Wert des Speichervolumes-Wasserzeichens fiir Lesen und Schreiben muss groRRer sein als der Wert des
Speichervolumes Soft-Read-Only-Wasserzeichens.

Verwandte Informationen

"Verwalten vollstandiger Speicherknoten”

Management von Objekt-Metadaten-Storage

Die Kapazitat der Objektmetadaten eines StorageGRID Systems steuert die maximale
Anzahl an Objekten, die auf diesem System gespeichert werden kdnnen. Um
sicherzustellen, dass |Ihr StorageGRID System Uber ausreichend Platz zum Speichern
neuer Objekte verflgt, missen Sie wissen, wo und wie StorageGRID Objekt-Metadaten
speichert.

Was sind Objekt-Metadaten?

Objektmetadaten sind alle Informationen, die ein Objekt beschreiben. StorageGRID verwendet
Objektmetadaten, um die Standorte aller Objekte im Grid zu verfolgen und den Lebenszyklus eines jeden
Objekts mit der Zeit zu managen.

Fir ein Objekt in StorageGRID enthalten die Objektmetadaten die folgenden Informationstypen:
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« Systemmetadaten, einschlielich einer eindeutigen ID fir jedes Objekt (UUID), dem Objektnamen, dem
Namen des S3-Buckets oder Swift-Containers, dem Mandanten-Kontonamen oder -ID, der logischen
GroRe des Objekts, dem Datum und der Uhrzeit der ersten Erstellung des Objekts Und Datum und Uhrzeit
der letzten Anderung des Objekts.

+ Alle mit dem Objekt verknipften Schlissel-Wert-Paare flr benutzerdefinierte Benutzer-Metadaten.
* Bei S3-Objekten sind alle dem Objekt zugeordneten Objekt-Tag-Schlisselwert-Paare enthalten.
 Der aktuelle Storage-Standort jeder Kopie fir replizierte Objektkopien

* Fir Objektkopien mit Erasure-Coding-Verfahren wird der aktuelle Speicherort der einzelnen Fragmente
gespeichert.

 Bei Objektkopien in einem Cloud Storage Pool befindet sich der Speicherort des Objekts, einschlie3lich
des Namens des externen Buckets und der eindeutigen Kennung des Objekts.

» Fur segmentierte Objekte und mehrteilige Objekte, Segment-IDs und DatengroRRen.

Wie werden Objekt-Metadaten gespeichert?

StorageGRID speichert Objektmetadaten in einer Cassandra-Datenbank, die unabhangig von Objektdaten
gespeichert werden. Um Redundanz zu gewahrleisten und Objekt-Metadaten vor Verlust zu schitzen,
speichert StorageGRID drei Kopien der Metadaten fur alle Objekte im System an jedem Standort. Die drei
Kopien der Objektmetadaten werden gleichmaRig auf alle Storage-Nodes an jedem Standort verteilt.

Diese Abbildung zeigt die Speicherknoten an zwei Standorten. Jeder Standort verfligt tiber die gleiche Menge
an Objektmetadaten, die auf die Storage-Nodes an diesem Standort verteilt werden.

Site 1 Site 2
Three Storage Nodes Five Storage Nodes
Object metadata

Wo werden Objekt-Metadaten gespeichert?

Diese Abbildung zeigt die Storage Volumes fiir einen einzelnen Storage-Node.
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Wie in der Abbildung dargestellt, reserviert StorageGRID Speicherplatz flr Objekt-Metadaten auf dem Storage
Volume 0 jedes Storage-Nodes. Sie verwendet den reservierten Speicherplatz zum Speichern von
Objektmetadaten und zum Ausfiihren wichtiger Datenbankvorgange. Alle Gbrigen Speicherplatz auf dem
Storage Volume 0 und allen anderen Storage Volumes im Storage Node werden ausschlieRlich flr
Objektdaten (replizierte Kopien und nach Datenkonsistenz) verwendet.

Die Menge an Speicherplatz, die fir Objektmetadaten auf einem bestimmten Storage-Node reserviert ist,
hangt von einer Reihe von Faktoren ab, die im Folgenden beschrieben werden.

Einstellung fiir reservierten Speicherplatz fiir Metadaten

Die Einstellung Metadaten Reserved Space stellt die Menge an Speicherplatz dar, die fir Metadaten auf
Volume 0 jedes Storage-Node reserviert wird. Wie in der Tabelle dargestellt, basiert der Standardwert dieser
Einstellung fir StorageGRID 11.5 auf dem folgenden:

» Die Softwareversion, die Sie bei der Erstinstallation von StorageGRID verwendet haben.

* Die RAM-Menge auf jedem Storage-Node.

Fiir die Erstinstallation von RAM-GroRe auf Speicherknoten Standardeinstellung fiir
StorageGRID verwendete Version reservierten Speicherplatz bei

Metadaten fiir StorageGRID 11.5
11.5 128 GB oder mehr auf jedem 8 TB (8,000 GB)

Storage-Node im Grid

Weniger als 128 GB auf jedem 3 TB (3,000 GB)
Storage-Node im Grid

11.1 bis 11.4 128 GB oder mehr auf jedem 4 TB (4,000 GB)
Speicherknoten an einem
beliebigen Standort
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Fir die Erstinstallation von RAM-GroRe auf Speicherknoten Standardeinstellung fiir
StorageGRID verwendete Version reservierten Speicherplatz bei

Metadaten fiir StorageGRID 11.5

Weniger als 128 GB auf jedem 3 TB (3,000 GB)
Speicherknoten an jedem Standort

11.0 oder friher Beliebiger Betrag 2 TB (2,000 GB)

So zeigen Sie die Einstellung fir den reservierten Metadatenspeicherplatz fir Ihr StorageGRID-System an:

1. Wahlen Sie Konfiguration > Systemeinstellungen > Speicheroptionen.

2. Suchen Sie in der Tabelle Speicherwasserzeichen Metadatenreservierter Speicherplatz.

Storage Options Overview
Updated: 2021-02-Z3 11:58:23 MET

Object Segmentation

Segmentation Enahbled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soff HRead-Only Watermark 10 GB
_ainrane Malume Hard Bead-Ooly Wateomark 2GR
Metadata Reserved Space 6,000 GB

Im Screenshot betragt der Wert Metadaten reservierter Speicherplatz 8,000 GB (8 TB). Dies ist die

Standardeinstellung fiir eine neue StorageGRID 11.5-Installation, bei der jeder Speicherknoten 128 GB oder
mehr RAM hat.

Tatsachlich reservierter Speicherplatz fiir Metadaten

Im Gegensatz zur Einstellung ,systemweiter reservierter Speicherplatz fir Metadaten® wird fiir jeden Storage-
Node der_tatsachlich reservierte Speicherplatz_ fir Objektmetadaten ermittelt. Fir jeden bestimmten Storage-
Node hangt der tatsachlich reservierte Speicherplatz fir Metadaten von der GréRRe des Volumes 0 flr den
Node und der systemweiten Einstellung Metadaten reservierter Speicherplatz ab.

GroRe von Volume 0 fiir den Node Tatsachlich reservierter Speicherplatz fiir
Metadaten
Weniger als 500 GB (nicht in der Produktion) 10% des Volumens 0
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GroRe von Volume 0 fiir den Node Tatsachlich reservierter Speicherplatz fiir
Metadaten

500 GB oder mehr Die kleineren Werte:

e Lautstarke 0

« Einstellung fir reservierten Speicherplatz fir
Metadaten

So zeigen Sie den tatsachlich reservierten Speicherplatz fir Metadaten auf einem bestimmten Speicherknoten
an:

1. Wahlen Sie im Grid Manager die Option Nodes > Storage Node aus.

2. Wahlen Sie die Registerkarte Storage aus.

3. Bewegen Sie den Cursor Uber das Diagramm verwendete Speicherdaten — Objektmetadaten und suchen
Sie den Wert tatsachlich reserviert.

Storage Used - Object Metadata @

100.00%
T3.00%
202102-23 11:48:30
50.00%
= Lised %) 0.00%
o Used: 126.94 kB
25.00%
Allowed: 1.98 TB
- = Actual reserved: 8.00TB
) T1:10 171:20 1130 1184 11:50 12:00
== |Jzed (%)

Im Screenshot betragt der tatsachliche reservierte Wert 8 TB. Dieser Screenshot ist fir einen grol3en
Speicherknoten in einer neuen StorageGRID 11.5 Installation. Da die Einstellung fir den systemweiten
reservierten Speicherplatz fir Metadaten kleiner als das Volume 0 fur diesen Storage-Node ist, entspricht der
tatsachlich reservierte Speicherplatz fir diesen Node der Einstellung fir den reservierten Speicherplatz.

Der ist-reservierte-Wert entspricht dieser Prometheus-Metrik:

storagegrid storage utilization metadata reserved bytes

Beispiel fiir den tatsachlich reservierten Metadatenspeicherplatz

Angenommen, Sie installieren ein neues StorageGRID System unter Verwendung der Version 11.5. Nehmen
Sie in diesem Beispiel an, dass jeder Speicherknoten mehr als 128 GB RAM und dieses Volume 0 von
Speicherknoten 1 (SN1) 6 TB hat. Basierend auf diesen Werten:

* Der systemweite Metadaten reservierter Platz ist auf 8 TB eingestellt. (Dies ist der Standardwert fir eine
neue StorageGRID 11.5-Installation, wenn jeder Speicherknoten Uber mehr als 128 GB RAM verfugt.)
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* Der tatsachlich reservierte Speicherplatz fur Metadaten von SN1 betragt 6 TB. (Das gesamte Volume ist
reserviert, da Volume 0 kleiner ist als die Einstellung Metadaten reservierter Speicherplatz.)

Zulassiger Metadatenspeicherplatz

Der tatsachlich reservierte Speicherplatz jedes Storage-Node flr Metadaten wird in den Speicherplatz fir
Objekt-Metadaten (den ,, zuldssigen Metadatenspeicherplatz“) und den Platzbedarf flr wichtige
Datenbankvorgange (wie Data-Compaction und Reparatur) sowie zukiinftige Hardware- und Software-
Upgrades unterteilt. Der zulassige Metadatenspeicherplatz bestimmt die gesamte Objektkapazitat.

Volume 0

Object space

( Space required for
database
operations and
future upgrades
Actual
reserved
space for
metadata
Allowed
metadata space

Die folgende Tabelle fasst zusammen, wie StorageGRID den zulassigen Metadatenspeicherplatz fiir einen
Storage-Node bestimmt.

Tatsachlich reservierter Speicherplatz fiir Zulassiger Metadatenspeicherplatz
Metadaten
4 TB oder weniger 60 % des tatsachlich reservierten Speicherplatzes flr

Metadaten maximal 1.98 TB

Mehr als 4 TB (Tatsachlicher reservierter Speicherplatz fur
Metadaten — 1 TB) % 60 %, bis zu einem Maximum
von 2.64 TB
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Wenn lhr StorageGRID System mehr als 2.64 TB Metadaten auf jedem Storage-Node speichert
(oder voraussichtlich gespeichert werden), kann der zulassige Metadatenspeicherplatz in

@ einigen Fallen erhoht werden. Wenn jeweils lhre Storage-Nodes mehr als 128 GB RAM und
freier Speicherplatz auf dem Storage-Volume 0 haben, wenden Sie sich an Ihren NetApp
Ansprechpartner. NetApp Uberpruft ggf. die Anforderungen und erhéht den zuldssigen
Metadatenspeicherplatz fiir jeden Storage-Node.

So zeigen Sie den zulassigen Metadatenspeicherplatz fir einen Speicherknoten an:

1. Wahlen Sie im Grid Manager Node > Storage Node aus.
2. Wahlen Sie die Registerkarte Storage aus.

3. Bewegen Sie den Cursor Uber das Diagramm verwendete Speicherdaten — Objektmetadaten und suchen
Sie den Wert zulassig.

Storage Used - Object Metadata @

100.00% a2
75 00% 2021-05-05 11:03:30
= Used (%) 0.13%
50.00% I_Ise_-{_:l. 334 GB
Aliowed:  2.64TB
25.00% = Actual reserved: 8.00TH
0% } ]
10:40 10:50 11:.00 1110 11:20 11:30
== lzed (%)

Im Screenshot betragt der zulassige-Wert 2.64 TB, was der maximale Wert fir einen Storage Node ist,
dessen tatsachlicher reservierter Speicherplatz fir Metadaten mehr als 4 TB betragt.

Der zulassige-Wert entspricht dieser Prometheus-Metrik:

storagegrid storage utilization metadata allowed bytes

Beispiel fiir zulassigen Metadatenspeicherplatz

Angenommen, Sie installieren ein StorageGRID System mit Version 11.5. Nehmen Sie in diesem Beispiel an,
dass jeder Speicherknoten mehr als 128 GB RAM und dieses Volume 0 von Speicherknoten 1 (SN1) 6 TB hat.
Basierend auf diesen Werten:

* Der systemweite Metadaten reservierter Platz ist auf 8 TB eingestellt. (Dies ist der Standardwert fur
StorageGRID 11.5, wenn jeder Speicherknoten mehr als 128 GB RAM hat.)

* Der tatsachlich reservierte Speicherplatz fiir Metadaten von SN1 betragt 6 TB. (Das gesamte Volume ist
reserviert, da Volume 0 kleiner ist als die Einstellung Metadaten reservierter Speicherplatz.)

 Der zulassige Speicherplatz fir Metadaten auf SN1 betragt 2.64 TB. (Dies ist der hdchste Wert fir den
tatsachlich reservierten Speicherplatz.)
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Storage-Nodes unterschiedlicher GroRen beeinflussen die Objektkapazitat

Wie oben beschrieben, verteilt StorageGRID Objektmetadaten gleichmafig Gber Storage-Nodes an jedem
Standort. Wenn ein Standort Storage-Nodes unterschiedlicher Groken enthalt, bestimmt der kleinste Node am
Standort die Metadaten-Kapazitat des Standorts.

Beispiel:

 Sie haben ein Raster mit drei Storage Nodes unterschiedlicher GréRRe an einem einzigen Standort.
 Die Einstellung Metadaten reservierter Platz betragt 4 TB.

» Die Storage-Nodes haben die folgenden Werte flr den tatsachlich reservierten Metadatenspeicherplatz
und den zulassigen Metadatenspeicherplatz.

Storage-Node GroBe von Volumen 0  Tatséchlich reservierter Zulassiger
Metadatenspeicherplatz Metadatenspeicherplatz

SN1 227TB 227TB 1.32TB

SN2 5TB 4TB 1.98 TB

SN3 6TB 4TB 1.98 TB

Da Objektmetadaten gleichmafig auf die Storage-Nodes an einem Standort verteilt werden, kann jeder Node
in diesem Beispiel nur 1.32 TB Metadaten enthalten. Der zusatzlich zulassige Metadatenspeicherplatz von
0.66 TB fur SN2 und SN3 kann nicht verwendet werden.

— Metadata capacity for a site —

Used space for object metadata

SN1 SN2 SN3 Allowed metadata space

Da StorageGRID alle Objektmetadaten fir ein StorageGRID System an jedem Standort speichert, wird die
Gesamtkapazitat der Metadaten eines StorageGRID Systems durch die Objektmetadaten des kleinsten
Standorts bestimmt.

Und da die Objektmetadaten die maximale Objektanzahl steuern, wenn einem Node die Metadatenkapazitat
ausgeht, ist das Grid effektiv voll.

Verwandte Informationen

» So Uberwachen Sie die Objektmetadaten fir jeden Storage-Node und -Konfiguration:
"Monitor Fehlerbehebung”

* Um die Kapazitat der Objektmetadaten fir Ihr System zu erhéhen, missen Sie neue Storage-Nodes
hinzufigen:
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"Erweitern Sie |hr Raster"

Globale Einstellungen fiir gespeicherte Objekte konfigurieren

Mit den Grid-Optionen kdonnen Sie die Einstellungen fur alle Objekte konfigurieren, die in
Ihrem StorageGRID-System gespeichert sind, einschlie3lich gespeicherter
Objektkomprimierung und gespeicherter Objektverschllisselung. Und gespeichertes
Objekt-Hashing.

+ "Konfigurieren der gespeicherten Objektkomprimierung"

+ "Konfigurieren der gespeicherten Objektverschlisselung"

+ "Konfigurieren von gespeichertes Objekt-Hashing"

Konfigurieren der gespeicherten Objektkomprimierung

Uber die Grid-Option ,gespeicherte Objekte komprimieren® Iasst sich die Grofe der in
StorageGRID gespeicherten Objekte reduzieren, sodass Objekte weniger Storage
belegen.

Was Sie benétigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfugen.

Uber diese Aufgabe

Die Grid-Option ,gespeicherte Objekte komprimieren® ist standardmafig deaktiviert. Wenn Sie diese Option
aktivieren, versucht StorageGRID, jedes Objekt beim Speichern mit verlustfreier Komprimierung zu
komprimieren.

Wenn Sie diese Einstellung andern, dauert es etwa eine Minute, bis die neue Einstellung
angewendet wird. Der konfigurierte Wert wird flr Performance und Skalierung
zwischengespeichert.

Bevor Sie diese Option aktivieren, beachten Sie Folgendes:

» Die Komprimierung sollte nur aktiviert werden, wenn die gespeicherten Daten komprimierbar sind.

» Applikationen, die Objekte in StorageGRID speichern, komprimieren méglicherweise Objekte, bevor sie
gespeichert werden. Wenn bereits eine Client-Applikation ein Objekt komprimiert hat, bevor sie in
StorageGRID gespeichert wird, wird die Komprimierung gespeicherter Objekte die GroRRe eines Objekts
nicht weiter verringert.

Aktivieren Sie die Komprimierung nicht, wenn Sie NetApp FabricPool mit StorageGRID verwenden.

* Wenn die Grid-Option ,gespeicherte Objekte komprimieren® aktiviert ist, sollten S3- und Swift-Client-
Applikationen die AUSFUHRUNG VON GET-Objektoperationen vermeiden, die einen Bereich von Bytes
angeben. Diese Vorgange ,range Read"® sind ineffizient, da StorageGRID die Objekte effektiv
dekomprimieren muss, um auf die angeforderten Bytes zugreifen zu kdnnen. VORGANGE ZUM
ABRUFEN von Objekten, die einen kleinen Byte-Bereich von einem sehr groRen Objekt anfordern, sind
besonders ineffizient, beispielsweise ist es ineffizient, einen Bereich von 10 MB von einem komprimierten
50-GB-Objekt zu lesen.

Wenn Bereiche von komprimierten Objekten gelesen werden, kdnnen Client-Anforderungen eine Zeitdauer
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haben.

@ Wenn Sie Objekte komprimieren muissen und lhre Client-Applikation Bereichslesevorgange
verwenden muss, erhdhen Sie die Zeitliiberschreitung beim Lesen der Anwendung.

Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Gitteroptionen.

2. Aktivieren Sie im Abschnitt Optionen flir gespeicherte Objekte das Kontrollkastchen gespeicherte Objekte
komprimieren.

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ ® None AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

3. Klicken Sie Auf Speichern.

Konfigurieren der gespeicherten Objektverschliisselung

Sie kdnnen gespeicherte Objekte verschlusseln, wenn Sie sicherstellen mochten, dass
die Daten bei einer Gefahrdung eines Objektspeichers nicht in lesbarer Form abgerufen
werden konnen. Objekte sind standardmalig nicht verschlusselt.

Was Sie benétigen
+ Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Die gespeicherte Objektverschlisselung ermoglicht die Verschlisselung aller Objektdaten bei der Aufnahme
durch S3 oder Swift. Wenn Sie die Einstellung aktivieren, werden alle neu aufgenommenen Objekte
verschliisselt, aber es werden keine Anderungen an vorhandenen gespeicherten Objekten vorgenommen.
Wenn Sie die VerschlUsselung deaktivieren, bleiben aktuell verschlisselte Objekte verschliisselt, neu
aufgenommene Objekte werden jedoch nicht verschlisselt.

Wenn Sie diese Einstellung andern, dauert es etwa eine Minute, bis die neue Einstellung
angewendet wird. Der konfigurierte Wert wird flr Performance und Skalierung
zwischengespeichert.

Gespeicherte Objekte kdnnen mit dem Verschllisselungsalgorithmus AES-128 oder AES-256 verschlisselt
werden.

Die Einstellung ,gespeicherte Objektverschlisselung® gilt nur fiir S3 Objekte, die nicht durch Verschlisselung
auf Bucket- oder Objektebene verschlisselt wurden.
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Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Gitteroptionen.

2. Andern Sie im Abschnitt Speicherte Objektoptionen die gespeicherte Objektverschliisselung in Keine
(Standard), AES-128 oder AES-256.

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ * Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

3. Klicken Sie Auf Speichern.

Konfigurieren von gespeichertes Objekt-Hashing

Die Option ,Speichertes Objekt-Hashing“ gibt den Hash-Algorithmus an, der zur
Uberpriifung der Objektintegritat verwendet wird.

Was Sie bendtigen
» Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

StandardmaRig werden Objektdaten mit dem SHA-1-Algorithmus gehasht. Der SHA-256-Algorithmus erfordert
zusatzliche CPU-Ressourcen und wird im Allgemeinen nicht fir die Integritatspriifung empfohlen.

Wenn Sie diese Einstellung andern, dauert es etwa eine Minute, bis die neue Einstellung
angewendet wird. Der konfigurierte Wert wird fir Performance und Skalierung
zwischengespeichert.

Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Gitteroptionen.

2. Andern Sie im Abschnitt ,Optionen fiir gespeicherte Objekte“ die Option ,gespeicherte Objekt-Hashing” in
SHA-1 (Standardeinstellung) oder SHA-256.

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ ® None AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256
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3. Klicken Sie Auf Speichern.

Konfigurationseinstellungen fiir Storage-Nodes

Jeder Storage Node verwendet eine Reihe von Konfigurationseinstellungen und Zahlern.
Mdglicherweise mussen Sie die aktuellen Einstellungen anzeigen oder Zahler
zurucksetzen, um Alarme zu lI6schen (Legacy-System).

Mit Ausnahme der in der Dokumentation ausdrticklich enthaltenen Anweisungen sollten Sie sich

@ mit dem technischen Support in Verbindung setzen, bevor Sie die Konfigurationseinstellungen
fur den Storage-Node andern. Nach Bedarf kdnnen Sie Ereigniszahler zuricksetzen, um altere
Alarme zu I6schen.

So greifen Sie auf die Konfigurationseinstellungen und Zahler eines Speicherknotens zu:

1. Wahlen Sie Support > Tools > Grid Topology Aus.
2. Wabhlen Sie site > Storage Node aus.
3. Erweitern Sie den Speicherknoten, und wahlen Sie den Dienst oder die Komponente aus.

4. Wahlen Sie die Registerkarte Konfiguration.

In den folgenden Tabellen sind die Konfigurationseinstellungen flr Storage Node zusammengefasst.

LDR
Attributname Codieren Beschreibung
HTTP-Status HSTE Der aktuelle Status des HTTP-Protokolls fiir S3, Swift
und andere interne StorageGRID-Zugriffe:
+ Offline: Es sind keine Vorgange zulassig. Jede
Client-Anwendung, die versucht, eine HTTP-
Sitzung fir den LDR-Dienst zu 6ffnen, erhalt eine
Fehlermeldung. Aktive Sitzungen werden
ordnungsgemal geschlossen.
* Online: Der Vorgang wird normal fortgesetzt
Automatisches Starten HTAS * Wenn diese Option ausgewahlt ist, hangt der
von HTTP Zustand des Systems beim Neustart vom Status

der Komponente LDR > Storage ab. Wenn die
Komponente LDR > Storage beim Neustart
schreibgeschutzt ist, ist auch die HTTP-
Schnittstelle schreibgeschitzt. Wenn die
Komponente LDR > Speicherung Online ist, ist
HTTP auch Online. Andernfalls bleibt die HTTP-
Schnittstelle im Status Offline.

* Wenn diese Option nicht aktiviert ist, bleibt die
HTTP-Schnittstelle offline, bis sie explizit aktiviert
ist.
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LDR > Datenspeicher

Attributname Codieren

Anzahl Verlorener Objekte RCOR
Zurlcksetzen

LDR > Storage

Attributname Codieren
Storage-Zustand - SSDS
Gewlinscht

Zeituberschreitung Bei SHCT
Der Integritatsprifung
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Beschreibung

Setzen Sie den Zahler fur die Anzahl der verlorenen
Objekte dieses Dienstes zurlck.

Beschreibung

Eine vom Benutzer konfigurierbare Einstellung fur den
gewlnschten Status der Speicherkomponente. Der
LDR-Dienst liest diesen Wert und versucht, den durch
dieses Attribut angegebenen Status zu entsprechen.
Der Wert wird bei Neustarts dauerhaft verwendet.

Mit dieser Einstellung kdnnen Sie beispielsweise dazu
zwingen, dass Speicher schreibgeschitzt wird, selbst
wenn genugend Speicherplatz vorhanden ist. Dies
kann bei der Fehlerbehebung hilfreich sein.

Das Attribut kann einen der folgenden Werte
annehmen:

 Offline: Wenn der gewiinschte Status Offline ist,
schaltet der LDR-Dienst die LDR > Storage
-Komponente offline.

» Schreibgeschutzt: Wenn der gewlinschte Status
schreibgeschutzt ist, verschiebt der LDR-Service
den Speicherstatus auf schreibgeschiitzt und hort
auf, neue Inhalte zu akzeptieren. Beachten Sie,
dass Inhalte méglicherweise noch fir kurze Zeit
im Speicherknoten gespeichert werden, bis offene
Sitzungen geschlossen sind.

* Online: Den Wert bei Online wahrend des
normalen Systembetriebs belassen. Der
Speicherstatus — der aktuelle Status der
Speicherkomponente wird durch den Service
dynamisch festgelegt, basierend auf dem Zustand
des LDR-Service, z. B. der Menge des
verfligbaren Objektspeicherspeichers. Wenn der
Speicherplatz knapp ist, ist die Komponente
schreibgeschutzt.

Die Zeitgrenze in Sekunden, innerhalb derer ein
Integritatstest abgeschlossen werden muss, damit ein
Speichervolumen als ordnungsgemal angesehen
wird. Andern Sie diesen Wert nur, wenn Sie dazu vom
Support aufgefordert werden.



LDR > Verifizierung

Attributname

Fehlende Objekte
Zuricksetzen Anzahl

Verifizieren

Verifizierungsrate

Codieren

VCMI

FVOV

VPRI

Anzahl Der Beschadigten VCCR

Objekte Zuriicksetzen

Objekte In Quarantane
Léschen

LDR > Erasure Coding

Attributname

Zuricksetzen Der
Fehleranzahl Fur
Schreibvorgange

OQRT

Codieren

RWEF.

Beschreibung

Setzt die Anzahl der erkannten fehlenden Objekte
zurtck (OMIS). Erst nach Abschluss der
Vordergrunduberprifung verwenden. Fehlende
replizierte Objektdaten werden vom StorageGRID
System automatisch wiederhergestellt.

Wahlen Sie Objektspeichern aus, bei denen die
Vordergrundiberprifung durchgefihrt werden soll.

Legen Sie die Geschwindigkeit fest, mit der die
Hintergrunduberprifung durchgefihrt wird. Weitere
Informationen zur Konfiguration der
Hintergrundverifizierungsrate finden Sie unter.

Setzen Sie den Zahler fur beschadigte, replizierte
Objektdaten zurtick, die wahrend der
Hintergrunduberprifung gefunden wurden. Mit dieser
Option kdnnen Sie den Alarmzustand der
beschadigten Objekte I6schen, die erkannt wurden
(OCOR). Weitere Informationen finden Sie in den
Anweisungen zum Monitoring und zur
Fehlerbehebung von StorageGRID.

Léschen Sie beschadigte Objekte aus dem
Quarantaneverzeichnis, setzen Sie die Anzahl der
isolierten Objekte auf Null zuriick und I6schen Sie den
Alarm ,Quarantane Objekte erkannt* (OQRT). Diese
Option wird verwendet, nachdem beschadigte
Objekte vom StorageGRID-System automatisch
wiederhergestellt wurden.

Wenn ein Alarm ,Lost Objects“ ausgeldst wird, kann
der technische Support auf die isolierten Objekte
zugreifen. In manchen Fallen kdnnen isolierte Objekte
fur die Datenwiederherstellung oder das Debuggen
der zugrunde liegenden Probleme, die die
beschadigten Objektkopien verursacht haben,
ndtzlich sein.

Beschreibung

Setzen Sie den Zahler auf Schreibfehler von
Objektdaten mit Erasure-Coding-Verfahren auf den
Storage-Node zurtick.
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Attributname

Anzahl Der
Fehlgeschlagene
Lesevorgange
Zurlcksetzen

Zurucksetzen Loschen
Fehleranzahl

Beschadigte Kopien
Erkannte Anzahl
Zurucksetzen

Beschadigte Fragmente
Erkannte Anzahl
Zuricksetzen

Fehlende Fragmente
Erkannt Anzahl
Zuricksetzen

LDR > Replikation

Attributname

Fehleranzahl Inbound
Replication Zurticksetzen

Fehleranzahl Fir
Ausgehende Replikation
Zuricksetzen
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Codieren

RSRF

RSDF

RSCC

RCD

RSMD

Codieren

RICR

ROCR

Beschreibung

Setzen Sie den Zahler fiir Leseausfalle von
Objektdaten mit Erasure-Coding-Verfahren vom
Storage-Node zurtck.

Setzen Sie den Zahler fur Loschfehler von
Objektdaten mit Erasure-Coding-Verfahren vom
Storage-Node zurtick.

Setzen Sie den Zahler fur die Anzahl beschadigter
Kopien von Objektdaten, die nach dem Erasure-
Coding-Verfahren codiert wurden, auf dem Storage-
Node zurtck.

Setzen Sie den Zahler auf beschadigte Fragmente
von Objektdaten mit Erasure-Coding-Verfahren auf
dem Storage-Node zurtick.

Setzen Sie den Zahler auf fehlende Fragmente von
Objektdaten mit Erasure-Coding-Verfahren auf dem
Storage Node zuriick. Erst nach Abschluss der
Vordergrundiberprifung verwenden.

Beschreibung

Setzen Sie den Zahler auf Fehler bei eingehender
Replikation zurlck. Dies kann verwendet werden, um
den RIRF-Alarm (Inbound Replication — failed) zu
I6schen.

Setzen Sie den Zahler auf Fehler bei ausgehenden
Replikationen zurtick. Dies kann verwendet werden,
um den RORF-Alarm (ausgehende

Replikationen — fehlgeschlagen) zu I6schen.



Attributname Codieren Beschreibung

Deaktivieren Sie Inbound DSIR Wahlen Sie diese Option aus, um die eingehende

Replication Replikation im Rahmen eines Wartungs- oder
Testverfahrens zu deaktivieren. Wahrend des
normalen Betriebs nicht aktiviert lassen.

Wenn die eingehende Replikation deaktiviert ist,
kénnen Objekte vom Speicherknoten zum Kopieren
an andere Speicherorte im StorageGRID-System
abgerufen werden, Objekte kénnen jedoch nicht von
anderen Speicherorten aus zu diesem
Speicherknoten kopiert werden: Der LDR-Dienst ist
schreibgeschutzt.

Deaktivieren Sie DSOR Wahlen Sie diese Option aus, um die ausgehende

Ausgehende Replikation Replikation (einschlieRlich Inhaltsanforderungen fur
HTTP-Abrufvorgange) im Rahmen eines Wartungs-
oder Testverfahrens zu deaktivieren. Wahrend des
normalen Betriebs nicht aktiviert lassen.

Wenn die ausgehende Replikation deaktiviert ist,
kénnen Objekte auf diesen Speicherknoten kopiert
werden. Objekte kénnen jedoch nicht vom
Speicherknoten abgerufen werden, um sie an andere
Speicherorte im StorageGRID-System zu kopieren.
Der LDR-Service ist schreibgeschtzt.

Verwandte Informationen
"Monitor Fehlerbehebung"

Verwalten vollstandiger Speicherknoten

Wenn Storage-Nodes die Kapazitat erreichen, missen Sie das StorageGRID System
durch Hinzufigen eines neuen Storage erweitern. Es sind drei Optionen verfugbar: Das
Hinzufugen von Storage Volumes, das Hinzuflgen von Shelfs zur Storage-Erweiterung
und das Hinzufligen von Storage-Nodes.

Hinzufiigen von Storage-Volumes

Jeder Storage-Node unterstitzt eine maximale Anzahl an Storage-Volumes. Der definierte Hochstwert variiert
je nach Plattform. Wenn ein Storage-Node weniger als die maximale Anzahl an Storage-Volumes enthalt,
kénnen Sie Volumes hinzufligen, um seine Kapazitat zu erhéhen. Anweisungen zum erweitern eines
StorageGRID-Systems finden Sie in den Anweisungen.

Hinzufiigen von Shelfs zur Storage-Erweiterung

Einige Storage-Nodes von StorageGRID Appliances, z. B. SG6060, kénnen zusatzliche Storage-Shelfs
unterstitzen. Bei StorageGRID Appliances mit Erweiterungsfunktionen, die nicht bereits auf die maximale
Kapazitat erweitert wurden, kénnen Sie Storage-Shelfs zur Steigerung der Kapazitat hinzuflgen. Anweisungen
zum erweitern eines StorageGRID-Systems finden Sie in den Anweisungen.
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Speicherknoten Werden Hinzugefiigt

Sie kdnnen die Storage-Kapazitat durch Hinzufligen von Storage-Nodes erhéhen. Beim Hinzufligen von
Storage mussen die aktuell aktiven ILM-Regeln und Kapazitatsanforderungen sorgfaltig beriicksichtigt werden.
Anweisungen zum erweitern eines StorageGRID-Systems finden Sie in den Anweisungen.

Verwandte Informationen

"Erweitern Sie lhr Raster"

Verwalten Von Admin-Nodes

Jeder Standort in einer StorageGRID Implementierung kann einen oder mehrere Admin-
Nodes enthalten.

* "Was ist ein Admin-Node"

* "Mehrere Admin-Nodes werden verwendet"

+ "ldentifizieren des primaren Admin-Knotens"

» "Auswahlen eines bevorzugten Senders"

* "Anzeigen von Benachrichtigungsstatus und -Warteschlangen"

* "So zeigen Admin-Knoten bestatigte Alarme an (Legacy-System)"

+ "Konfigurieren des Zugriffs auf Audit-Clients"

Was ist ein Admin-Node

Admin Nodes stellen Managementservices wie Systemkonfiguration, Monitoring und
Protokollierung bereit. Jedes Grid muss einen primaren Admin-Node haben und kann
eine beliebige Anzahl nicht primarer Admin-Nodes fur Redundanz aufweisen.

Wenn Sie sich beim Grid Manager oder dem Tenant Manager anmelden, stellen Sie eine Verbindung zu einem
Admin-Node her. Sie kdnnen eine Verbindung zu einem beliebigen Admin-Knoten herstellen, und jeder Admin-
Knoten zeigt eine ahnliche Ansicht des StorageGRID-Systems an. Wartungsverfahren missen jedoch mit dem
primaren Admin-Node durchgefiihrt werden.

Admin-Nodes kdnnen auch verwendet werden, um den S3- und Swift-Client-Datenverkehr auszugleichen.
Admin-Nodes hosten die folgenden Services:

* AMS-Service

* CMN-Service

* NMS-Service

* Prometheus Service

» Load Balancer- und High Availability-Services (zur Unterstitzung von S3- und Swift-Client-Datenverkehr)

Admin-Nodes unterstiitzen auRerdem die Management Application Program Interface (Management-API) zur
Verarbeitung von Anfragen aus der Grid Management APIl und der Mandanten-Management-API.
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Was ist der AMS-Service

Der Audit Management System (AMS)-Dienst verfolgt Systemaktivitat und -Ereignisse.

Was der CMN-Service ist

Der Configuration Management Node (CMN)-Dienst verwaltet systemweite Konfigurationen von Konnektivitat
und Protokollfunktionen, die von allen Diensten bendétigt werden. Dartber hinaus wird der CMN-Dienst zur
Ausflihrung und Uberwachung von Grid-Aufgaben verwendet. Es gibt nur einen CMN-Service pro
StorageGRID-Implementierung. Der Admin-Node, der den CMN-Service hostet, wird als primarer Admin-Node
bezeichnet.

Was ist der NMS-Service

Der NMS-Dienst (Network Management System) steuert die Uberwachungs-, Reporting- und
Konfigurationsoptionen, die tGber den Grid Manager, die browserbasierte Schnittstelle des StorageGRID-
Systems, angezeigt werden.

Was der Prometheus Service ist
Der Prometheus Service sammelt Zeitreihungsmetriken aus den Services auf allen Knoten.

Verwandte Informationen

"Verwenden der Grid-Management-AP|"
"Verwenden Sie ein Mandantenkonto"
"Managen des Lastausgleichs"

"Verwalten von Hochverfligbarkeitsgruppen"

Mehrere Admin-Nodes werden verwendet

Ein StorageGRID-System kann mehrere Admin-Knoten enthalten, damit Sie Ihr
StorageGRID-System kontinuierlich uberwachen und konfigurieren konnen, auch wenn
ein Admin-Knoten ausfallt.

Wenn ein Admin-Knoten nicht mehr verfligbar ist, wird die Attributverarbeitung fortgesetzt, Alarme und Alarme
(Legacy-System) werden immer noch ausgeldst und E-Mail-Benachrichtigungen und AutoSupport-Meldungen
werden weiterhin gesendet. Das Vorhandensein mehrerer Admin-Nodes bietet jedoch keinen Failover-Schutz
auler Benachrichtigungen und AutoSupport-Meldungen. Insbesondere werden die von einem Admin-Knoten
ausgemachten Alarmbestatigungen nicht auf andere Admin-Knoten kopiert.
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Es gibt zwei Optionen, um das StorageGRID-System weiterhin anzuzeigen und zu konfigurieren, wenn ein
Admin-Knoten ausfallt:

» Webclients kdnnen sich mit jedem anderen verfiigbaren Admin-Node verbinden.

* Wenn ein Systemadministrator eine Hochverfigbarkeitsgruppe von Admin-Nodes konfiguriert hat, kbnnen
Webclients unter Verwendung der virtuellen IP-Adresse der HA-Gruppe weiterhin auf den Grid Manager

oder den Mandanten Manager zugreifen.

Bei Verwendung einer HA-Gruppe wird der Zugriff unterbrochen, wenn der Master Admin-
Node ausfallt. Benutzer mussen sich erneut anmelden, nachdem die virtuelle IP-Adresse
der HA-Gruppe auf einen anderen Admin-Node in der Gruppe Failover erfolgt.

Einige Wartungsarbeiten kénnen nur mit dem primaren Admin-Node ausgefihrt werden. Wenn der priméare
Admin-Node ausfallt, muss er wiederhergestellt werden, bevor das StorageGRID System wieder voll

funktionsfahig ist.

Verwandte Informationen
"Verwalten von Hochverfigbarkeitsgruppen"

234



Identifizieren des primaren Admin-Knotens

Der primare Admin-Node hostet den CMN-Service. Einige Wartungsarbeiten kdnnen nur
mit dem primaren Admin-Node durchgefuhrt werden.

Was Sie bendtigen
» Sie mussen Uber einen unterstutzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.

2. Wahlen Sie site > Admin Node und klicken Sie dann auf 4= So erweitern Sie die Topologiestruktur und
zeigen die auf diesem Admin-Node gehosteten Services an.

Der primare Admin-Node hostet den CMN-Service.

3. Wenn dieser Admin-Node den CMN-Dienst nicht hostet, priifen Sie die anderen Admin-Nodes.

Auswahlen eines bevorzugten Senders

Wenn lhre StorageGRID-Bereitstellung mehrere Administratorknoten enthalt, kdnnen Sie
auswahlen, welcher Admin-Knoten der bevorzugte Absender von Benachrichtigungen
sein soll. Standardmalig ist der primare Admin-Node ausgewahlt, aber jeder Admin-
Node kann der bevorzugte Absender sein.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Auf der Seite Konfiguration > Systemeinstellungen > Anzeigeoptionen wird angezeigt, welcher Admin-
Node derzeit als bevorzugter Absender ausgewahlt wurde. Der primare Admin-Node ist standardmaRig
ausgewahilt.

Bei normalen Systemvorgangen sendet nur der bevorzugte Absender folgende Benachrichtigungen:

» AutoSupport Nachrichten

* SNMP-Benachrichtigungen

* E-Mails benachrichtigen

» Alarm-E-Mails (alteres System)

Alle anderen Admin-Knoten (Standby-Sender) Uberwachen jedoch den bevorzugten Sender. Wenn ein
Problem erkannt wird, kann ein Standby-Sender diese Benachrichtigungen auch senden.

In diesen Fallen kdnnen sowohl der bevorzugte Sender als auch ein Standby-Sender Benachrichtigungen
senden:

* Wenn Admin-Knoten von einander “islanded” werden, werden sowohl der bevorzugte Sender als auch die

Standby-Sender versuchen, Benachrichtigungen zu senden, und mehrere Kopien von Benachrichtigungen
kénnen empfangen werden.
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* Nachdem ein Standby-Sender Probleme mit dem bevorzugten Sender erkannt hat und mit dem Senden
von Benachrichtigungen beginnt, kann der bevorzugte Sender seine Fahigkeit zum Senden von
Benachrichtigungen wiederherstellen. In diesem Fall kdnnen doppelte Benachrichtigungen gesendet

werden. Der Standby-Sender hort auf, Benachrichtigungen zu senden, wenn Fehler auf dem bevorzugten
Sender nicht mehr erkannt werden.

Wenn Sie Alarmbenachrichtigungen und AutoSupport-Meldungen testen, senden alle Admin-
Knoten die Test-E-Mail. Wenn Sie die Warnbenachrichtigungen testen, miissen Sie sich bei
jedem Admin-Knoten anmelden, um die Verbindung zu uberprifen.

Schritte

1. Wahlen Sie Konfiguration > Systemeinstellungen > Anzeigeoptionen.

2. Wahlen Sie im Menl Anzeigeoptionen die Option Optionen.

3. Wahlen Sie in der Dropdown-Liste den Admin-Knoten aus, den Sie als bevorzugten Sender festlegen

4.

mochten.
Display Options
Updated: 2017-08-20 18:231:10 MDT
Current Sender ADMIN-DC1-ADMA

Preferred Sender iADMIN—Dm-ADrvH | ;|

GUI Inactivity Timeout |Q[J[J
Natification Suppress All r

Apply Changes .

Klicken Sie Auf Anderungen Ubernehmen.

Der Admin-Node wird als bevorzugter Absender von Benachrichtigungen festgelegt.

Anzeigen von Benachrichtigungsstatus und -Warteschlangen

Der NMS-Dienst auf Admin Nodes sendet Benachrichtigungen an den Mail-Server. Sie
konnen den aktuellen Status des NMS-Dienstes und die Grolde der
Benachrichtigungswarteschlange auf der Seite Interface Engine anzeigen.

Um auf die Seite Interface Engine zuzugreifen, wahlen Sie Support > Tools > Grid Topology. Wahlen Sie
schlieBlich site > Admin Node > NMS > Interface Engine aus.
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| Overview 'l, Alarms Reports Configuration

Wain

Overview: NMS (170-176) - Interface Engine

Updabed; 200803009 1001217 POT
NMS Interface Engine’ Statis Connected IR
Connected Sevices 15 j
E-mail Motification Events
E-mail Maotifications Status MNo Errars | %
E-mail Nafifications Queued i} a9
Database Connection Pool
Maamum Supponed Capacity 100 0
Remaining Capadity 895 % s L]
Active Connections 5 |

Benachrichtigungen werden Uber die E-Mail-Benachrichtigungswarteschlange verarbeitet und an den Mail-
Server gesendet, einer nach dem anderen in der Reihenfolge, in der sie ausgeldst werden. Wenn ein Problem
auftritt (z. B. ein Netzwerkverbindungsfehler) und der Mail-Server nicht verfiigbar ist, wenn versucht wird, die
Benachrichtigung zu senden, wird der Versuch unternommen, die Benachrichtigung an den Mailserver erneut
zu senden, 60 Sekunden lang fortgesetzt. Wenn die Benachrichtigung nach 60 Sekunden nicht an den
Mailserver gesendet wird, wird die Benachrichtigung aus der Benachrichtigungswarteschlange geléscht und es
wird versucht, die nachste Benachrichtigung in der Warteschlange zu senden. Da Benachrichtigungen aus der
Benachrichtigungswarteschlange geldscht werden kdnnen, ohne gesendet zu werden, ist es moglich, dass ein
Alarm ausgelost werden kann, ohne dass eine Benachrichtigung gesendet wird. Wenn eine Benachrichtigung
aus der Warteschlange geldscht wird, ohne gesendet zu werden, wird der Minor-Alarm FUR MINUTEN (E-
Mail-Benachrichtigungsstatus) ausgeldst.

So zeigen Admin-Knoten bestatigte Alarme an (Legacy-System)

Wenn Sie einen Alarm an einem Admin-Knoten bestatigen, wird der bestatigte Alarm
nicht auf einen anderen Admin-Knoten kopiert. Da Danksagungen nicht auf andere
Admin-Knoten kopiert werden, sieht die Struktur der Grid Topology fur jeden Admin-
Knoten moglicherweise nicht gleich aus.

Dieser Unterschied kann nutzlich sein, wenn Web-Clients verbunden werden. Web-Clients kénnen je nach
Administratoranforderungen unterschiedliche Ansichten des StorageGRID-Systems haben.
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Beachten Sie, dass Benachrichtigungen vom Admin-Knoten gesendet werden, wo die Bestatigung erfolgt.

Konfigurieren des Zugriffs auf Audit-Clients

Der Admin-Knoten protokolliert Uber den Service Audit Management System (AMS) alle
uberpruften Systemereignisse in eine Protokolldatei, die Uber die Revisionsfreigabe
verfugbar ist und die zu jedem Admin-Knoten bei der Installation hinzugefigt wird. Um
einfachen Zugriff auf Audit-Protokolle zu ermoglichen, lasst sich der Client-Zugriff auf
Audit-Freigaben fur CIFS und NFS konfigurieren.

Das StorageGRID System verwendet eine positive Bestatigung, um den Verlust von Audit-Meldungen zu
verhindern, bevor sie in die Protokolldatei geschrieben werden. Eine Meldung bleibt an einem Dienst in der

Warteschlange, bis der AMS-Dienst oder ein Zwischenaudit-Relaisdienst die Kontrolle tber ihn bestétigt hat.

Weitere Informationen finden Sie in den Anweisungen zum Verstandnis von Uberwachungsmeldungen.

@ Wenn Sie CIFS oder NFS verwenden méchten, wahlen Sie NFS.

@ Der Audit-Export Uber CIFS/Samba wurde veraltet und wird in einer zuklnftigen StorageGRID-
Version entfernt.

Verwandte Informationen
"Was ist ein Admin-Node"

"Prifung von Audit-Protokollen”

"Software-Upgrade"

Konfigurieren von Audit-Clients fiir CIFS

Das Verfahren zum Konfigurieren eines Audit-Clients hangt von der
Authentifizierungsmethode ab: Windows Workgroup oder Windows Active Directory (AD).
Wenn diese Option hinzugeflugt wird, wird die Revisionsfreigabe automatisch als
schreibgeschutzte Freigabe aktiviert.
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@ Der Audit-Export Uber CIFS/Samba wurde veraltet und wird in einer zukiinftigen StorageGRID-
Version entfernt.

Verwandte Informationen

"Software-Upgrade"

Konfigurieren von Audit-Clients fiir Workgroup

Fuhren Sie dieses Verfahren fur jeden Admin-Knoten in einer StorageGRID-
Bereitstellung durch, von der aus Sie Audit-Nachrichten abrufen mochten.

Was Sie benétigen

* Sie mussen die haben Passwords. txt Datei mit dem Root-/Admin-Passwort (im GENANNTEN Paket
verflgbar).

* Sie missen die haben Configuration.txt Datei (im GENANNTEN Paket verfligbar).

Uber diese Aufgabe
Der Audit-Export Gber CIFS/Samba wurde veraltet und wird in einer zukiinftigen StorageGRID-Version entfernt.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Vergewissern Sie sich, dass alle Dienste den Status ,ausgefihrt* oder ,geprift* aufweisen:
storagegrid-status

Wenn nicht alle Dienste ausgefuhrt oder verifiziert werden, beheben Sie Probleme, bevor Sie fortfahren.

3. Kehren Sie zur Befehlszeile zuriick und driicken Sie Strg+C.

4. Starten Sie das CIFS-Konfigurationsprogramm: config cifs.rb
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add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

| I

| |
add-user-to-share | join-domain |
remove-user-from-share | add-password-server |
modify-group | remove-password-server |
| add-wins-server |

| I

remove-wins-server

5. Legen Sie die Authentifizierung fir die Windows Workgroup fest:

Wenn die Authentifizierung bereits festgelegt wurde, wird eine Beratungsmeldung angezeigt. Wenn die
Authentifizierung bereits festgelegt wurde, fahren Sie mit dem nachsten Schritt fort.

a.

b.

Geben Sie Ein: set-authentication

Wenn Sie zur Installation von Windows Workgroup oder Active Directory aufgefordert werden, geben
Sie Folgendes ein: workgroup

Geben Sie bei der entsprechenden Aufforderung einen Namen flr die Arbeitsgruppe ein:
workgroup name

Erstellen Sie bei Aufforderung einen aussagekraftigen NetBIOS-Namen: netbios name
Oder

Driicken Sie Enter, um den Hostnamen des Admin-Knotens als NetBIOS-Name zu verwenden.

Das Skript startet den Samba-Server neu und es werden Anderungen vorgenommen. Dies sollte weniger
als eine Minute dauern. Fligen Sie nach dem Festlegen der Authentifizierung einen Audit-Client hinzu.

a. Dricken Sie auf der entsprechenden Aufforderung Enter.

Das CIFS-Konfigurationsprogramm wird angezeigt.

6. Hinzufligen eines Audit-Clients:
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a. Geben Sie Ein: add-audit-share

@ Die Freigabe wird automatisch als schreibgeschitzt hinzugeftigt.

. Wenn Sie dazu aufgefordert werden, figen Sie einen Benutzer oder eine Gruppe hinzu: user

. Geben Sie bei der entsprechenden Aufforderung den Benutzernamen fir die Prifung ein:

audit user name

. Wenn Sie dazu aufgefordert werden, geben Sie ein Kennwort flir den Benutzer der Priifung ein:

password

. Geben Sie bei der entsprechenden Aufforderung dasselbe Passwort erneut ein, um es zu bestatigen:



password

f. Drucken Sie auf der entsprechenden Aufforderung Enter.

Das CIFS-Konfigurationsprogramm wird angezeigt.

(D Es ist nicht erforderlich, ein Verzeichnis einzugeben. Der Name des
Uberwachungsverzeichnisses ist vordefiniert.

7. Wenn mehr als ein Benutzer oder eine Gruppe auf die Revisionsfreigabe zugreifen darf, fligen Sie die
zusétzlichen Benutzer hinzu:

a. Geben Sie Ein: add-user-to-share
Es wird eine nummerierte Liste mit aktivierten Freigaben angezeigt.

b. Geben Sie bei der entsprechenden Aufforderung die Nummer der Freigabe fur den Audit-Export ein:
share number

€. Wenn Sie dazu aufgefordert werden, figen Sie einen Benutzer oder eine Gruppe hinzu: user
Oder group

d. Geben Sie bei Aufforderung den Namen des Audit-Benutzers oder der Gruppe ein: audit user or
audit group

e. Dricken Sie auf der entsprechenden Aufforderung Enter.
Das CIFS-Konfigurationsprogramm wird angezeigt.

f. Wiederholen Sie diese Teilschritte fiir jeden weiteren Benutzer oder jede Gruppe, die Zugriff auf die
Revisionsfreigabe hat.

8. Uberpriifen Sie optional die Konfiguration: validate-config
Die Dienste werden Uberprift und angezeigt. Sie kdnnen die folgenden Meldungen ohne Bedenken

ignorieren:

Can't find include file /etc/samba/includes/cifs-interfaces.inc
Can't find include file /etc/samba/includes/cifs-filesystem.inc
Can't find include file /etc/samba/includes/cifs-custom-config.inc
Can't find include file /etc/samba/includes/cifs-shares.inc

rlimit max: increasing rlimit max (1024) to minimum Windows limit
(16384)

a. Dricken Sie auf der entsprechenden Aufforderung Enter.
Die Konfiguration des Audit-Clients wird angezeigt.
b. Driicken Sie auf der entsprechenden Aufforderung Enter.

Das CIFS-Konfigurationsprogramm wird angezeigt.

9. SchlieRen Sie das CIFS-Konfigurationsprogramm: exit
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10. Starten Sie den Samba-Dienst: service smbd start

11. Wenn es sich bei der StorageGRID-Implementierung um einen einzelnen Standort handelt, mit dem
nachsten Schritt fortfahren.

Oder

Wenn die StorageGRID-Bereitstellung Admin-Nodes an anderen Standorten enthalt, aktivieren Sie diese
Revisionsfreigabe nach Bedarf:

a. Remote-Anmeldung beim Admin-Node eines Standorts:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

b. Wiederholen Sie die Schritte, um die Revisionsfreigabe flir jeden zusatzlichen Admin-Knoten zu
konfigurieren.

C. Schlielen Sie die sichere Remote-Shell-Anmeldung am Remote-Admin-Node: exit
12. Melden Sie sich aus der Befehlsshell ab: exit

Verwandte Informationen

"Software-Upgrade"

Konfigurieren von Audit-Clients fiir Active Directory

Fuhren Sie dieses Verfahren fur jeden Admin-Knoten in einer StorageGRID-
Bereitstellung durch, von der aus Sie Audit-Nachrichten abrufen méchten.

Was Sie bendtigen

* Sie mussen die haben Passwords. txt Datei mit dem Root-/Admin-Passwort (im GENANNTEN Paket
verfugbar).

« Sie missen Uber den Benutzernamen und das Kennwort fiir das CIFS Active Directory verfligen.
* Sie mussen die haben Configuration.txt Datei (im GENANNTEN Paket verflgbar).

@ Der Audit-Export Uber CIFS/Samba wurde veraltet und wird in einer zuklnftigen StorageGRID-
Version entfernt.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
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2. Vergewissern Sie sich, dass alle Dienste den Status ,ausgefuhrt* oder ,geprift* aufweisen:
storagegrid-status

Wenn nicht alle Dienste ausgefihrt oder verifiziert werden, beheben Sie Probleme, bevor Sie fortfahren.

3. Kehren Sie zur Befehlszeile zurtick und driicken Sie Strg+C.

4. Starten Sie das CIFS-Konfigurationsprogramm: config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

| | |
I | I
| add-user-to-share | join-domain |
| remove-user-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
| | |

remove-wins-server

5. Legen Sie die Authentifizierung fir Active Directory fest: set-authentication

In

den meisten Bereitstellungen missen Sie die Authentifizierung festlegen, bevor Sie den Audit-Client

hinzufiigen. Wenn die Authentifizierung bereits festgelegt wurde, wird eine Beratungsmeldung angezeigt.
Wenn die Authentifizierung bereits festgelegt wurde, fahren Sie mit dem nachsten Schritt fort.

a.

b.

Bei Aufforderung zur Workgroup- oder Active Directory-Installation: ad

Geben Sie bei der entsprechenden Aufforderung den Namen der AD-Domane ein (kurzer Domain-
Name).

Geben Sie bei entsprechender Aufforderung die IP-Adresse oder den DNS-Hostnamen des
Domanencontrollers ein.

Geben Sie bei entsprechender Aufforderung den vollstandigen Doméanennamen ein.
Verwenden Sie GroRRbuchstaben.

Geben Sie bei Aufforderung zur Aktivierung der Winbindunterstitzung y ein.

Winbind wird verwendet, um Benutzer- und Gruppeninformationen von AD-Servern zu losen.

Geben Sie bei entsprechender Aufforderung den NetBIOS-Namen ein.

Dricken Sie auf der entsprechenden Aufforderung Enter.

Das CIFS-Konfigurationsprogramm wird angezeigt.

6. Treten Sie der Domane bei:

a

b

- Wenn noch nicht gestartet, starten Sie das CIFS-Konfigurationsprogramm: config cifs.rb

. Treten Sie der Doméne bei: join-domain
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c. Sie werden aufgefordert zu testen, ob der Admin-Knoten derzeit ein gultiges Mitglied der Domain ist.
Wenn dieser Admin-Node der Domane noch nicht beigetreten ist, geben Sie Folgendes ein: no

d. Geben Sie bei entsprechender Aufforderung den Benutzernamen des Administrators an:

administrator username

Wo administrator username Ist der Benutzername fir das CIFS Active Directory, nicht der
StorageGRID-Benutzername.

e. Geben Sie bei entsprechender Aufforderung das Administratorpasswort an:
administrator password

Waren administrator password Ist der Benutzername fir das CIFS-Active-Verzeichnis und nicht
das StorageGRID-Kennwort.

f. Dricken Sie auf der entsprechenden Aufforderung Enter.
Das CIFS-Konfigurationsprogramm wird angezeigt.

7. Vergewissern Sie sich, dass Sie der Domane ordnungsgemal beigetreten sind:
a. Treten Sie der Domane bei: join-domain
b. Wenn Sie aufgefordert werden, zu testen, ob der Server derzeit ein gliltiges Mitglied der Doméane ist,

geben Sie Folgendes ein: y

Wenn Sie die Meldung ,Join is OK, “erhalten, haben Sie sich erfolgreich der Domane
angeschlossen. Wenn diese Antwort nicht angezeigt wird, versuchen Sie, die Authentifizierung zu
aktivieren und die Domain erneut anzuschliel3en.

c. Dricken Sie auf der entsprechenden Aufforderung Enter.
Das CIFS-Konfigurationsprogramm wird angezeigt.

8. Hinzufiigen eines Audit-Clients: add-audit-share

a. Wenn Sie aufgefordert werden, einen Benutzer oder eine Gruppe hinzuzufiigen, geben Sie Folgendes
ein: user

b. Wenn Sie zur Eingabe des Benutzernamens fiir die Priifung aufgefordert werden, geben Sie den
Benutzernamen fir die Prifung ein.

c. Dricken Sie auf der entsprechenden Aufforderung Enter.
Das CIFS-Konfigurationsprogramm wird angezeigt.

9. Wenn mehr als ein Benutzer oder eine Gruppe auf die Revisionsfreigabe zugreifen darf, fligen Sie weitere
Benutzer hinzu: add-user-to-share

Es wird eine nummerierte Liste mit aktivierten Freigaben angezeigt.

a. Geben Sie die Nummer der Freigabe fir den Audit-Export ein.

b. Wenn Sie aufgefordert werden, einen Benutzer oder eine Gruppe hinzuzufligen, geben Sie Folgendes
ein: group

Sie werden aufgefordert, den Namen der Uberwachungsgruppe anzugeben.
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c. Wenn Sie zur Eingabe des Namens der Uberwachungsgruppe aufgefordert werden, geben Sie den
Namen der Benutzergruppe fir die Prifung ein.

d. Driicken Sie auf der entsprechenden Aufforderung Enter.
Das CIFS-Konfigurationsprogramm wird angezeigt.

e. Wiederholen Sie diesen Schritt fur jeden weiteren Benutzer oder jede Gruppe, der Zugriff auf die
Revisionsfreigabe hat.

10. Uberpriifen Sie optional die Konfiguration: validate-config

1.
12.

Die Dienste werden Uberprift und angezeigt. Sie kdnnen die folgenden Meldungen ohne Bedenken
ignorieren:

° Die include-Datei kann nicht gefunden werden /etc/samba/includes/cifs-interfaces.inc
° Die include-Datei kann nicht gefunden werden /etc/samba/includes/cifs-filesystem.inc
° Die include-Datei kann nicht gefunden werden /etc/samba/includes/cifs-interfaces.inc

° Die include-Datei kann nicht gefunden werden /etc/samba/includes/cifs-custom-
config.inc

° Die include-Datei kann nicht gefunden werden /etc/samba/includes/cifs-shares.inc
> Rlimit_max: Anstieg von rlimit_max (1024) auf Windows-Minimum (16384)
Kombinieren Sie die Einstellung 'security=ads' nicht mit dem Parameter 'Password

Server'. (Standardmafig erkennt Samba das korrekte DC, um automatisch Kontakt
aufzunehmen).

i. Wenn Sie dazu aufgefordert werden, driicken Sie Enter, um die Konfiguration des Audit-Clients
anzuzeigen.

i. Dricken Sie auf der entsprechenden Aufforderung Enter.
Das CIFS-Konfigurationsprogramm wird angezeigt.

Schlielen Sie das CIFS-Konfigurationsprogramm: exit

Wenn es sich bei der StorageGRID-Implementierung um einen einzelnen Standort handelt, mit dem
nachsten Schritt fortfahren.

Oder

Wenn die StorageGRID-Bereitstellung Admin-Nodes an anderen Standorten enthalt, aktivieren Sie optional
die folgenden Audit-Shares nach Bedarf:

a. Remote-Anmeldung beim Admin-Node eines Standorts:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

b. Wiederholen Sie diese Schritte, um die Revisionsfreigaben fiir jeden Admin-Knoten zu konfigurieren.
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C. Schlielen Sie die sichere Remote-Shell-Anmeldung beim Admin-Node: exit
13. Melden Sie sich aus der Befehlsshell ab: exit

Verwandte Informationen

"Software-Upgrade"

Hinzufiigen eines Benutzers oder einer Gruppe zu einer CIFS-Revisionsfreigabe

Sie kdnnen einen Benutzer oder eine Gruppe zu einer CIFS-Revisionsfreigabe
hinzufligen, die in die AD-Authentifizierung integriert ist.

Was Sie bendtigen

* Sie mussen die haben Passwords. txt Datei mit dem Root-/Admin-Passwort (im GENANNTEN Paket
verfugbar).

* Sie miussen die haben Configuration.txt Datei (im GENANNTEN Paket verfligbar).

Uber diese Aufgabe
Das folgende Verfahren gilt fir eine mit AD-Authentifizierung integrierte Audit-Freigabe.

@ Der Audit-Export Uber CIFS/Samba wurde veraltet und wird in einer zukiinftigen StorageGRID-
Version entfernt.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Vergewissern Sie sich, dass alle Dienste den Status ,ausgefuhrt oder ,verifiziert* aufweisen. Geben Sie
Ein: storagegrid-status

Wenn nicht alle Dienste ausgefihrt oder verifiziert werden, beheben Sie Probleme, bevor Sie fortfahren.

3. Kehren Sie zur Befehlszeile zurtick und driicken Sie Strg+C.

4. Starten Sie das CIFS-Konfigurationsprogramm: config cifs.rb
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10.

1.

set-authentication validate-config
help

exit

| add-audit-share | |
| enable-disable-share | set-netbios—-name |
| add-user-to-share | join-domain |
| remove-user-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
I | I

remove-wins-server

. Beginnen Sie mit dem Hinzufligen eines Benutzers oder einer Gruppe: add-user-to-share

Eine nummerierte Liste der konfigurierten Audit-Shares wird angezeigt.

. Wenn Sie dazu aufgefordert werden, geben Sie die Nummer fir die Revisionsfreigabe ein (Audit-Export):

audit share number

Sie werden gefragt, ob Sie einem Benutzer oder einer Gruppe Zugriff auf diese Revisionsfreigabe
gewahren mochten.

. Wenn Sie dazu aufgefordert werden, fligen Sie einen Benutzer oder eine Gruppe hinzu: user Oder group

. Wenn Sie zur Eingabe des Benutzer- oder Gruppennamens fiir diese AD-Revisionsfreigabe aufgefordert

werden, geben Sie den Namen ein.

Der Benutzer oder die Gruppe wird als schreibgeschiitzt fir die Revisionsfreigabe sowohl im
Betriebssystem des Servers als auch im CIFS-Dienst hinzugefligt. Die Samba-Konfiguration wird neu
geladen, damit der Benutzer oder die Gruppe auf die Audit-Client-Freigabe zugreifen kénnen.

. Dricken Sie auf der entsprechenden Aufforderung Enter.

Das CIFS-Konfigurationsprogramm wird angezeigt.
Wiederholen Sie diese Schritte fiir jeden Benutzer oder jede Gruppe, der Zugriff auf die Revisionsfreigabe
hat.
Uberpriifen Sie optional die Konfiguration: validate-config
Die Dienste werden Uberprift und angezeigt. Sie kdnnen die folgenden Meldungen ohne Bedenken
ignorieren:

o Kann die Datei /etc/sambalincludes/cifs-interfaces.inc nicht finden

o Kann die Datei /etc/sambal/includes/cifs-filesystem.inc nicht finden

o Kann die Datei /etc/sambalincludes/cifs-custom-config.inc nicht finden

o Kann die Datei /etc/sambalincludes/cifs-shares.inc nicht finden

i. Wenn Sie dazu aufgefordert werden, driicken Sie Enter, um die Konfiguration des Audit-Clients
anzuzeigen.
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i. Dricken Sie auf der entsprechenden Aufforderung Enter.
12. SchlieRen Sie das CIFS-Konfigurationsprogramm: exit
13. Ermitteln Sie wie folgt, ob zusatzliche Audit-Shares aktiviert werden missen:

o Wenn es sich bei der StorageGRID-Implementierung um einen einzelnen Standort handelt, mit dem
nachsten Schritt fortfahren.

o Wenn die StorageGRID-Bereitstellung Admin-Nodes an anderen Standorten umfasst, aktivieren Sie die
folgenden Audit-Freigaben nach Bedarf:

i. Remote-Anmeldung beim Admin-Node eines Standorts:
A. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
B. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
D. Geben Sie das im aufgefihrte Passwort ein Passwords. txt Datei:

i. Wiederholen Sie diese Schritte, um die Revisionsfreigaben fir jeden Admin-Knoten zu
konfigurieren.

iii. SchlieBen Sie die sichere Remote-Shell-Anmeldung am Remote-Admin-Node: exit

14. Melden Sie sich aus der Befehlsshell ab: exit

Entfernen eines Benutzers oder einer Gruppe aus einer CIFS-Revisionsfreigabe

Sie kdnnen den letzten Benutzer oder die letzte Gruppe, der Zugriff auf die
Revisionsfreigabe hat, nicht entfernen.

Was Sie benotigen

* Sie miussen die haben Passwords. txt Datei mit den Passwortern des Root-Kontos (im GENANNTEN
Paket verflgbar).

* Sie mussen die haben Configuration.txt Datei (im GENANNTEN Paket verfugbar).

Uber diese Aufgabe
Der Audit-Export Gber CIFS/Samba wurde veraltet und wird in einer zuklinftigen StorageGRID-Version entfernt.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Starten Sie das CIFS-Konfigurationsprogramm: config cifs.rb
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validate-config
help
exit

add-audit-share set-authentication

| | |
| enable-disable-share | set-netbios—-name |
| add-user-to-share | join-domain |
| remove-user—-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
| | remove-wins-server |

3. Starten Sie das Entfernen eines Benutzers oder einer Gruppe: remove-user-from-share

Eine nummerierte Liste der verflgbaren Audit-Shares fir den Admin-Knoten wird angezeigt. Die
Revisionsfreigabe wird als Audit-Export bezeichnet.
4. Geben Sie die Nummer der Revisionsfreigabe ein: audit share number

5. Wenn Sie aufgefordert werden, einen Benutzer oder eine Gruppe zu entfernen: user Oder group
Eine nummerierte Liste von Benutzern oder Gruppen fir die Revisionsfreigabe wird angezeigt.
6. Geben Sie die Nummer flr den Benutzer oder die Gruppe ein, die Sie entfernen mochten: number

Die Revisionsfreigabe wird aktualisiert, und der Benutzer oder die Gruppe ist nicht mehr berechtigt, auf die
Revisionsfreigabe zuzugreifen. Beispiel:

Enabled shares
1. audit-export
Select the share to change: 1
Remove user or group? [User/group]: User
Valid users for this share
1. audituser
2. newaudituser
Select the user to remove: 1

Removed user "audituser" from share "audit-export".

Press return to continue.

7. Schliefken Sie das CIFS-Konfigurationsprogramm: exit

8. Wenn die StorageGRID-Bereitstellung Admin-Nodes an anderen Standorten umfasst, deaktivieren Sie die
Revisionsfreigabe an jedem Standort nach Bedarf.

9. Melden Sie sich bei Abschluss der Konfiguration von jeder Befehlshaber ab: exit
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Verwandte Informationen

"Software-Upgrade"

Andern eines CIFS-Revisionsfreigabe-Benutzers oder Gruppennamens

Sie kdnnen den Namen eines Benutzers oder einer Gruppe fir eine CIFS-
Revisionsfreigabe andern, indem Sie einen neuen Benutzer oder eine neue Gruppe
hinzufigen und dann den alten I6schen.

Uber diese Aufgabe
Der Audit-Export Gber CIFS/Samba wurde veraltet und wird in einer zukinftigen StorageGRID-Version entfernt.

Schritte

1. Flgen Sie einen neuen Benutzer oder eine neue Gruppe mit dem aktualisierten Namen zur
Revisionsfreigabe hinzu.

2. Ldschen Sie den alten Benutzer- oder Gruppennamen.

Verwandte Informationen

"Software-Upgrade"
"Hinzufligen eines Benutzers oder einer Gruppe zu einer CIFS-Revisionsfreigabe"

"Entfernen eines Benutzers oder einer Gruppe aus einer CIFS-Revisionsfreigabe"

Uberpriifung der Integration von CIFS-Audits

Die Revisionsfreigabe ist schreibgeschutzt. Die Protokolldateien sind fur
Computeranwendungen gedacht, und die Uberpriifung beinhaltet nicht das Offnen einer
Datei. Es wird als ausreichend uUberpruft, ob die Audit-Log-Dateien in einem Windows
Explorer-Fenster angezeigt werden. SchlieRen Sie nach der Verbindungsuberprufung alle
Fenster.

Konfigurieren des Audit-Clients fiir NFS
Die Revisionsfreigabe wird automatisch als schreibgeschutzte Freigabe aktiviert.

Was Sie bendtigen

* Sie mussen die haben Passwords. txt Datei mit dem Root-/Admin-Passwort (im GENANNTEN Paket
verfugbar).

* Sie mussen die haben Configuration.txt Datei (im GENANNTEN Paket verflgbar).
* Der Audit-Client muss NFS-Version 3 (NFSv3) verwenden.

Uber diese Aufgabe

Fihren Sie dieses Verfahren fiir jeden Admin-Knoten in einer StorageGRID-Bereitstellung durch, von der aus
Sie Audit-Nachrichten abrufen mochten.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
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b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Vergewissern Sie sich, dass alle Dienste den Status ,ausgefuhrt* oder ,verifiziert“ aufweisen. Geben Sie
Ein: storagegrid-status

Wenn Dienste nicht als aktiv oder verifiziert aufgefiihrt sind, beheben Sie Probleme, bevor Sie fortfahren.

3. Zuriick zur Kommandozeile. Driicken Sie Strg+C.

4. Starten Sie das NFS-Konfigurationsprogramm. Geben Sie Ein: config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove-ip-from-share refresh-config

| |
| |
| help |
| exit |

5. Fligen Sie den Audit-Client hinzu: add-audit-share

a. Geben Sie bei entsprechender Aufforderung die IP-Adresse oder den IP-Adressbereich des Audit-
Clients fur die Revisionsfreigabe ein: client IP address

b. Dricken Sie auf der entsprechenden Aufforderung Enter.

6. Wenn mehr als ein Audit-Client auf die Revisionsfreigabe zugreifen darf, figen Sie die IP-Adresse des
zusatzlichen Benutzers hinzu: add-ip-to-share

a. Geben Sie die Nummer der Revisionsfreigabe ein: audit share number

b. Geben Sie bei entsprechender Aufforderung die IP-Adresse oder den IP-Adressbereich des Audit-
Clients fur die Revisionsfreigabe ein: client IP address

c. Driicken Sie auf der entsprechenden Aufforderung Enter.
Das NFS-Konfigurationsprogramm wird angezeigt.

d. Wiederholen Sie diese Teilschritte fur jeden zusatzlichen Audit-Client, der Zugriff auf die
Revisionsfreigabe hat.

7. Uberpriifen Sie optional Ihre Konfiguration.

a. Geben Sie Folgendes ein: validate-config
Die Dienste werden Uberpriift und angezeigt.

b. Dricken Sie auf der entsprechenden Aufforderung Enter.
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Das NFS-Konfigurationsprogramm wird angezeigt.

C. SchlieRen Sie das NFS-Konfigurationsdienstprogramm: exit
8. Legen Sie fest, ob die Revisionsfreigaben an anderen Standorten aktiviert werden mussen.

o Wenn es sich bei der StorageGRID-Implementierung um einen einzelnen Standort handelt, mit dem
nachsten Schritt fortfahren.

o Wenn die StorageGRID-Bereitstellung Admin-Nodes an anderen Standorten umfasst, aktivieren Sie die
folgenden Audit-Freigaben nach Bedarf:

i. Remote-Anmeldung beim Admin-Node des Standorts:
A. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
B. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
D. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:

i. Wiederholen Sie diese Schritte, um die Revisionsfreigaben fur jeden zusatzlichen Admin-Node zu
konfigurieren.

ii. SchlieRen Sie die sichere Remote-Shell-Anmeldung am Remote-Admin-Node. Geben Sie Ein:
exit

9. Melden Sie sich aus der Befehlsshell ab: exit

NFS-Audit-Clients erhalten auf Basis ihrer IP-Adresse Zugriff auf eine Revisionsfreigabe. Gewahren Sie
einem neuen NFS-Audit-Client Zugriff auf die Revisionsfreigabe, indem Sie der Freigabe ihre IP-Adresse
hinzufigen oder einen vorhandenen Audit-Client entfernen, indem Sie seine IP-Adresse entfernen.

Hinzufiigen eines NFS-Audit-Clients zu einer Revisionsfreigabe

NFS-Audit-Clients erhalten auf Basis ihrer IP-Adresse Zugriff auf eine Revisionsfreigabe.
Gewahren Sie einem neuen NFS-Audit-Client Zugriff auf die Revisionsfreigabe, indem
Sie dessen IP-Adresse zur Revisionsfreigabe hinzuflgen.

Was Sie bendtigen

* Sie mussen die haben Passwords. txt Datei mit dem Root-/Admin-Passwort (im GENANNTEN Paket
verfugbar).

* Sie mussen die haben Configuration.txt Datei (im GENANNTEN Paket verflgbar).
* Der Audit-Client muss NFS-Version 3 (NFSv3) verwenden.
Schritte
1. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
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2.

10.

Starten Sie das NFS-Konfigurationsprogramm: config nfs.rb

add-audit-share add-ip-to-share validate-config

help

|
| enable-disable-share
I
| exit

| |
remove-ip-from-share | refresh-config |
| |
| |

Geben Sie Ein: add-ip-to-share

Es wird eine Liste der auf dem Admin-Knoten aktivierten NFS-Audit-Freigaben angezeigt. Die
Revisionsfreigabe ist wie folgt aufgelistet: /var/local/audit/export

Geben Sie die Nummer der Revisionsfreigabe ein: audit share number

Geben Sie bei entsprechender Aufforderung die IP-Adresse oder den IP-Adressbereich des Audit-Clients
flr die Revisionsfreigabe ein: client IP address

Der Audit-Client wird der Revisionsfreigabe hinzugeflugt.
Dricken Sie auf der entsprechenden Aufforderung Enter.
Das NFS-Konfigurationsprogramm wird angezeigt.

Wiederholen Sie die Schritte fur jeden Audit-Client, der zur Revisionsfreigabe hinzugefligt werden soll.

Uberpriifen Sie optional die Konfiguration: validate-config
Die Dienste werden Uberprift und angezeigt.
a. Drucken Sie auf der entsprechenden Aufforderung Enter.
Das NFS-Konfigurationsprogramm wird angezeigt.

SchlieRen Sie das NFS-Konfigurationsdienstprogramm: exit

Wenn es sich bei der StorageGRID-Implementierung um einen einzelnen Standort handelt, mit dem
nachsten Schritt fortfahren.

Wenn die StorageGRID-Bereitstellung Admin-Nodes an anderen Standorten umfasst, aktivieren Sie
andernfalls optional diese Audit-Shares nach Bedarf:

a. Remote-Anmeldung beim Admin-Node eines Standorts:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
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b. Wiederholen Sie diese Schritte, um die Revisionsfreigaben fir jeden Admin-Knoten zu konfigurieren.
C. SchlieRen Sie die sichere Remote-Shell-Anmeldung am Remote-Admin-Node: exit

11. Melden Sie sich aus der Befehlsshell ab: exit

Priifung der NFS-Audit-Integration

Nachdem Sie eine Audit-Freigabe konfiguriert und einen NFS-Audit-Client hinzugefugt
haben, konnen Sie die Audit-Client-Freigabe mounten und Uberprifen, ob die Dateien
Uber die Audit-Freigabe verfugbar sind.

Schritte

1. Uberprifen Sie die Konnektivitat (oder Variante fiir das Clientsystem) mithilfe der clientseitigen IP-Adresse
des Admin-Knotens, der den AMS-Dienst hostet. Geben Sie Ein: ping IP address

Stellen Sie sicher, dass der Server antwortet, und geben Sie die Konnektivitat an.

2. Mounten Sie die schreibgeschitzte Revisionsfreigabe mit einem dem Client-Betriebssystem
entsprechenden Befehl. Ein Beispiel fur Linux lautet (geben Sie in einer Zeile ein):

mount -t nfs -o hard,intr Admin Node IP address:/var/local/audit/export
myAudit

Verwenden Sie die IP-Adresse des Admin-Knotens, der den AMS-Dienst hostet, und den vordefinierten
Freigabennamen fir das Audit-System. Der Mount-Punkt kann ein beliebiger Name sein, der vom Client
ausgewahlt wurde (z. B. myAudit Im vorherigen Befehl).

3. Stellen Sie sicher, dass die Dateien lber die Revisionsfreigabe verfiigbar sind. Geben Sie Ein: 1s
myAudit /*

Wo myAudi t Ist der Bereitstellungspunkt der Revisionsfreigabe. Es sollte mindestens eine Protokolldatei
aufgefihrt sein.

Entfernen eines NFS-Audit-Clients aus der Revisionsfreigabe

NFS-Audit-Clients erhalten auf Basis ihrer IP-Adresse Zugriff auf eine Revisionsfreigabe.
Sie kdnnen einen vorhandenen Audit-Client entfernen, indem Sie seine IP-Adresse
entfernen.

Was Sie bendtigen

* Sie mussen die haben Passwords. txt Datei mit dem Root-/Admin-Passwort (im GENANNTEN Paket
verfugbar).

* Sie mussen die haben Configuration.txt Datei (im GENANNTEN Paket verflgbar).

Uber diese Aufgabe
Sie kdnnen die letzte IP-Adresse, die fur den Zugriff auf die Revisionsfreigabe zulassig ist, nicht entfernen.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
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b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Starten Sie das NFS-Konfigurationsprogramm: config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove-ip-from-share refresh-config

help
exit

3. Entfernen Sie die IP-Adresse aus der Revisionsfreigabe: remove-ip-from-share

Eine nummerierte Liste der auf dem Server konfigurierten Audit-Freigaben wird angezeigt. Die
Revisionsfreigabe ist wie folgt aufgelistet: /var/local/audit/export

4. Geben Sie die Nummer fir die Revisionsfreigabe ein: audit share number
Eine nummerierte Liste mit IP-Adressen, die Zugriff auf die Revisionsfreigabe ermdglichen, wird angezeigt.
5. Geben Sie die Nummer fir die IP-Adresse ein, die Sie entfernen mochten.

Die Revisionsfreigabe wird aktualisiert, und der Zugriff ist von keinem Audit-Client mit dieser IP-Adresse
mehr gestattet.

6. Driucken Sie auf der entsprechenden Aufforderung Enter.
Das NFS-Konfigurationsprogramm wird angezeigt.

7. Schlieen Sie das NFS-Konfigurationsdienstprogramm: exit

8. Wenn es sich bei Ihrer StorageGRID-Bereitstellung um mehrere Datacenter-Standortimplementierungen
mit zusatzlichen Admin-Nodes an anderen Standorten handelt, deaktivieren Sie diese Revisionsfreigaben
nach Bedarf:

a. Remote-Anmeldung bei jedem Standort Admin-Node:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

b. Wiederholen Sie diese Schritte, um die Revisionsfreigaben fur jeden zuséatzlichen Admin-Node zu
konfigurieren.
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C. Schlielen Sie die sichere Remote-Shell-Anmeldung am Remote-Admin-Node: exit

9. Melden Sie sich aus der Befehlsshell ab: exit

Andern der IP-Adresse eines NFS-Audit-Clients

1. Flgen Sie einer vorhandenen NFS-Revisionsfreigabe eine neue IP-Adresse hinzu.

2. Entfernen Sie die urspringliche IP-Adresse.

Verwandte Informationen

"Hinzuflgen eines NFS-Audit-Clients zu einer Revisionsfreigabe"

"Entfernen eines NFS-Audit-Clients aus der Revisionsfreigabe"

Verwalten Von Archivierungs-Knoten

Optional kdnnen die Datacenter-Standorte des StorageGRID Systems Uber einen Archive
Node bereitgestellt werden, wodurch eine Verbindung zu einem speziell externen Archiv-
Storage-System wie Tivoli Storage Manager (TSM) hergestellt werden kann.

Nachdem Sie Verbindungen zum externen Ziel konfiguriert haben, koénnen Sie den Archiv-Node so
konfigurieren, dass die TSM-Performance optimiert wird, einen Archiv-Node offline schalten, wenn sich ein
TSM-Server der Kapazitat nahert oder nicht mehr verfiigbar ist, und Einstellungen fir Replikation und Abruf
konfigurieren. Sie kdnnen auch benutzerdefinierte Alarme flr den Knoten Archiv einstellen.

* "Was ist ein Archivknoten"

+ "Konfigurieren von Archivierungs-Node-Verbindungen mit Archiv-Storage"

» "Einstellen benutzerdefinierter Alarme fiir den Knoten ,Archiv"

* "Integration Von Tivoli Storage Manager"

Was ist ein Archivknoten

Der Archive Node bietet eine Schnittstelle, Uber die Sie ein externes Archiv-Storage-
System zur langfristigen Speicherung von Objektdaten gezielt einsetzen konnen. Der
Archivknoten iberwacht darliber hinaus diese Verbindung und die Ubertragung von
Objektdaten zwischen dem StorageGRID System und dem angestrebten externen
Archiv-Storage-System.

256



| Overview I|I Alarms Reports Configuration

ST StorageGRO Webscale Deployment ik
L|—_!—‘. Dats Center 1 :
B & ber Aty g Overview: ARC (DC1-ARC1-98-185) - ARC
LE._‘ Al Updsted: Z015-09-30 10.29:18 POT
Ij‘ DC1-81.88-162
i
[+~ DC1-52-83-163 .
,55_‘ ARC State Online 59
T-dp DC1-ARCI 58165 ARC Status Ho Erors |
- ) s5u Twvoli Storage Manager State Onling ﬂ?
Tivoli Storage Manager Status Mo Emors =iy
Store Siste Online ﬁ?
Store Status Mo Errors =t e |
Retrieve State Online ﬁ?
Rastriove Status No Emors sy
Inbound Replication Status Mo Emors Eﬂ@
i T TR Outbound Replicstion Status No Errors =i
[IJ‘ Data Center 3
Node Information
Device Type Archive Node
Varsion 10.2.0
Build 20150928 2133 a27b3ab
Node 1D 19002524
Site 1D 10

Objektdaten, die nicht geldscht, aber nicht regelmaRig abgerufen werden kénnen, kdnnen jederzeit von den
rotierenden Festplatten eines Storage Node auf einen externen Archiv-Storage wie die Cloud oder auf Tapes
verschoben werden. Diese Archivierung von Objektdaten erfolgt durch die Konfiguration des Archiv-Nodes
eines Datacenter-Standorts und anschliel®end die Konfiguration von ILM-Regeln, bei denen dieser
Archivknoten als ,Ziel“ fir Anweisungen zur Content-Platzierung ausgewahlt wird. Der Archivknoten verwaltet
die archivierten Objektdaten nicht selbst; dies wird durch das externe Archivgerat erreicht.

@ Objektmetadaten werden nicht archiviert, bleiben aber auf Storage-Nodes erhalten.

Was der ARC-Service ist

Der Archiv-Node (ARC)-Service stellt die Managementoberflache bereit, Uber die Sie
Verbindungen zu externen Archivspeichern konfigurieren konnen, z. B. Bandmedien uber
TSM Middleware.

Der ARC-Service interagiert mit einem externen Archivspeichersystem, sendet Objektdaten flir Nearline-
Speicherung und flhrt Abrufvorgénge durch, wenn eine Client-Anwendung ein archiviertes Objekt anfordert.
Wenn eine Client-Anwendung ein archiviertes Objekt anfordert, fordert ein Storage Node die Objektdaten vom
ARC-Service an. Der ARC-Dienst stellt eine Anfrage an das externe Archiv-Speichersystem, das die
angeforderten Objektdaten abruft und diese an den ARC-Dienst sendet. Der ARC-Dienst Uberprift die
Objektdaten und leitet sie an den Speicherknoten weiter, der wiederum das Objekt an die anfordernde Client-
Anwendung zurlckgibt.

Anfragen nach tUber TSM Middleware auf Tape archivierten Objektdaten werden fur eine effiziente
Abrufvorgange verwaltet. Anfragen kénnen so bestellt werden, dass Objekte, die nacheinander auf Band
gespeichert sind, in derselben sequenziellen Reihenfolge angefordert werden. Anforderungen werden dann in

die Warteschlange gestellt, um sie an das Speichergerat zu Gbertragen. Je nach Archivgerat kdnnen mehrere
Anfragen fir Objekte auf verschiedenen Volumes gleichzeitig verarbeitet werden.

Konfigurieren von Archivierungs-Node-Verbindungen mit Archiv-Storage

Wenn Sie einen Archivknoten fur die Verbindung mit einem externen Archiv konfigurieren,

257



mussen Sie den Zieltyp auswahlen.

Das StorageGRID System untersttitzt die Archivierung von Objektdaten in der Cloud Uber eine S3-Schnittstelle
oder auf Tape Uber Tivoli Storage Manager (TSM) Middleware.

@ Wenn der Typ des Archivziels fur einen Archiv-Knoten konfiguriert ist, kann der Zieltyp nicht
mehr geédndert werden.

* "Archivierung in der Cloud tber die S3-API"
* "Archivierung auf Band Gber TSM Middleware"
+ "Konfigurieren von Einstellungen fur den Abruf von Archivknoten”

« "Konfiguration der Replikation von Archivierungs-Knoten"

Archivierung in der Cloud iiber die S3-API

Ein Archivierungs-Node kann so konfiguriert werden, dass er eine direkte Verbindung zu
Amazon Web Services (AWS) oder einem anderen System herstellt, das uber die S3-API
mit dem StorageGRID-System verbunden werden kann.

Das Verschieben von Objekten vom Archiv-Node auf ein externes Archiv-Storage-System lber

@ die S3-API wurde durch ILM Cloud Storage-Pools ersetzt, die mehr Funktionen bieten. Die
Cloud Tiering - Simple Storage Service (S3) Option wird weiterhin unterstitzt, aber Sie
koénnten stattdessen Cloud Storage Pools implementieren.

Wenn Sie derzeit einen Archiv-Node mit der Option Cloud Tiering - Simple Storage Service (S3) verwenden,
sollten Sie Ihre Objekte in einen Cloud-Storage-Pool migrieren. Weitere Informationen finden Sie in den
Anweisungen zum Verwalten von Objekten mit Information Lifecycle Management.

Verwandte Informationen

"Objektmanagement mit ILM"

Verbindungseinstellungen fiir die S3-API werden konfiguriert

Wenn Sie Uber die S3-Schnittstelle eine Verbindung zu einem Archiv-Node herstellen,
mussen Sie die Verbindungseinstellungen fur die S3-API konfigurieren. Bis diese
Einstellungen konfiguriert sind, bleibt der ARC-Dienst in einem wichtigen Alarmzustand,
da er nicht mit dem externen Archivspeichersystem kommunizieren kann.

Das Verschieben von Objekten vom Archiv-Node auf ein externes Archiv-Storage-System tber
die S3-API wurde durch ILM Cloud Storage-Pools ersetzt, die mehr Funktionen bieten. Die
Cloud Tiering - Simple Storage Service (S3) Option wird weiterhin unterstitzt, aber Sie
konnten stattdessen Cloud Storage Pools implementieren.

®

Wenn Sie derzeit einen Archiv-Node mit der Option Cloud Tiering - Simple Storage Service
(S3) verwenden, sollten Sie lhre Objekte in einen Cloud-Storage-Pool migrieren. Weitere
Informationen finden Sie in den Anweisungen zum Verwalten von Objekten mit Information
Lifecycle Management.

Was Sie bendétigen
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« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
» Sie mussen Uber spezifische Zugriffsberechtigungen verflgen.
» Sie miussen einen Bucket auf dem Ziel-Archiv-Storage-System erstellt haben:

o Der Bucket muss einem einzelnen Archivierungs-Node zugewiesen sein. Sie kann nicht von anderen
Archiv-Nodes oder anderen Anwendungen verwendet werden.

o Der Bucket muss die fur lhren Standort passende Region ausgewahlt haben.
> Der Bucket sollte mit der Versionierung als ausgesetzt konfiguriert werden.

» Objektsegmentierung muss aktiviert sein, und die maximale SegmentgréRe muss kleiner oder gleich 4.5
gib (4,831,838,208 Byte) sein. S3-API-Anfragen, die diesen Wert Uberschreiten, schlagen fehl, wenn S3
als externes Archiv-Storage-System verwendet wird.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.
2. Wahlen Sie Archivknoten > ARC > Ziel.

3. Wahlen Sie Konfiguration > Main.

Overview Alarms Reports | Configuration \I

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-089-24 15:48:22 POT

Target Type Cloud Tiering - Simple Storage Service (33) LI

Cloud Tiering ($3) Account

Bucket Name name

Region Virginia or Pacific Morthwest (us-east-1) |
Endpoint https:if10.10.10.123:8082 M Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssse

Storage Class Standard (Default) LI

Apply Changes .

4. Wahlen Sie in der Dropdown-Liste Zieltyp * Cloud Tiering - Simple Storage Service (S3)* aus.
@ Konfigurationseinstellungen sind erst verfiigbar, wenn Sie einen Zieltyp auswahlen.

5. Konfigurieren Sie das Cloud-Tiering-Konto (S3), Uber das der Archive-Node eine Verbindung zum externen
S3-fahigen Archiv-Storage-System herstellen soll.
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Die meisten Felder auf dieser Seite sind selbsterklarend. Im folgenden werden die Felder beschrieben, flr
die Sie mdglicherweise Hinweise bendtigen.

> Region: Nur verfligbar, wenn AWS verwenden ausgewahlt ist. Die ausgewahlte Region muss mit der
Region des Buckets Ubereinstimmen.

o Endpunkt und AWS verwenden: Fiir Amazon Web Services (AWS) wahlen Sie AWS verwenden.
Endpunkt wird dann automatisch mit einer Endpunkt-URL auf der Grundlage der Attribute Bucket-
Name und Region ausgeflllt. Beispiel:

https://bucket.region.amazonaws.com

Geben Sie bei einem nicht von AWS stammenden Ziel die URL des Systems ein, das den Bucket
hostet, einschlieRlich der Portnummer. Beispiel:

https://system.com:1080

o Endpunktauthentifizierung: StandardmaRig aktiviert. Wenn das Netzwerk dem externen
Archivspeichersystem vertraut ist, kdnnen Sie das Kontrollkdstchen deaktivieren, um das SSL-Zertifikat
und die hostname-Uberpriifung des Zielsystems fiir die externe Archivierung zu deaktivieren. Wenn
eine andere Instanz eines StorageGRID-Systems das Zielspeichergerat flr die Archivierung ist und
das System mit offentlich signierten Zertifikaten konfiguriert ist, kdnnen Sie das Kontrollkastchen
aktivieren.

o Speicherklasse: Wahlen Sie Standard (Standard) fir die normale Lagerung. Wahlen Sie reduzierte
Redundanz nur fiir Objekte, die einfach neu erstellt werden kénnen. Reduzierte Redundanz bietet
kostenglinstige Speicherung mit weniger Zuverlassigkeit. Wenn das zielgerichtete
Archivspeichersystem eine weitere Instanz des StorageGRID-Systems ist, steuert Speicherklasse,
wie viele Zwischenkopien des Objekts bei der Aufnahme auf das Zielsystem erstellt werden, wenn bei
Aufnahme von Objekten Dual Commit verwendet wird.

6. Klicken Sie Auf Anderungen Ubernehmen.

Die angegebenen Konfigurationseinstellungen werden validiert und auf lhr StorageGRID System
angewendet. Nach der Konfiguration kann das Ziel nicht mehr geéndert werden.

Verwandte Informationen

"Objektmanagement mit ILM"

Andern der Verbindungseinstellungen fiir die S3-API

Nachdem der Archivknoten uber die S3 API fur die Verbindung zu einem externen Archiv-
Storage-System konfiguriert wurde, kdnnen Sie einige Einstellungen andern, wenn sich
die Verbindung andert.

Was Sie bendétigen

« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Wenn Sie das Cloud Tiering (S3) Konto andern, miissen Sie sicherstellen, dass die Anmeldedaten fir
Benutzerzugriff auch auf den Bucket Lese-/Schreibzugriff haben, einschliellich aller Objekte, die zuvor vom
Archiv-Node in den Bucket aufgenommen wurden.
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Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.
2. Wahlen Sie Archivknoten > ARC > Ziel aus.

3. Wahlen Sie Konfiguration > Main.

Overview Alarms Reports | Configuration ‘\

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI
Cloud Tiering ($3) Account

Bucket Mame name

Region Virginia or Pacific Morthwest (us-east-1) LI
Endpoint https://10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apply Changes .

4. Andern Sie ggf. die Kontoinformationen.

Wenn Sie die Storage-Klasse andern, werden neue Objektdaten mit der neuen Storage-Klasse
gespeichert. Vorhandene Objekte werden bei der Aufnahme weiterhin unter dem Storage-Klassensatz
gespeichert.

@ Bucket-Name, -Region und -Endpunkt verwenden AWS-Werte und kénnen nicht geandert
werden.

5. Klicken Sie Auf Anderungen Ubernehmen.

Andern des Cloud Tiering Service-Status

Sie kénnen die Lese- und Schreibvorgange des Archiv-Nodes auf das externe Archiv-
Storage-System steuern, das Uber die S3 API verbunden ist, indem Sie den Status des
Cloud Tiering Service andern.

Was Sie bendétigen
« Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.
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* Der Archivknoten muss konfiguriert sein.

Uber diese Aufgabe

Sie kénnen den Archiv-Knoten effektiv offline setzen, indem Sie den Cloud-Tiering-Servicenstatus in Lesen-

Schreiben deaktiviert andern.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.

2. Wahlen Sie Archivknoten > ARC aus.

3. Wahlen Sie Konfiguration > Main.

Overview Alarms Reports | Configuration l\

Iain Alarms
Configuration: ARC (98-127) - ARC
Updsted: 2015-09-24 17:18:28 FOT
ARC State | Online -
Cloud Tiering Service State | Read-Write Enabled ;l

4. Wahlen Sie einen Cloud Tiering Service-Status aus.

5. Klicken Sie Auf Anderungen Ubernehmen.

Zuriicksetzen der Speicherfehler-Anzahl fiir S3-API-Verbindung

Apply Changes .

Wenn lhr Archiv-Node Uber die S3-API eine Verbindung zu einem Archivspeichersystem
herstellt, konnen Sie die Anzahl der Speicherfehler zurticksetzen, die zum Loschen des

ARVF-Alarms (Store Failures) verwendet werden kann.

Was Sie bendtigen

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.

2. Wahlen Sie Archivknoten > ARC > Store aus.

3. Wahlen Sie Konfiguration > Main.
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Overview Alarms Reports | Configuration |"|

Kain Alarms

5 Configuration: ARC (98-127) - Store

Updated: 2015-08-22 17:54:42 PDT

Reset Store Failure Count r

Apply Changes .

4. Wahlen Sie Anzahl Der Fehler Im Store Zuriicksetzen Aus.

5. Klicken Sie Auf Anderungen Ubernehmen.

Das Attribut Fehler speichern wird auf Null zurtickgesetzt.

Migration von Objekten aus Cloud Tiering — S3 in einen Cloud-Storage-Pool

Wenn Sie derzeit die Funktion Cloud Tiering - Simple Storage Service (S3) verwenden,
um Objektdaten auf einen S3-Bucket zu verschieben, sollten Sie stattdessen |Ihre Objekte
in einen Cloud-Storage-Pool migrieren. Cloud Storage Pools bieten einen skalierbaren
Ansatz, der alle Storage-Nodes in Ihrem StorageGRID System nutzt.

Was Sie bendtigen
« Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

+ Sie haben bereits Objekte im S3-Bucket gespeichert, der fir Cloud Tiering konfiguriert ist.

@ Vor der Migration von Objektdaten sollten Sie den NetApp Ansprechpartner kontaktieren, um die
damit verbundenen Kosten zu verstehen und zu managen.

Uber diese Aufgabe

Aus einer ILM-Perspektive dhnelt ein Cloud-Storage-Pool einem Storage-Pool. Wahrend Storage-Pools jedoch
aus Storage-Nodes oder Archiv-Nodes innerhalb des StorageGRID Systems bestehen, besteht ein Cloud
Storage-Pool aus einem externen S3-Bucket.

Vor der Migration von Objekten aus Cloud Tiering — S3 zu einem Cloud-Storage-Pool mussen Sie zuerst einen
S3-Bucket erstellen und dann den Cloud-Storage-Pool in StorageGRID erstellen. Dann konnen Sie eine neue
ILM-Richtlinie erstellen und die ILM-Regel ersetzen, die zum Speichern von Objekten im Cloud Tiering Bucket
verwendet wird, durch eine geklonte ILM-Regel, die dieselben Objekte im Cloud-Storage-Pool speichert.

Wenn Objekte in einem Cloud-Storage-Pool gespeichert werden, konnen im StorageGRID keine
Kopien dieser Objekte gespeichert werden. Wenn die ILM-Regel, die Sie derzeit fir Cloud

@ Tiering verwenden, so konfiguriert ist, um Objekte an mehreren Standorten gleichzeitig zu
speichern, sollten Sie bedenken, ob Sie diese optionale Migration dennoch durchfihren
mdchten, da diese Funktion verloren geht. Wenn Sie mit dieser Migration fortfahren, missen Sie
neue Regeln erstellen, anstatt die vorhandenen zu klonen.

Schritte
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1. Erstellen Sie einen Cloud-Storage-Pool.

Verwenden Sie einen neuen S3-Bucket fir den Cloud-Storage-Pool, um sicherzustellen, dass er nur die
Daten enthalt, die vom Cloud-Storage-Pool gemanagt werden.

2. Suchen Sie alle ILM-Regeln der aktiven ILM-Richtlinie, die dazu fihren, dass Objekte im Cloud Tiering
Bucket gespeichert werden.

Jede dieser Regeln klonen.

Andern Sie in den geklonten Regeln den Speicherort in den neuen Cloud-Storage-Pool.

Speichern Sie die geklonten Regeln.

Erstellen Sie eine neue Richtlinie, die die neuen Regeln verwendet.

N o ok~ w

Simulieren und aktivieren Sie die neue Richtlinie.

Wenn die neue Richtlinie aktiviert ist und eine ILM-Bewertung erfolgt, werden die Objekte vom fur Cloud
Tiering konfigurierten S3-Bucket in den fur den Cloud-Storage-Pool konfigurierten S3-Bucket verschoben.
Der nutzbare Speicherplatz im Raster ist nicht betroffen. Nachdem die Objekte in den Cloud Storage Pool
verschoben wurden, werden sie aus dem Cloud Tiering Bucket entfernt.

Verwandte Informationen

"Objektmanagement mit ILM"

Archivierung auf Tape lUiber TSM Middleware

Sie kdnnen einen Archiv-Node so konfigurieren, dass er als Ziel fir einen Tivoli Storage
Manager (TSM)-Server dient, der eine logische Schnittstelle zum Speichern und Abrufen
von Objektdaten an Random- oder Sequential-Access-Speichergeraten, einschliel3lich
Tape Libraries, bereitstellt.

Der ARC-Service des Archivknotens fungiert als Client zum TSM-Server und verwendet Tivoli Storage
Manager als Middleware zur Kommunikation mit dem Archivspeichersystem.

TSM Management-Klassen

Durch die TSM Middleware definierte Managementklassen beschreiben, wie die TSM's Backup- und
Archivierungsvorgange funktionieren und kénnen verwendet werden, um Regeln fur Inhalte festzulegen, die
vom TSM-Server angewendet werden. Diese Regeln laufen unabhangig von der ILM-Richtlinie des
StorageGRID Systems und missen im Einklang mit der Anforderung des StorageGRID Systems stehen, dass
Objekte dauerhaft gespeichert und fir den Abruf durch den Archivierungs-Node immer verfligbar sind.
Nachdem die Objektdaten vom Archiv-Node an einen TSM-Server gesendet wurden, werden die Regeln fir
den TSM Lebenszyklus und die Aufbewahrung angewendet, wahrend die Objektdaten auf dem vom TSM-
Server verwalteten Band gespeichert werden.

Die TSM-Managementklasse wird vom TSM-Server verwendet, um Regeln fir den Datenspeicherort oder die
Aufbewahrung anzuwenden, nachdem Objekte vom Archiv-Node an den TSM-Server gesendet wurden. So
kénnen beispielsweise als Datenbank-Backups identifizierte Objekte (temporarer Content, der mit neueren
Daten Uberschrieben werden kann) anders behandelt werden als Applikationsdaten (unveranderlicher Inhalt,
der unendlich lange aufbewahrt werden muss).

Konfigurieren von Verbindungen zur TSM Middleware

Bevor der Archivknoten mit der Tivoli Storage Manager (TSM) Middleware
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kommunizieren kann, mussen Sie eine Reihe von Einstellungen konfigurieren.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Bis diese Einstellungen konfiguriert sind, bleibt der ARC-Dienst in einem wichtigen Alarmzustand, da er nicht
mit dem Tivoli Storage Manager kommunizieren kann.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.

2. Wahlen Sie Archivknoten > ARC > Ziel aus.

3. Wahlen Sie Konfiguration > Main.

Overview Alarms Reports | Configuration '||

Wain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 20150928 09.58:28 PDT

Target Type Tivoli Storage Manager (TSM) ~]
Tivoll Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

Mode Name ARC-USER

User Name arc-user

Password ssssas

Management Class sg-mamtclass

Mumber of Sessions 2

Maximum Retrieve Sessions 1

Maximum Store Sessions 1

Apply Changes *

4. Wahlen Sie aus der Dropdown-Liste Zieltyp die Option Tivoli Storage Manager (TSM) aus.

5. Wahlen Sie fur den Tivoli Storage Manager State Offline aus, um Rickrufe vom TSM Middleware-Server
zu verhindern.

StandardmaRig ist der Status von Tivoli Storage Manager auf Online eingestellt, was bedeutet, dass der
Archive Node Objektdaten vom TSM Middleware-Server abrufen kann.

6. Geben Sie die folgenden Informationen an:

o Server IP oder Hostname: Geben Sie die IP-Adresse oder den vollqualifizierten Domanennamen des
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TSM Middleware-Servers an, der vom ARC-Dienst verwendet wird. Die Standard-IP-Adresse ist
127.0.0.1.

o Server-Port: Geben Sie die Portnummer auf dem TSM Middleware-Server an, mit dem der ARC-
Dienst eine Verbindung herstellen wird. Der Standardwert ist 1500.

° Knotenname: Geben Sie den Namen des Archiv-Knotens an. Sie missen den Namen (Arc-user)
eingeben, den Sie auf dem TSM Middleware-Server registriert haben.

o Benutzername: Geben Sie den Benutzernamen an, den der ARC-Dienst zur Anmeldung am TSM-
Server verwendet. Geben Sie den Standardbenutzernamen (Arc-user) oder den administrativen
Benutzer ein, den Sie fiir den Archiv-Node angegeben haben.

o Passwort: Geben Sie das Passwort an, das der ARC-Dienst zur Anmeldung am TSM-Server
verwendet.

o Managementklasse: Geben Sie die Standardverwaltungsklasse an, die verwendet werden soll, wenn
beim Speichern des Objekts auf dem StorageGRID-System keine Managementklasse angegeben ist
oder die angegebene Managementklasse nicht auf dem TSM Middleware-Server definiert ist.

o Anzahl der Sitzungen: Geben Sie die Anzahl der Bandlaufwerke auf dem TSM Middleware-Server an,
die dem Archiv-Knoten gewidmet sind. Der Archivknoten erstellt gleichzeitig maximal eine Sitzung pro
Bereitstellungspunkt plus eine kleine Anzahl zusatzlicher Sitzungen (weniger als funf).

Sie mussen diesen Wert andern, um den fur MAXNUMMP festgelegten Wert (maximale Anzahl von
Mount-Punkten) zu erhalten, wenn der Archivknoten registriert oder aktualisiert wurde. (Im Register-
Befehl ist der Standardwert von MAXNUMMP verwendet 1, wenn kein Wert festgelegt ist.)

Aulerdem missen Sie den Wert von MAXSESSIONS fir den TSM-Server auf eine Zahl andern, die
mindestens so grol} ist wie die Anzahl der Sitzungen, die flir den ARC-Dienst festgelegt wurden. Der
Standardwert von MAXSESSIONS auf dem TSM-Server ist 25.

o Maximum Retrieve Sessions: Geben Sie die maximale Anzahl von Sitzungen an, die der ARC-Dienst
fur den TSM Middleware-Server fur Abrufvorgange 6ffnen kann. In den meisten Fallen ist der
entsprechende Wert die Anzahl der Sitzungen abzlglich der maximalen Speichersitzungen. Wenn Sie
ein Bandlaufwerk fir die Speicherung und den Abruf freigeben méchten, geben Sie einen Wert an, der
der Anzahl der Sitzungen entspricht.

o Maximum Store Sessions: Geben Sie die maximale Anzahl gleichzeitiger Sitzungen an, die der ARC-
Dienst fir den TSM Middleware-Server fir Archivierungsvorgange 6ffnen kann.

Dieser Wert sollte auf eins gesetzt werden, au3er wenn das gezielte Archivspeichersystem voll ist und
nur Abrufvorgange durchgefiihrt werden kénnen. Setzen Sie diesen Wert auf Null, um alle Sitzungen
fur Abrufvorgange zu verwenden.

7. Klicken Sie Auf Anderungen Ubernehmen.

Optimierung eines Archivknotes fiir TSM Middleware-Sitzungen

Sie kénnen die Performance eines Archivierungs-Knotens, der sich mit Tivoli Server
Manager (TSM) verbindet, optimieren, indem Sie die Sitzungen des Archivierungs-Nodes
konfigurieren.

Was Sie bendtigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfigen.

266



Uber diese Aufgabe

In der Regel ist die Anzahl der gleichzeitigen Sitzungen, die der Archivknoten flir den TSM Middleware-Server
offen hat, auf die Anzahl der Bandlaufwerke eingestellt, die der TSM-Server dem Archiv-Node zugewiesen hat.
Ein Bandlaufwerk wird fiir den Speicher zugewiesen, wahrend der Rest flr den Abruf zugewiesen wird. Wenn
jedoch ein Speicherknoten aus Archive Node Kopien neu aufgebaut wird oder der Archivknoten im
schreibgeschitzten Modus arbeitet, kbnnen Sie die TSM-Serverleistung optimieren, indem Sie die maximale
Anzahl der Abrufsitzungen so einstellen, dass sie mit der Anzahl der gleichzeitigen Sitzungen identisch sind.
Das Ergebnis ist, dass alle Laufwerke gleichzeitig fur den Abruf genutzt werden kénnen. Hochstens kann eines
dieser Laufwerke zur Lagerung verwendet werden.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.

2. Wahlen Sie Archivknoten > ARC > Ziel aus.
3. Wahlen Sie Konfiguration > Main.

4. Andern Sie Maximum Retrieve Sessions als Anzahl der Sitzungen.

Overview Alarms Reports | Configuration '||I

Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

Mode Mame ARC-USER

User Name arc-user

Password seaase

Management Class sg-mgmitclass

Mumber of Sessions 2

Maximum Fetrieve Sessions 2

Maximum Store Sessions 1

Apply Changes *

5. Klicken Sie Auf Anderungen Ubernehmen.

Konfigurieren des Archivierungsstatus und der Zahler fir TSM

Wenn der Archivknoten eine Verbindung zu einem TSM Middleware-Server herstellt,
konnen Sie den Status des Archivspeichers eines Archiv-Knotens in Online oder Offline
konfigurieren. Sie konnen den Archivspeicher auch deaktivieren, wenn der Archivknoten
zum ersten Mal gestartet wird, oder die Fehleranzahl, die flr den zugehoérigen Alarm
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nachverfolgt wird, zurlcksetzen.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.
2. Wahlen Sie Archivknoten > ARC > Store aus.

3. Wahlen Sie Konfiguration > Main.

Overview Alarms Reports | Configuration '||

Main Alarms

5 Configuration: ARC (DC1-ARC1-98-165) - Store

Updated: 201508-22 17:10:12 PDT

Store State [online =
Archive Store Disabled on Startup I
Reset Store Failure Count I

Apply Changes *

4. Andern Sie bei Bedarf die folgenden Einstellungen:
o Speicherstatus: Legen Sie den Komponentenstatus auf entweder:

= Online: Der Archiv-Node ist zur Verarbeitung von Objektdaten zum Speichern im Archiv-Storage-
System verfugbar.

= Offline: Der Archiv-Node ist nicht verfligbar, um Objektdaten zum Speichern im Archiv-Storage-
System zu verarbeiten.

> Archivspeicher beim Start deaktiviert: Wenn diese Option ausgewahlt ist, bleibt die Komponente
Archivspeicher beim Neustart im schreibgeschitzten Zustand. Wird verwendet, um Speicher dauerhaft
fur das Zielspeichersystem zu deaktivieren. Nitzlich, wenn das ausgewahlte Archiv-Speichersystem
keine Inhalte akzeptieren kann.

o Reset Store Failure Count: Setzt den Zahler flr Store Failures zuriick. Dies kann verwendet werden,
um den ARVF-Alarm (Stores Failure) zu I6dschen.

5. Klicken Sie Auf Anderungen Ubernehmen.

Verwandte Informationen

"Verwalten eines Archiv-Knotens, wenn TSM-Server die Kapazitat erreicht"

Verwalten eines Archiv-Knotens, wenn TSM-Server die Kapazitit erreicht

Der TSM-Server hat keine Moglichkeit, den Archiv-Node zu benachrichtigen, wenn sich
die Kapazitat der TSM-Datenbank oder des vom TSM-Server verwalteten
Archivmedienspeichers befindet. Der Archivknoten akzeptiert weiterhin Objektdaten fir
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die Ubertragung an den TSM-Server, nachdem der TSM-Server keine neuen Inhalte
mehr akzeptiert. Dieser Inhalt kann nicht auf Medien geschrieben werden, die vom TSM-
Server verwaltet werden. In diesem Fall wird ein Alarm ausgeldst. Dies kann durch
proaktive Uberwachung des TSM-Servers vermieden werden.

Was Sie benétigen
« Sie mulssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mUssen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Um zu verhindern, dass der ARC-Service weitere Inhalte an den TSM-Server sendet, konnen Sie den Archiv-
Node offline schalten, indem Sie die ARC > Store-Komponente offline schalten. Dieses Verfahren kann auch
ndtzlich sein, um Alarme zu vermeiden, wenn der TSM-Server nicht zur Wartung verfigbar ist.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.

2. Wahlen Sie Archivknoten > ARC > Store aus.

3. Wahlen Sie Konfiguration > Main.

Owerview Alanms Reports I Configuration 'l.I

Hain Adgrms

ol Configuration: ARC (DC1-ARC1-98-165) - Store

Uipdeted: 2015-D5-07 1223507 POT

Stora State [Offine |
Archive Store Disabled on Startup i
Reset Store Failure Count [

Apply Changes *

4. Andern Sie Store State in Offline.
5. Wahlen Sie * Archivspeicher beim Start deaktiviert* aus.
6. Klicken Sie Auf Anderungen Ubernehmen.

Einrichten des Archivierungs-Nodes auf ,,schreibgeschiitzt, wenn die TSM Middleware die Kapazitat
erreicht

Wenn der angestrebte TSM Middleware-Server seine Kapazitat erreicht, kann der
Archivknoten optimiert werden, um nur die Abrufvorgange durchzufuhren.

Was Sie bendétigen
+ Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.
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2. Wahlen Sie Archivknoten > ARC > Ziel aus.
3. Wahlen Sie Konfiguration > Main.

4. Andern Sie die maximale Anzahl der Abruf-Sitzungen auf dieselbe Weise wie die Anzahl der gleichzeitigen
Sitzungen, die in der Anzahl der Sitzungen aufgefihrt sind.

5. Andern Sie die maximale Anzahl von Sitzungen im Store auf 0.

@ Das Andern der maximalen Speichersitzungen auf 0 ist nicht erforderlich, wenn der
Archivknoten schreibgeschitzt ist. Speichersitzungen werden nicht erstellt.

6. Klicken Sie Auf Anderungen Ubernehmen.

Konfigurieren von Einstellungen fiir den Abruf von Archivknoten

Sie kdnnen die Einstellungen flr den Abruf eines Archiv-Knotens so konfigurieren, dass
der Status auf Online oder Offline gesetzt wird, oder die Fehleranzahl, die fur die
zugehorigen Alarme nachverfolgt wird, zurticksetzen.

Was Sie bendtigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verflgen.
Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.
2. Wahlen Sie Archivknoten > ARC > Abruf.

3. Wahlen Sie Konfiguration > Main.

Overview Alarms Reports [ Configuration |

Main Alarms

B. Configuration: ARC (DC1-ARC1-98-185) - Retriave

Updsted: 20150807 123448 POT

Retreve Stala IDnlpﬂE
Reset Request Failure Count O
Reset Verification Failure Count []

Appty Changes (I

4. Andern Sie bei Bedarf die folgenden Einstellungen:
o Retrieve Status: Den Komponentenzustand auf entweder einstellen:
= Online: Der Grid-Node ist verfiigbar, um Objektdaten vom Archivierungsmedium abzurufen.
= Offline: Der Grid-Node ist zum Abrufen von Objektdaten nicht verflgbar.

o Reset Request Failures Count: Aktivieren Sie das Kontrollkastchen, um den Zahler fur
Anforderungsfehler zurtickzusetzen. Dieser kann verwendet werden, um den ARRF-Alarm (Request
Failures) zu l6schen.
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o Zurilicksetzen Fehleranzahl der Uberpriifung: Aktivieren Sie das Kontrollkéstchen, um den Zahler auf
Uberprifungsfehler bei abgerufenen Objektdaten zuriickzusetzen. Dies kann verwendet werden, um
den ARRV-Alarm (Verifizierungsfehler) zu 16schen.

5. Klicken Sie Auf Anderungen Ubernehmen.

Konfiguration der Replikation von Archivierungs-Knoten

Sie konnen die Replikationseinstellungen fur einen Archivknoten konfigurieren und die
ein- und ausgehende Replikation deaktivieren oder die fur die zugehdrigen Alarme zu
protokollierenden Fehlerzahlungen zurtcksetzen.

Was Sie bendétigen
» Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.

2. Wahlen Sie Archivknoten > ARC > Replikation aus.

3. Wahlen Sie Konfiguration > Main.

Overview Alarms Reports Configufation \

Mamn Alarms

g Configuration: ARC (DC1-ARC1-88-165) - Replication

Updabed: 2015-05-07 12:21:53 POT

Reset Inbound Replication Fallure Count

U

Reset Outbound Replication Failure Count |

Inbound Replication

Disable Inbaund Rephication ]

Outbound Replication

Disable Cuithound Replication D

Apply Changes *

4. Andern Sie bei Bedarf die folgenden Einstellungen:

o Fehleranzahl Inbound Replication zuriicksetzen: Wahlen Sie, um den Zahler fir eingehende
Replikationsfehler zurlickzusetzen. Dies kann verwendet werden, um den RIRF-Alarm (eingehende
Replikationen — fehlgeschlagen) zu I6schen.

> Fehleranzahl bei ausgehenden Replikationsfehlern zuriicksetzen: Wahlen Sie, um den Zahler fur
ausgehende Replikationsfehler zuriickzusetzen. Dies kann verwendet werden, um den RORF-Alarm
(ausgehende Replikationen — fehlgeschlagen) zu I6schen.

> Inbound Replication deaktivieren: Wahlen Sie aus, um die eingehende Replikation im Rahmen eines
Wartungs- oder Testverfahrens zu deaktivieren. Wahrend des normalen Betriebs I6schen lassen.

Wenn die eingehende Replikation deaktiviert ist, kbnnen Objektdaten vom ARC-Dienst zur Replikation
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an andere Standorte im StorageGRID-System abgerufen werden. Objekte kénnen jedoch von anderen
Systemstandorten nicht zu diesem ARC-Dienst repliziert werden. Der ARC-Dienst wird-only gelesen.

> Ausgehende Replikation deaktivieren: Aktivieren Sie das Kontrollkdstchen, um die ausgehende
Replikation (einschlief3lich Inhaltsanforderungen fir HTTP-Abruf) im Rahmen eines Wartungs- oder
Testverfahrens zu deaktivieren. Wahrend des normalen Betriebs nicht aktiviert lassen.

Wenn die ausgehende Replikation deaktiviert ist, kdnnen Objektdaten in diesen ARC-Dienst kopiert
werden, um ILM-Regeln zu erfiillen. Objektdaten konnen jedoch nicht vom ARC-Dienst abgerufen
werden, um sie an andere Speicherorte im StorageGRID-System zu kopieren. Der ARC-Dienst ist nur
schreiben-.

5. Klicken Sie Auf Anderungen Ubernehmen.

Einstellen benutzerdefinierter Alarme fiir den Knoten ,,Archiv*

Sie sollten benutzerdefinierte Alarme fur die ARQL- und ARRL-Attribute einrichten, die
zur Uberwachung der Geschwindigkeit und Effizienz des Datenabrufs von Objektdaten
vom Archivspeichersystem durch den Knoten Archiv verwendet werden.

» ARQL: Durchschnittliche Warteschlangenlange. Die durchschnittliche Zeit in Mikrosekunden dieser
Objektdaten wird zum Abruf aus dem Archivspeichersystem in die Warteschlange verschoben.

* ARRL: Durchschnittliche Anfragelatenz. Die durchschnittliche Zeit in Mikrosekunden, die der Archive-Node
benotigt, um Objektdaten aus dem Archiv-Storage-System abzurufen.

Die akzeptablen Werte dieser Attribute hangen davon ab, wie das Archivspeichersystem konfiguriert und
verwendet wird. (Gehen Sie zu ARC > Abrufen > Ubersicht > Haupt.) Die Werte, die fiir die Timeouts von
Anfragen festgelegt sind, und die Anzahl der Sitzungen, die fur Abrufanfragen zur Verfigung gestellt werden,
haben einen besonderen Einfluss.

Nach Abschluss der Integration Gberwachen Sie die Abfrage der Objektdaten des Archivknoten, um Werte fir
die normalen Abrufzeiten und Warteschlangenlange zu ermitteln. Erstellen Sie dann benutzerdefinierte Alarme
fur ARQL und ARRL, die ausgel6dst werden, wenn eine anormale Betriebsbedingung auftritt.

Verwandte Informationen

"Monitor Fehlerbehebung"

Integration Von Tivoli Storage Manager

Dieser Abschnitt enthalt Best Practices und Setup-Informationen fur die Integration eines
Archiv-Knotens mit einem Tivoli Storage Manager (TSM)-Server, einschliel3lich
Betriebsdetails zu Archive Node, die sich auf die Konfiguration des TSM-Servers
auswirken.

+ "Konfiguration und Betrieb des Archivierungs-Node"

+ "Best Practices fir die Konfiguration"

* "Abschluss der Konfiguration des Archivierungs-Knotens

Konfiguration und Betrieb des Archivierungs-Node

Ihr StorageGRID-System managt den Archiv-Node als Speicherort, an dem Objekte
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unendlich gespeichert werden und stets zuganglich sind.

Bei der Aufnahme eines Objekts werden auf Basis der flir das StorageGRID System definierten Regeln fir das
Information Lifecycle Management Kopien an allen erforderlichen Speicherorten, einschlie3lich Archiv-Nodes,
erstellt. Der Archivknoten fungiert als Client auf einem TSM-Server, und die TSM-Clientbibliotheken sind auf
dem Archiv-Knoten durch den Installationsvorgang der StorageGRID-Software installiert. Objektdaten, die zum
Archiv-Node fiir Speicher geleitet werden, werden beim Empfang direkt auf dem TSM-Server gespeichert. Der
Archivknoten stellt keine Objektdaten vor dem Speichern auf dem TSM-Server dar und fihrt auch keine
Objektaggregation durch. Der Archivknoten kann jedoch in einer einzigen Transaktion mehrere Kopien an den
TSM-Server senden, wenn die Datenraten dies erfordern.

Nachdem der Archivknoten Objektdaten auf dem TSM-Server speichert, werden die Objektdaten unter
Anwendung der Lifecycle-/Aufbewahrungsrichtlinien vom TSM-Server gemanagt. Diese
Aufbewahrungsrichtlinien missen definiert werden, damit sie mit dem Vorgang des Archivierungs-Nodes
kompatibel sind. Das bedeutet, dass vom Archiv-Node gespeicherte Objektdaten unbegrenzt gespeichert
werden mussen und vom Archiv-Node immer darauf zugegriffen werden muss, es sei denn, sie werden vom
Archiv-Node geldscht.

Es besteht keine Verbindung zwischen den ILM-Regeln des StorageGRID Systems und den Lifecycle-
/Aufbewahrungsrichtlinien des TSM Servers. Jeder arbeitet unabhangig voneinander. Wenn jedoch jedes
Objekt in das StorageGRID System aufgenommen wird, kann ihm eine TSM Management-Klasse zugewiesen
werden. Diese Managementklasse wird gemeinsam mit Objektdaten an den TSM Server Ubergeben. Durch
das Zuweisen verschiedener Managementklassen zu unterschiedlichen Objekttypen kdnnen Sie den TSM-
Server so konfigurieren, dass Objektdaten in verschiedenen Storage-Pools gespeichert werden, oder
unterschiedliche Migrations- oder Aufbewahrungsrichtlinien anwenden. Beispielsweise kdnnen als Datenbank-
Backups identifizierte Objekte (temporarer Content als mit neueren Daten Uberschrieben werden kann) anders
als Applikationsdaten behandelt werden (unveranderlicher Inhalt, der fiir unbegrenzte Zeit aufbewahrt werden
muss).

Der Archivknoten kann in einen neuen oder vorhandenen TSM-Server integriert werden; es ist kein dedizierter
TSM-Server erforderlich. TSM-Server kénnen mit anderen Clients gemeinsam genutzt werden, vorausgesetzt,
der TSM-Server ist fur die erwartete maximale Last angemessen dimensioniert. TSM muss auf einem vom
Archiv-Node getrennten Server oder einer virtuellen Maschine installiert sein.

Es ist moglich, mehr als einen Archivknoten zu konfigurieren, um auf denselben TSM-Server zu schreiben;
diese Konfiguration wird jedoch nur empfohlen, wenn die Archiv-Knoten unterschiedliche Datensatze auf den
TSM-Server schreiben. Die Konfiguration von mehr als einem Archiv-Node zum Schreiben auf denselben
TSM-Server wird nicht empfohlen, wenn jeder Archiv-Node Kopien derselben Objektdaten in das Archiv
schreibt. Bei einem letzteren Szenario unterliegen beide Kopien einem Single Point of Failure (dem TSM-
Server), da sie unabhangige, redundante Kopien von Objektdaten sind.

Archive Nodes nutzen die hierarchische Storage Management (HSM) Komponente von TSM nicht.

Best Practices fiir die Konfiguration

Wenn Sie den TSM-Server dimensionieren und konfigurieren, gibt es Best Practices, die
Sie anwenden sollten, um ihn fur die Arbeit mit dem Archiv-Knoten zu optimieren.

Bei der Dimensionierung und Konfiguration des TSM-Servers sollten folgende Faktoren beriicksichtigt werden:
» Da der Archivknoten keine Objekte aggregiert, bevor sie auf dem TSM-Server gespeichert werden, muss

die TSM-Datenbank so dimensioniert sein, dass sie Verweise auf alle Objekte enthalt, die auf den Archiv-
Node geschrieben werden.

 Die Archivierungs-Node-Software kann die Latenz beim Schreiben von Objekten direkt auf Tapes oder
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andere Wechseldatentrager nicht tolerieren. Daher muss der TSM-Server mit einem Festplatten-
Speicherpool fur den urspriinglichen Speicher der Daten konfiguriert werden, die vom Archiv-Node
gespeichert werden, wenn Wechseldatentrager verwendet werden.

» Sie mussen TSM-Aufbewahrungsrichtlinien konfigurieren, um die ereignisbasierte Aufbewahrung zu
verwenden-. Der Archivierungs-Node unterstiitzt keine auf der Erstellung basierenden TSM-
Aufbewahrungsrichtlinien. Verwenden Sie in der Aufbewahrungsrichtlinie die folgenden empfohlenen
Einstellungen von remin=0 und rever=0 (dies bedeutet, dass die Aufbewahrung beginnt, wenn der
Archivknoten ein Archivierungsereignis auslost und danach 0 Tage lang aufbewahrt wird). Diese Werte flr
Remin und Rever sind jedoch optional.

Der Laufwerk-Pool muss so konfiguriert sein, dass Daten in den Bandpool migriert werden (das heif3t, der
Bandpool muss NXTSTGPOOL des Laufwerk-Pools sein). Der Bandpool darf nicht als Copy-Pool des Disk-
Pools konfiguriert werden, wobei gleichzeitig in beide Pools geschrieben wird (das heif3t, der Bandpool kann
kein COPYSTGPOL fir den Laufwerk-Pool sein). Um Offline-Kopien der Bander zu erstellen, die Daten von
Archivierungs-Nodes enthalten, konfigurieren Sie den TSM-Server mit einem zweiten Bandpool, der ein Kopie-
Pool des fiir Archiv-Node-Daten verwendeten Bandpools ist.

Abschluss der Konfiguration des Archivierungs-Knotens

Der Archivknoten funktioniert nicht, nachdem Sie den Installationsprozess abgeschlossen
haben. Bevor das StorageGRID-System Objekte auf dem TSM-Archivknoten speichern
kann, mussen Sie die Installation und Konfiguration des TSM-Servers abschliel3en und
den Archivknoten fur die Kommunikation mit dem TSM-Server konfigurieren.

Weitere Informationen zur Optimierung von TSM-Abruf- und Speichersitzungen finden Sie unter Informationen
zum Management von Archivspeicher.

* "Verwalten Von Archivierungs-Knoten"

Beachten Sie bei Bedarf die folgende IBM-Dokumentation, wenn Sie lhren TSM-Server flr die Integration mit
dem Archiv-Node in einem StorageGRID-System vorbereiten:

* "IBM Bandgeratetreiber — Installations- und Benutzerhandbuch"

* "Programmierreferenz fir IBM Bandgeratetreiber"

Installieren eines neuen TSM-Servers

Sie konnen den Archiv-Knoten entweder mit einem neuen oder einem vorhandenen
TSM-Server integrieren. Wenn Sie einen neuen TSM-Server installieren, befolgen Sie die
Anweisungen in der TSM-Dokumentation, um die Installation abzuschliel3en.

@ Ein Archivknoten kann nicht mit einem TSM-Server Co-gehostet werden.

Konfigurieren des TSM-Servers

Dieser Abschnitt enthalt Beispielanweisungen zur Vorbereitung eines TSM-Servers
gemal den Best Practices von TSM.

Die folgenden Anweisungen fiihren Sie durch den Prozess von:

» Definieren eines Festplatten-Speicherpools und eines Bandspeicherpools (falls erforderlich) auf dem TSM-
Server
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* Definieren einer Domanenrichtlinie, die die TSM-Managementklasse fir die Daten verwendet, die im
Knoten Archiv gespeichert sind, und Registrieren eines Knotens fir diese Domanenrichtlinie

Diese Anweisungen dienen nur zu lhrer Orientierung. Sie dienen nicht als Ersatz fir die TSM Dokumentation
oder zur Bereitstellung der vollstandigen und umfassenden Anweisungen fir alle Konfigurationen. Eine
Anleitung zur Implementierung sollte von einem TSM-Administrator bereitgestellt werden, der sowohl mit lhren
detaillierten Anforderungen als auch mit dem vollstandigen Satz der TSM-Server-Dokumentation vertraut ist.

Definition von TSM Tape- und Festplatten-Storage-Pools

Der Archivknoten schreibt in einen Festplatten-Speicherpool. Um Inhalte auf Band zu
archivieren, mussen Sie den Festplatten-Speicherpool konfigurieren, um Inhalte in einen
Bandspeicher-Pool zu verschieben.

Uber diese Aufgabe

Bei einem TSM-Server missen Sie einen Bandspeicher-Pool und einen Festplatten-Speicherpool in Tivoli
Storage Manager definieren. Erstellen Sie nach Definition des Laufwerk-Pools ein Laufwerk-Volume und
weisen Sie es dem Laufwerk-Pool zu. Ein Bandpool-nicht erforderlich, wenn Ihr TSM-Server nur Festplatten-
Storage verwendet.

Sie mussen eine Reihe von Schritten auf Ihnrem TSM-Server durchfiihren, bevor Sie einen Bandspeicher-Pool
erstellen kénnen. (Erstellen Sie eine Bandbibliothek und mindestens ein Laufwerk in der Bandbibliothek.
Definieren Sie einen Pfad vom Server zur Bibliothek und vom Server zu den Laufwerken und definieren Sie
dann eine Gerateklasse fir die Laufwerke.) Die Details dieser Schritte kdnnen je nach Hardwarekonfiguration
und Storage-Anforderungen des Standorts variieren. Weitere Informationen finden Sie in der TSM-
Dokumentation.

Die folgenden Anweisungen veranschaulichen den Prozess. Sie sollten beachten, dass die Anforderungen an

Ihren Standort je nach Bereitstellungsanforderungen unterschiedlich sein kdnnen. Weitere Informationen zur
Konfiguration und zu Anweisungen finden Sie in der TSM-Dokumentation.

@ Sie mussen sich mit Administratorrechten auf dem Server anmelden und das dsmadmc-Tool
verwenden, um die folgenden Befehle auszufiihren.

Schritte
1. Erstellen einer Tape Library

define library tapelibrary libtype=scsi

Wo tapelibrary Ist ein willkirlicher Name, der fur die Bandbibliothek und den Wert von ausgewahit
wurde libtype Je nach Art der Tape Library kann es variieren.

2. Definieren Sie einen Pfad vom Server zur Bandbibliothek.

define path servername tapelibrary srctype=server desttype=library device=1lib-
devicename

° servername Ist der Name des TSM-Servers
° tapelibrary Ist der von Ihnen definierte Bandbibliothek

° lib-devicename Ist der Geratename flr die Bandbibliothek

3. Legen Sie ein Laufwerk fiir die Bibliothek fest.
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define drive tapelibrary drivename

° drivename Ist der Name, den Sie flr das Laufwerk angeben mochten

° tapelibrary Ist der von Ihnen definierte Bandbibliothek

Je nach Hardwarekonfiguration mdchten Sie mdglicherweise ein zusatzliches Laufwerk oder weitere
Laufwerke konfigurieren. (Wenn beispielsweise der TSM-Server mit einem Fibre Channel-Switch
verbunden ist, der Uber zwei Eingaben aus einer Bandbibliothek verfligt, sollten Sie fiir jede Eingabe
moglicherweise ein Laufwerk definieren.)

4. Definieren Sie einen Pfad vom Server zum Laufwerk, das Sie definiert haben.

define path servername drivename srctype=server desttype=drive
library=tapelibrary device=drive-dname
° drive-dname Ist der Geratename fur das Laufwerk

° tapelibrary Ist der von Ihnen definierte Bandbibliothek

Wiederholen Sie diesen Vorgang fir jedes Laufwerk, das Sie flr die Bandbibliothek definiert haben, mit
einem separaten Laufwerk drivename Und drive-dname FUr jedes Laufwerk.

5. Definieren Sie eine Gerateklasse fur die Laufwerke.

define devclass DeviceClassName devtype=lto library=tapelibrary
format=tapetype

° DeviceClassName Ist der Name der Gerateklasse
° 1to Ist der Laufwerkstyp, der mit dem Server verbunden ist
° tapelibrary Ist der von Ihnen definierte Bandbibliothek

° tapetype Ist der Tape-Typ, z. B. ultrium3

6. Flgen Sie dem Bestand der Bibliothek Bandvolumen hinzu.
checkin libvolume tapelibrary
tapelibrary Ist der von Ihnen definierte Bandbibliothek.
7. Erstellen Sie den primaren Bandspeicherpool.

define stgpool SGWSTapePool DeviceClassName description=description
collocate=filespace maxscratch=XX

° SGWSTapePool Ist der Name des Bandspeicherpools des Archiv-Nodes. Sie kdnnen einen beliebigen
Namen fur den Bandspeicher-Pool auswahlen (sofern der Name die vom TSM-Server erwarteten
Syntaxkonventionen verwendet).

° DeviceClassName Ist der Name des Klassennamens flr die Bandbibliothek.

° description Ist eine Beschreibung des Speicherpools, der mithilfe des auf dem TSM-Server
angezeigt werden kann query stgpool Befehl. Beispiel: ,Bandspeicher-Pool fir den
Archiv-Node"
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° collocate=rfilespace Gibt an, dass der TSM-Server Objekte aus demselben Dateispeicher auf ein
einzelnes Band schreiben soll.

° XX Ist eine der folgenden Optionen:

= Die Anzahl der leeren Bander in der Bandbibliothek (falls der Archivknoten die einzige Anwendung
ist, die die Bibliothek verwendet).

= Die Anzahl der vom StorageGRID System zugewiesenen Tapes (in Fallen, in denen die Tape-
Bibliothek gemeinsam genutzt wird).

8. Erstellen Sie auf einem TSM-Server einen Festplatten-Speicherpool. Geben Sie an der
Administrationskonsole des TSM-Servers ein

define stgpool SGWSDiskPool disk description=description
maxsize=maximum file size nextstgpool=SGWSTapePool highmig=percent high
lowmig=percent low

° SGwWSDiskPool Ist der Name des Festplatten-Pools des Archiv-Nodes. Sie kdnnen einen beliebigen
Namen fur den Festplatten-Speicherpool auswahlen (sofern der Name die vom TSM erwarteten
Syntaxkonventionen verwendet).

° description Ist eine Beschreibung des Speicherpools, der mithilfe des auf dem TSM-Server
angezeigt werden kann query stgpool Befehl. Beispiel: ,DFestplatten-Storage-Pool fir
den Archiv-Node"

° maximum file size Zwingt das Schreiben von Objekten, die groRer sind als diese Grole, direkt auf
Tape, statt im Festplatten-Pool gespeichert zu werden. Es wird empfohlen, die Einstellung festzulegen
maximum file size Bis 10 GB.

° nextstgpool=SGWSTapePool Bezeichnet den Festplatten-Speicherpool auf den fur den Archiv-
Node definierten Bandspeicher-Pool.

° percent high Legt den Wert fest, mit dem der Laufwerk-Pool seine Inhalte in den Bandpool migriert.
Es wird empfohlen, die Einstellung festzulegen percent high Zu 0, sodass sofort die Datenmigration
beginnt

° percent_ low Legtden Wert fest, mit dem die Migration zum Bandpool angehalten wird. Es wird
empfohlen, die Einstellung festzulegen percent Iow Zu 0, um den Laufwerk-Pool zu I6schen.

9. Erstellen Sie auf einem TSM-Server ein Festplatten-Volume (oder Volumes) und weisen Sie es dem
Festplatten-Pool zu.

define volume SGWSDiskPool volume name formatsize=size

° SGWSDiskPool Ist der Name des Disk-Pools.

° volume name Ist der vollstdndige Pfad zum Speicherort des Volumes (z. B.
/var/local/arc/stage6.dsm)Auf dem TSM-Server, wo er den Inhalt des Laufwerk-Pools in
Vorbereitung fiir die Ubertragung auf Band schreibt.

° size Ist die Grofie des Datentragers in MB.
Wenn Sie beispielsweise ein einzelnes Laufwerk-Volume so erstellen mochten, dass der Inhalt eines
Festplattenpools ein einzelnes Band enthalt, setzen Sie den Wert der GroRe auf 200000, wenn das
Bandvolumen 200 GB hat.

Es konnte jedoch wiinschenswert sein, mehrere Festplatten-Volumes einer kleineren GroRRe zu
erstellen, da der TSM-Server auf jedes Volume im Festplatten-Pool schreiben kann. Wenn die
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BandgroRRe beispielsweise 250 GB betragt, erstellen Sie 25 Festplatten-Volumes mit jeweils 10 GB
(10000).

Der TSM-Server weist im Verzeichnis fir das Festplatten-Volume vorab Speicherplatz zu. Dies kann einige
Zeit in Anspruch nehmen (mehr als drei Stunden fiir ein 200-GB-Laufwerk).

Definieren einer Doménenrichtlinie und Registrieren eines Knotens

Sie mussen eine Domanenrichtlinie definieren, die die TSM-Managementklasse flur die
Daten verwendet, die vom Archiv-Node gespeichert wurden, und dann einen Knoten
registrieren, um diese Domanenrichtlinie zu verwenden.

Archive Node-Prozesse konnen Speicher auslaufen, wenn das Clientpasswort fiir den Archive
Node im Tivoli Storage Manager (TSM) ablauft. Stellen Sie sicher, dass der TSM-Server so
konfiguriert ist, dass der Client-Benutzername/das Passwort flir den Archiv-Node nie ablauft.

Wenn Sie einen Knoten auf dem TSM-Server fir die Verwendung des Archiv-Knotens registrieren (oder einen
vorhandenen Knoten aktualisieren), missen Sie die Anzahl der Mount-Punkte angeben, die der Knoten flr
Schreibvorgange verwenden kann, indem Sie den MAXNUMMP-Parameter fir den BEFEHL REGISTER
NODE angeben. Die Anzahl der Bereitstellungspunkte entspricht in der Regel der Anzahl der
Bandlaufwerkskopfe, die dem Archiv-Node zugewiesen sind. Die fur MAXNUMMP auf dem TSM-Server
angegebene Nummer muss mindestens so grof3 sein wie der Wert fir die ARC > Ziel > Konfiguration > Main
> Maximum Store Sessions flir den Archiv-Node, Der auf den Wert 0 oder 1 gesetzt ist, da gleichzeitige
Speichersitzungen vom Archiv-Node nicht unterstitzt werden.

Der Wert des MAXSESSIONS-Satzes fur den TSM-Server steuert die maximale Anzahl von Sitzungen, die fur
den TSM-Server von allen Client-Anwendungen gedffnet werden kdnnen. Der auf dem TSM angegebene
MAXSESSIONS-Wert muss mindestens so grof3 sein wie der fir ARC > Ziel > Konfiguration > Main >
Anzahl Sitzungen im Grid Manager fir den Archiv-Node angegebene Wert. Der Archivknoten erstellt
gleichzeitig héchstens eine Sitzung pro Bereitstellungspunkt plus eine kleine Zahl (< 5) zusatzlicher Sitzungen.

Der dem Archiv-Node zugewiesene TSM-Node verwendet eine benutzerdefinierte Domanenrichtlinie t sm-
domain. Der tsm-domain Die Domanenrichtlinie ist eine gednderte Version der Domanenrichtlinie
,standard®, die auf Band geschrieben und als Speicherpool des StorageGRID Systems das Archivziel
festgelegt wurde (SGWSDiskPool).

@ Sie missen sich am TSM-Server mit Administratorrechten anmelden und das dsmadmc-Tool
verwenden, um die Doméanenrichtlinie zu erstellen und zu aktivieren.

Die Doméanenrichtlinie wird erstellt und aktiviert

Sie mussen eine Domanenrichtlinie erstellen und diese dann aktivieren, um den TSM-
Server so zu konfigurieren, dass die vom Archiv-Node gesendeten Daten gespeichert
werden.

Schritte
1. Eine Domanenrichtlinie erstellen.

copy domain standard tsm-domain

2. Wenn Sie keine vorhandene Managementklasse verwenden, geben Sie eine der folgenden Werte ein:
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define policyset tsm-domain standard
define mgmtclass tsm-domain standard default
derfault Ist die Standard-Managementklasse fur die Bereitstellung.
3. Erstellen Sie eine Copygroup in den entsprechenden Speicherpool. Geben Sie (in einer Zeile) ein:

define copygroup tsm-domain standard default type=archive
destination=SGWSDiskPool retinit=event retmin=0 retver=0

derfault Ist die Standard-Managementklasse fir den Archivknoten. Die Werte von retinit, retmin,
und retver Wurden ausgewahlt, um das Aufbewahrungsverhalten wiederzugeben, das derzeit vom
Archiv-Knoten verwendet wird

Nicht einstellen retinit Bis retinit=create. Einstellung retinit=create Blockiert
den Archiv-Knoten vom Léschen von Inhalten, da Aufbewahrungsereignisse verwendet
werden, um Inhalte vom TSM-Server zu entfernen.

4. Weisen Sie die Managementklasse als Standard zu.

assign defmgmtclass tsm-domain standard default
5. Legen Sie den neuen Richtliniensatz als aktiv fest.

activate policyset tsm-domain standard

Ignorieren Sie die Warnung ,no Backup copy Group®, die beim Eingeben des Befehls activate
angezeigt wird.

6. Registrieren Sie einen Knoten, um den neuen Richtliniensatz auf dem TSM-Server zu verwenden. Geben
Sie auf dem TSM-Server (in einer Zeile) Folgendes ein:

register node arc-user arc-password passexp=0 domain=tsm-domain
MAXNUMMP=number-of-sessions

Arc-user und Arc-password sind der Name und das Kennwort des Client-Knotens, den Sie auf dem Archiv-

Node definieren, und der Wert von MAXNUMMP ist auf die Anzahl der Bandlaufwerke festgelegt, die fir
Archive Node Store-Sessions reserviert sind.

Durch die Registrierung eines Knotens wird standardmafig eine Administrator-Benutzer-I1D
(D mit der Berechtigung des Clienteigentimers erstellt, wobei das fir den Knoten definierte
Passwort angegeben ist.

Datenmigration zu StorageGRID

Sie konnen gro3e Datenmengen bei gleichzeitigem Einsatz des StorageGRID Systems
auf das StorageGRID System migrieren.

Der folgende Abschnitt enthalt einen Leitfaden zu verstehen und zu planen, eine Migration grof3er
Datenmengen in das StorageGRID System durchzufiihren. Sie ist kein allgemeiner Leitfaden fur die
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Datenmigration und enthalt keine detaillierten Schritte zur Durchflihrung einer Migration. Befolgen Sie die
Richtlinien und Anweisungen in diesem Abschnitt, um sicherzustellen, dass Daten effizient in das
StorageGRID System migriert werden, ohne den taglichen Betrieb zu beeintrachtigen und dass die migrierten
Daten vom StorageGRID System entsprechend gehandhabt werden.

+ "Bestatigen der Kapazitat des StorageGRID Systems"
* "Ermitteln der ILM-Richtlinie fir migrierte Daten"

» "Auswirkungen der Migration auf den Betrieb"

* "Planen der Datenmigration"

* "Monitoring der Datenmigration”

« "Erstellen benutzerdefinierter Benachrichtigungen fir Migrationsalarme"

Bestatigen der Kapazitat des StorageGRID Systems

Bevor Sie groRe Datenmengen in das StorageGRID System migrieren, vergewissern Sie
sich, dass das StorageGRID System uber die Festplattenkapazitat verfugt, um das
erwartete Volume zu verwalten.

Wenn das StorageGRID-System einen Archivknoten umfasst und eine Kopie migriertes Objekt in Nearline-
Speicher (z. B. Band) gespeichert wurde, stellen Sie sicher, dass der Speicher des Archivknotens tber
ausreichende Kapazitat fir das erwartete Volumen migriertes Datenvolumen verflgt.

Sehen Sie sich als Teil der Kapazitatsbewertung das Datenprofil der zu migrierenden Objekte an und
berechnen Sie die erforderliche Festplattenkapazitat. Weitere Informationen zum Monitoring der
Festplattenkapazitat Ihres StorageGRID Systems finden Sie in den Anweisungen fir das Monitoring und die
Fehlerbehebung von StorageGRID.

Verwandte Informationen

"Monitor Fehlerbehebung"

"Verwalten Von Storage-Nodes"

Ermitteln der ILM-Richtlinie fir migrierte Daten

Die ILM-Richtlinie von StorageGRID bestimmt, wie viele Kopien erstellt werden, an
welchen Standorten Kopien gespeichert werden und wie lange diese Kopien aufbewahrt
werden. Eine ILM-Richtlinie besteht aus mehreren ILM-Regeln, die die Filterung von
Objekten und das Managen von Objektdaten Uber einen langeren Zeitraum beschreiben.

Je nachdem, wie migrierte Daten verwendet werden und lhre Anforderungen flir migrierte Daten erfiillt werden,
kénnen Sie eindeutige ILM-Regeln fir migrierte Daten definieren, die sich von den ILM-Regeln unterscheiden,
die fur tagliche Betriebsablaufe verwendet werden. Wenn z. B. fir das tagliche Datenmanagement
unterschiedliche gesetzliche Anforderungen gelten als fur die in der Migration enthaltenen Daten, méchten Sie
moglicherweise eine andere Anzahl von Kopien der zu migrierenden Daten in einer anderen Storage-Klasse
nutzen.

Sie kdnnen Regeln konfigurieren, die ausschlielich fir migrierte Daten gelten, wenn es maoglich ist, zwischen

migrierten Daten und Objektdaten, die von den taglichen Ablaufen gespeichert werden, eindeutig zu
unterscheiden.
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Wenn Sie mit einem der Metadatenkriterien zuverlassig zwischen den Datentypen unterscheiden kdnnen,
kénnen Sie anhand dieser Kriterien eine ILM-Regel definieren, die nur fir migrierte Daten gilt.

Bevor Sie mit der Datenmigration beginnen, sollten Sie sich mit der ILM-Richtlinie des StorageGRID Systems
und der Anwendung auf die migrierten Daten vertraut machen und alle Anderungen an der ILM-Richtlinie
vorgenommen und getestet haben.

Eine falsch angegebene ILM-Richtlinie kann zu nicht wiederherstellbaren Datenverlusten fuhren.
Uberprifen Sie alle Anderungen an einer ILM-Richtlinie sorgféltig, bevor Sie sie aktivieren, um
sicherzustellen, dass die Richtlinie wie vorgesehen funktioniert.

Verwandte Informationen
"Objektmanagement mit ILM"

Auswirkungen der Migration auf den Betrieb

Ein StorageGRID System wurde entwickelt, um einen effizienten Objekt-Storage- und
-Abruf-Service zu ermdglichen. Durch die nahtlose Erstellung redundanter Kopien von
Objektdaten und Metadaten ist ein hervorragender Schutz vor Datenverlust
gewabhrleistet.

Die Datenmigration muss jedoch gemaR den Anweisungen in diesem Kapitel sorgfaltig gemanagt werden, um
die alltdglichen Systemvorgange zu vermeiden oder im Extremfall das Risiko eines Datenverlusts bei einem
Ausfall im StorageGRID System zu gefahrden.

Die Migration groRer Datenmengen belastet das System zusatzlich. Bei starker Beladung des StorageGRID
Systems reagiert das System langsamer auf Anfragen zum Speichern und Abrufen von Objekten. Dies
beeintrachtigt das Speichern und Abrufen von Anfragen, die von wesentlicher Bedeutung fur die taglichen
Betriebsablaufe sind. Die Migration kann auch andere betriebliche Probleme verursachen. Wenn sich
beispielsweise ein Storage-Node der Kapazitat ndhert, kann die hohe intermittierende Last aufgrund der
Batch-Aufnahme dazu fiihren, dass der Storage Node zwischen Lese- und Schreibvorgangen wechseln und
Meldungen generieren kann.

Bei hoher Auslastung kénnen sich Warteschlangen fir verschiedene Vorgange entwickeln, die das
StorageGRID System durchfiihren muss, um vollstandige Redundanz von Objektdaten und -Metadaten
sicherzustellen.

Die Datenmigration muss entsprechend den Richtlinien in diesem Dokument sorgfaltig gemanagt werden, um
einen sicheren und effizienten Betrieb des StorageGRID Systems wahrend der Migration sicherzustellen.
Nehmen Sie bei der Datenmigration Objekte in Batches auf oder drosseln Sie kontinuierlich die Aufnahme.
Anschlie3end Uberwacht das StorageGRID System fortlaufend, um sicherzustellen, dass verschiedene
Attributwerte nicht Uberschritten werden.

Planen der Datenmigration

Vermeiden Sie die Datenmigration wahrend der wichtigsten Geschaftszeiten. Begrenzen
Sie die Datenmigration auf Abende, Wochenenden und andere Zeiten, in denen die
Systemauslastung knapp ist.

Planen Sie die Datenmigration nach Mdéglichkeit nicht fir Zeiten mit hoher Aktivitat ein. Wenn es jedoch nicht

sinnvoll ist, den hohen Aktivitatszeitraum vollstandig zu vermeiden, ist es sicher, so lange vorzugehen, wie Sie
die relevanten Attribute genau Uberwachen und MaRnahmen ergreifen, wenn sie akzeptable Werte
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Uberschreiten.

Verwandte Informationen
"Monitoring der Datenmigration”

Monitoring der Datenmigration

Die Datenmigration muss bei Bedarf iUberwacht und angepasst werden, um
sicherzustellen, dass die Daten gemal} der ILM-Richtlinie innerhalb des erforderlichen
Zeitrahmens platziert werden.

In dieser Tabelle sind die Attribute aufgefuhrt, die wahrend der Datenmigration tiberwacht werden missen, und
die jeweiligen Probleme aufgeflhrt.

Wenn Sie Traffic-Klassifizierungsrichtlinien mit Geschwindigkeitsbegrenzungen zur Drosselung verwenden,
kdénnen Sie die beobachtete Rate in Verbindung mit den in der folgenden Tabelle beschriebenen Statistiken
Uberwachen und die Grenzwerte bei Bedarf reduzieren.

Uberwachen Beschreibung

Anzahl an Objekten, die auf die 1. Wahlen Sie Support > Tools > Grid Topology Aus.

ILM-Bewertung warten 2. Wahlen Sie Deployment > Ubersicht > Main.

3. Uberwachen Sie im Abschnitt ILM-Aktivitat die Anzahl der fir die
folgenden Attribute angezeigten Objekte:

o Ausstehend - alles (XQUZ): Die Gesamtzahl der Objekte, die
auf die ILM-Bewertung warten.

o Ausstehend - Client (XCQZ): Die Gesamtzahl der Objekte, die
auf eine ILM-Bewertung aus Client-Operationen warten (zum
Beispiel Aufnahme).

4. Wenn die Anzahl der fir eines dieser Attribute angezeigten Objekte
100,000 Uberschreitet, drosseln Sie die Aufnahmegeschwindigkeit
von Objekten, um die Last auf dem StorageGRID-System zu
verringern.

Storage-Kapazitat eines Targeted  Wenn durch die ILM-Richtlinie eine Kopie der migrierten Daten auf ein

Archivsystems zielgerichtetes Storage-System (Band oder Cloud) gespeichert wird,
Uberwachen Sie die Kapazitat des Zielspeichersystems, um
sicherzustellen, dass gentigend Kapazitat fur die migrierten Daten
vorhanden ist.

Archiv-Knoten > ARC > Store Wenn ein Alarm fir das Attribut Store Failures (ARVF) ausgelost wird,
hat das zielgerichtete Archivspeichersystem maoglicherweise die
Kapazitat erreicht. Uberpriifen Sie das ausgewahlte
Archivspeichersystem, und beheben Sie alle Probleme, die einen Alarm
ausgeldst haben.

Erstellen benutzerdefinierter Benachrichtigungen fiir Migrationsalarme

Madglicherweise soll StorageGRID Alarmbenachrichtigungen oder Warnmeldungen an
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den Systemadministrator senden, der fir das Monitoring der Migration verantwortlich ist,
falls bestimmte Werte die empfohlenen Schwellenwerte Uberschreiten.

Was Sie benétigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfliigen.

» Sie miussen E-Mail-Einstellungen fir Alarm- (oder Alarm-) Benachrichtigungen konfiguriert haben.

Schritte

1. Erstellen Sie fiir jede Prometheus-Metrik oder jedes StorageGRID-Attribut, das Sie wahrend der
Datenmigration Uberwachen méchten, eine benutzerdefinierte Alarmregel oder einen globalen
benutzerdefinierten Alarm.

Warnmeldungen werden auf Basis der Prometheus-Messwerte ausgeldst. Alarme werden basierend auf
Attributwerten ausgelost. Weitere Informationen finden Sie in den Anweisungen zum Monitoring und zur
Fehlerbehebung von StorageGRID.

2. Deaktivieren Sie die benutzerdefinierte Alarmregel oder den globalen benutzerdefinierten Alarm, nachdem
die Datenmigration abgeschlossen ist.

Beachten Sie, dass globale benutzerdefinierte Alarme Standardalarme lberschreiben.

Verwandte Informationen
"Monitor Fehlerbehebung"
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